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Abstract

Dirac proved that each n-vertex 2-connected graph with minimum degree k
contains a cycle of length at least min{2k,n}. We obtain analogous results for
Berge cycles in hypergraphs. Recently, the authors proved an exact lower bound
on the minimum degree ensuring a Berge cycle of length at least min{2k,n} in
n-vertex r-uniform 2-connected hypergraphs when & > r + 2. In this paper we
address the case k£ < r+1 in which the bounds have a different behavior. We prove
that each n-vertex r-uniform 2-connected hypergraph H with minimum degree k
contains a Berge cycle of length at least min{2k,n,|E(H)|}. If |E(H)| > n, this
bound coincides with the bound of the Dirac’s Theorem for 2-connected graphs.

Mathematics Subject Classifications: 05D05, 05C65, 05C38, 05C35

1 Introduction and Results

1.1 Definitions and known results for graphs

A hypergraph H is a family of subsets of a ground set. We refer to these subsets as the
edges of H and to the elements of the ground set as the vertices of H. We use E(H) and
V(H) to denote the set of edges and the set of vertices of H respectively. We say H is
r-uniform (r-graph, for short) if every edge of H contains exactly r vertices. A graph is
a 2-graph.

The degree dy(v) of a vertex v in a hypergraph H is the number of edges containing
v. The minimum degree, 6(H ), is the minimum over degrees of all vertices of H.

A hamiltonian cycle in a graph is a cycle which visits every vertex. Degree conditions
providing that a graph has a hamiltonian cycle were first studied by Dirac in 1952.

Theorem 1 (Dirac [4]). Let n > 3. If G is an n-vertex graph with minimum degree
d(G) = n/2, then G has a hamiltonian cycle.
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In the same paper, Dirac observed that if §(G) > 2, then G has a cycle of length at
least §(G) 4 1. This is best possible: examples are many copies of K()41 sharing a single
vertex. Each of these graphs has a cut vertex. Dirac [4] showed that each 2-connected
graph has a much longer cycle.

Theorem 2 (Dirac [4]). Let n > k > 2. If G is an n-vertez, 2-connected graph with
minimum degree 0(G) = k, then G has a cycle of length at least min{2k,n}.

Both theorems are sharp. For example, when 2 < k < n/2, the complete bipartite
graph Kj_1,_(x—1) has minimum degree k¥ — 1 and the length of a longest cycle 2k — 2.
Note that Kj_1,_k-1) is (k — 1)-connected, so for large k£ demanding 3-connectedness
instead of 2-connectedness in Theorem 2 will not strengthen the bound.

Stronger statements for bipartite graphs have been proved by Voss and Zuluaga [24],
and then refined by Jackson [16]:

Theorem 3 (Jackson [16]). Let G be a 2-connected bipartite graph with bipartition (A, B),
where |A| > |B|. If each vertex of A has degree at least a and each vertex of B has degree
at least b, then G has a cycle of length at least 2min{|B|,a +b— 1,2a — 2}. Moreover, if
a="b and |A| = |B|, then G has a cycle of length at least 2min{|B|,2a — 1}.

A sharpness example for Theorem 3 is a graph G3 = G3(a,b,a’, V') fora’ > b > a+b—1
obtained from disjoint complete bipartite graphs K, _;, and Kj_, by joining each vertex
in the a part of Ky _p, to each vertex in the b part of Kpp_,.

1.2 Definitions and known results for uniform hypergraphs

We consider Berge cycles in hypergraphs.

Definition 4. A Berge cycle of length ¢ in a hypergraph is an alternating list of ¢
distinct vertices and ¢ distinct edges C' = vy, €1, va, .. ., €c—1, Ve, €¢, v1 such that {v;, v;41} C
e; for all 1 < i < ¢ (we always take indices of cycles of length ¢ modulo ¢). We call vertices
vy, ...,U. the defining vertices of C' and the pairs vvq, vov3,...,v.0; the defining
edges of C. Given some edge e; € E(C), we also call the defining edge v;v;;1 the the
projection of ¢;. We write V(C) = {v1,...,v.}, E(C) = {e1,...,e.}.

Notation for Berge paths is similar. In addition, a partial Berge path is an alter-
nating sequence of distinct edges and vertices beginning with an edge and ending with a
vertex eg, V1, €1,Vs, . . ., €, Vg1 such that vy € eg and for all 1 < i <k, {v;,vi1} C e

The circumference, c(H), of a (hyper)graph H is the length of a longest (Berge) cycle
in H.

A series of variations of Theorem 1 for Berge cycles in a number of classes of r-graphs
were obtained by Bermond, Germa, Heydemann and Sotteau [1], Clemens, Ehrenmiiller
and Person [2], Coulson and Perarnau [3], Ma, Hou, and Gao [22], the present authors [18],
and Salia [23].

In particular, exact bounds for all values of 3 < r < n are as follows.
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Theorem 5 (Theorem 1.7 in [18]). Let t = t(n) = [*5], and suppose 3 <r <n. Let H
be an r-graph. If (a)r <tand§(H)> (') +1or (b)r>=n/2and §(H)>r, then
H contains a hamiltonian Berge cycle.

For an analog of Theorem 2, we define the connectivity of a hypergraph with the help
of its incidence bipartite graph:

Definition 6. Let H be a hypergraph. The incidence graph Iy of H is the bipartite
graph with V(Ig) = X UY such that X = V(H),Y = E(H) and for x € X,y € Y,
xy € E(Iy) if and only if the vertex z is contained in the edge y in H.

It is easy to see that if H is an r-graph with minimum degree §(H), then each x € X
and each y € Y satisfy d;,(z) > 6(H),d;,(y) = r. Furthermore, there is a natural
bijection between the set of Berge cycles of length ¢ in H and the set of cycles of length
2c in Iy such a Berge cycle vy, eq, ..., v, €., v1 can also be viewed as a cycle in Iy with
the same sequence of vertices.

Using the notion of the incidence graph, we define connectivity in hypergraphs.

Definition 7. A hypergraph H is k-connected if its incidence graph Iy is a k-connected
graph.

Theorem 3 of Jackson applied to Iy of a 2-connected r-graph H yields the following
approximation of an analog of Theorem 2 for k < r — 1:

Corollary 8. Let n,k,r be positive integers with 2 < k < r — 1. If H is an n-vertex
2-connected r-graph H with 6(H) > k + 1, then ¢(H) > min{2k,n, |E(H)|}.

The following construction shows that the bound of Corollary 8 is not far from exact.
Construction 1.1. For m > 2, we let V(H) = Ay U... U A, U {z,y} where A; =
{ai1,...,aqi,—1} for 1 <i<m, and let E(Hy) = E1U...UE,, where for each 1 <i<m
and 1 <j<k—1 E ={e,....ei,1} and e;; = (4; — a; ;) U {x,y}. By construction,
Hy, is 2-connected and 0(Hy) = k — 2. Each Berge cycle in Hy can contain edges from at
most two E;s, and |E;| =k — 1 for all 1 < i< m. So, c(Hy) =2k — 2.

Very recently, the authors [21] proved an exact analog of Theorem 2 for r-graphs when
k>r+2:

Theorem 9. Let n,k,r be positive integers with 3 < r < k—2 < n—2. If H is an
n-vertex 2-connected r-graph with

5(H) > (’“ - i) 1, M)
then ¢(H) > min{2k,n}.

Observe that the minimum degree required to guarantee a Berge cycle of length at
least 2k in a 2-connected 7-graph is roughly of the order 2"~!/r times smaller than the
sharp bound guaranteed in Theorem 5(b). The following constructions show the sharpness
of Theorem 9.
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Construction 1.2. Let ¢ > 2 be an integer and 4 < r+1 < k < n/2. Forn = q(k—2)+2,
let Hy = H(k) be the r-graph with V(H;) = {z,y} UV; UV, U ... UV, where for all
1 <i<gq,|Vi| =k—2and V;U{z,y} induces a clique. Thus ¢(H;) < 2(k—2)+2 = 2k—2.

Construction 1.3. Let 4 < r+ 1 < k < n/2. Let Hy = Hy(k) be the r-graph with
V(Hy) = X UY where | X| = k-1, Y| =n—(k—1), and E(H,) is the set of all
hyperedges containing at most one vertex in Y. No Berge cycle can contain consecutive
vertices in Y, so ¢(Hs) < 2k — 2.

One can check that both H; and Hy have minimum degree (fj) and Hy is (k — 1)-
connected and is well defined for all n > k.

It was also proved in [21] that for 3 < r < n and every n-vertex 2-connected r-graph
H, ¢(H) > min{4,n, |E(H)|}.

1.3 The main result and structure of the paper

The ideas of [21] were insufficient to prove exact results for 3 < k < r+ 1, because in this
case the conditions providing a cycle of length at least 2k are weaker. For 3 <k <r+1,
the restrictions on the minimum degree are linear in k while for & > r + 2 they are at
least quadratic. Our main result is

Theorem 10. Let n, k,r be positive integers with 3 < k <r+1 < n. If H is an n-vertex
2-connected r-graph with

§(H) >k, (2)
then ¢(H) > min{2k,n, |E(H)|}.

Note that under the conditions of the above theorem it might occur that |E(H)| <
min{2k, n}, which could not happen in Theorem 9. The bound of the theorem coincides
with the bound of Theorem 2 for 2-connected graphs when |E(H)| > min{2k,n}. It is
sharp when k£ = 3 and when kK = r + 1. For 4 < k < r the theorem improves the bound
of Corollary 8, and Construction 1.1 shows that the bound either is exact or differs from
the exact by 1.

The proof of our main result, Theorem 10 is by contradiction. We consider a coun-
terexample H to the theorem and study its properties to show that such an example
cannot exist. In Section 2 we introduce notation, define special substructures of H, so
called lollipops and disjoint cycle-path pairs, and define when a structure in H is better
than another structure. In these terms, we explain the structure of the paper in more
detail and state our main lemmas. In Section 3 we derive some properties of “good”
lollipops and disjoint cycle-path pairs. In the remaining four sections we prove the four
main lemmas stated in Section 2.

2 Notation and setup

For a hypergraph H, and a vertex v € V(H),
Ny (v) ={u € V(H) : there exists e € F(H) such that {u,v} C e}
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Figure 1: An o-lollipop, a p-lollipop, and a dcp-pair.

is the H-neighborhood of v.

When G is a subhypergraph of a hypergraph H and u,v € V(H), we say that u and
v are G-neighbors if there exists an edge e € E(G) containing both u and wv.

If P is a (Berge) path and a and b are two elements of P, we use P|a, b] to denote the
unique segment of P from a to b.

Let » > 3. Let H be a 2-connected, n-vertex, r-uniform hypergraph satisfying (2).
Suppose

H does not contain a Berge cycle of length at least min{2k,n, |E(G)|}. (3)

Recall that this minimum is not n by Theorem 5.
A lollipop (C, P) is a pair where C'is a Berge cycle and P is a Berge path or a partial
Berge path that satisfies one of the following:

— P is a Berge path starting with a vertex in C, |V(C)NV(P)| =1, and |E(C) N
E(P)| = 0. We call such a pair (C, P) an ordinary lollipop (or o-lollipop for
short). See Fig. 1 (left).

— P is a partial Berge path starting with an edge in C, |[V(C) N V(P)| = 0, and
|E(C)N E(P)| = 1. We call such a pair (C, P) a partial lollipop (or p-lollipop for
short). See Fig. 1 (middle).

A lollipop (C, P) is better than a lollipop (C’, P') if
(R1) [V(C)] > [V(C)], or

(R2) Rule (R1) does not distinguish (C, P) from (C’, P"), and |[V(P) =V (C)| > |V(P') —
V(C")]; or

(R3) Rules (R1) and (R2) do not distinguish (C, P) from (C’, P'), and the total number
of vertices of V(P) — V(C) contained in the edges of E(C) — E(P) counted with
multiplicities is larger than the total number of vertices of V(P') — V(C") contained
in the edges of E(C") — E(P'); or

ot
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(R4) Rules (R1)-(R3) do not distinguish (C, P) from (C’, P’), and the number of edges
in E(P)— E(C) fully contained in V' (P) — V(C) is larger than the number of edges
in E(P'") — E(C') fully contained in V(P') — V(C").

The criteria (R1)-(R4) define a partial ordering on the (finite) set of lollipops. For
1 < 7 < 4, we will say that a lollipop is j-good if it is best among all lollipops according to
the rules (R1)—(Rj). For example, a lollipop is 1-good if the cycle in it is a longest cycle
in H. Clearly if ¢ < j and a lollipop is j-good, then it is also i-good. We call a 4-good
lollipop a best lollipop.

Let a lollipop (C, P) be j-good for some 1 < j < 4. Say C' = vy,eq,...,0, €, v;. If
(C, P) is an o-lollipop then let P = wq, fo,u1, ..., fi_1,us where ug = v.. If (C, P) is a
p-lollipop then let P = fy,uy, fi1,..., fe—1,us where fy = e.. With this notation, we have
|E(P)| = ¢, |V(P)| = ¢+ 1if P is a Berge path, and |V(P)| = ¢ if P is a partial Berge
path. Assume ¢ < min{2k, |E(G)|,n}.

A big part of the proof is to show that the case ¢ > k is impossible. After we prove
this, we assume that ¢ < k — 1 and consider a somewhat weaker structure than lollipop,
we call it a disjoint cycle-path pair or dep-pair for short. It is a pair (C, P) of a
cycle C' and a path P without common edges and common defining vertices. Similarly to
lollipops, we say that a dcp-pair (C, P) is better than another dep-pair (C”, P’) following
the Rules (R1)-(R4) above. We say a dcp-pair (C, P) is j-good for some 1 < j < 4 if
it is best among all dep-pairs according to rules (R1)—(Rj). A small simplification in the
definition for dcp-pairs is that V(P) — V(C) = V(P) and E(C) — E(P) = E(C).

With the help of dep-pairs, we will show that there is a 2-good lollipop (C’, P’) with
|E(P)| > k, thus obtaining the final contradiction.

So, the four big pieces of the proof are the following.

Lemma 11. Let (C, P) be a best lollipop in H. If |V(C)| = ¢, |E(P)| = £ and ¢ <
min{2k,n, |E(H)|}, then { < k.

Lemma 12. Let (C, P) be a best lollipop in H with |V(C)| = ¢, |E(P)| < k and ¢ <
min{2k,n, |E(H)|}. Then every 2-good dcp-pair (C', P") in H has |V (P')| < k.
Lemma 13. Let (C,P) be a 3-good dcp-pair in H. If |V(C)| = ¢, [V(P)| = ¢ and
¢ < min{2k,n, |E(H)|}, then { > 2.
Lemma 14. Let (C,P) be a 4-good dcp-pair in H. If |V(C)| = ¢, |V(P)| = £ and
¢ < min{2k,n, |E(H)|}, then { > k.

To prepare the proofs of Lemmas 11-14, in the next section we describe some useful

properties of good lollipops and dcp-pairs. After that, in the next four sections we prove
Lemmas 11-14.

3 Simple properties of best lollipops

In this subsection we consider j-good lollipops and dcp-pairs (C, P) and prove some basic
claims to be used throughout the rest of the paper. We start from a simple but useful
observation on graph cycles.
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Claim 15. Suppose ¢ < 2k and C = vy, e1,vVa, ...,V €., 01 1S a graph cycle. Let 1 <1 <
Jj<ec.

(a) The longer of the two subpaths of C' connecting {v;, viy1} with {vj,vj41} and using
neither e; nor e; has at least [c¢/2] vertices. In particular, this path omits at most
k — 1 vertices in C. We call it a long e;, ej-segment of C.

(b) The longer of the two subpaths of C' connecting {v;, vi+1} with v; and not using e;
has at least [(c + 1)/2] vertices. This path omits at most k — 1 vertices in C. We
call it a long e;, vj-segment of C.

(¢) The longer of the two subpaths of C' connecting v; with v; has at least [(c+ 2)/2]
vertices. In particular, this path omits at most k —2 vertices in C. We call it a long
v;, vj-segment of C.

We will need the following useful notions. Given an r-graph H and a lollipop or a dcp-
pair (C, P) in H, let H' = H'(C, P) denote the subhypergraph of H with V(H') = V(H)
and F(H') = E(H) — E(C) — E(P).

Claim 16. Let (C, P) be a 1-good lollipop or a 1-good dcp-pair in H. For each 1 <i < ¢
and 1 < m < {, if some edge g ¢ E(C) contains {um,,v;}, then

(a) neither e;—1 nor e; intersects V(P) — ug, and

(b) if (C,P) is 3-good, then no edge in H' intersects both V(P) — ug and {v;_1,v;41}
(indices count modulo c). In particular, the set Ng/(V(P) —uo) NV (C) does not contain
two consecutive vertices of C.

Proof. Let g ¢ E(C) contain {uy,,v;}. If g € E(P), say g = f,, then we may assume
Uy, = Ug+1-

Suppose e;_; contains u; for some 1 < j < £. If either j > m or g # f,,, then we
may replace the segment v;_1, e;_1,v; in C' with the path v,_y, e;_1, u;, Pluj, U], tm, g, v;.
Otherwise we replace the segment with the path v;_1, e;_1, u;, Pluj, tpm—1], tm-1, 9, v;. We
obtain a longer cycle, contradicting the choice of C. The case with u; € e; is symmetric.
This proves (a).

Suppose now some e € E(H') contains {u;, v;_1 } for some 1 < j < ¢ (the case when e D
{u;j, viy1} is symmetric). If e # g, then as in the proof of (a) we may replace the segment
Vi1, €i-1,v; in C with v;_q, e, uj, Pluj, U], Um, g,v; Or v;_1, €, uj, Pluj, Um_1], Um-1,9 to
get a longer cycle.

If e = g, then by (a), ¢;_1N(V(P)—wug) = 0. Note that by the case g = e € E(H’). Let
C’ be obtained from C' by replacing the edge e; 1 with g and let P' = P. Ifi # 1 or (C, P)
is a dcp-pair, then (C’, P') is better than (C, P) by Rule (R3). If i =1 and (C, P) is an
o-lollipop or a p-lollipop, then the cycle obtained from C' by replacing subpath v, e, v;
with the path v, fi,u1,...,u;,g,v; is longer than C. n

Claim 17. Let (C, P) be a 1-good lollipop or a 1-good dep-pair in H. For 1 < g < {—1
and 1 < 1,75 < ¢, the following hold:
(a) If uq € €; and uy € e; then j =i or |j—i| >0 —q+ 1.
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(b) If {vi,u,} C e for some edge e € (E(H")U{fo}) — E(C) and if us € e;, then either
j>tandj—i=2l—q+1,ori>jandi—j)>0—q+ 2.

(c) If there exist distinct edges e, f € (E(H")U{fo}) — E(C) such that {v;,u,} C e
and {vj,us} C f, then j =i or|j—i| > {—q+2.

Proof. We will prove (a). If j # i, then we can replace the segment of C' from e; to e;
containing |j — 4| vertices with the path e;, ug, Plug, u,), u4, €; which contains £ — g + 1
vertices. The new cycle cannot be longer than C', thus (a) holds. The proofs for (b) and
(c) are similar so we omit them. O

Claim 18. Suppose (C, P) is a 2-good lollipop or 2-good dcp-pair. Then all H'-neighbors
of ug are in V(C) UV (P). Moreover,
(a) if (C, P) is an o-lollipop, then u, has no H'-neighbors in {vy,ve,... v} U {ve_1,

Ve, -, Ves}, and ug is not in any edge in the set {e1,eq,... €0 1t U{€c, €c 1, e s},
(b) if (C,P) is a p-lollipop, then uy has no H'-neighbors in {vy, vy, ..., v} U {v,
Vo1, -y Uetg1 }, and ug is not in any edge in the set {e1,...,e; 1} U{ec1,... €c_@-1)}-

Proof. Let g € E(H') contain u,. Suppose first there is a vertex y € V(H)—(V(C)UV(P))
such that y € g. Let P’ be the path obtained from P by adding edge g and vertex y to
the end of P. Then (C, P’) is a lollipop with [V (P")| > |V (P)|, a contradiction.

Part (a) follows from Claim 17(b,c) for ¢ = 1 since fy ¢ E(C) and contains {uy,v.}.
Part (b) follows from Claim 17(a,b) for ¢ = 1 since fy = e. contains {uy, v, v }. O

Claim 19. Let (C, P) be a j-good lollipop or j-good dcp-pair for some 1 < j < 4.

(a) If ug € fm for some 1 < m < € —2 and P,,11 is obtained from P by replac-
ing the subpath ., fm, Wmit, - - ., g with the subpath w,,, fm, we, fo—1, Woe—1y ..., Ui, then
(C, Pyy1) also is a j-good lollipop or dcp-pair.

(b) If some edge g € E(H') contains V(P) — V(C) or is contained in V(P) — V(C)
and contains {ug,un} for some 1 < m < € —2, and if P, is obtained from P by
replacing the subpath U, fm, Umit, - - -, Ue with the subpath w.y,, g, we, fo_1, U1, U1,
then (C, P),.,) also is a j-good lollipop or dcp-pair.

Proof. Let us check the definition of a j-good lollipop or decp-pair. Part (a) holds because
the vertex set and edge set of P, are the same as those of P.

In Part (b), V(P),,,) —V(C) =V(P)—-V(C), and E(P),,) is obtained from E(P)
by deleting f,, and adding g. But since g contains V(P) — V(C) or is contained in
V(P)—V(C), (C, P) cannot be better than (C, P!, ). O

4 Proof of Lemma 11: paths in lollipops must be short

Let (C, P) be a best lollipop with C' = vy, e1,v9, ..., U, €c,v1. Say P = ug, fo,u1, f1,. .., U
with ug = v, if (C, P) is an o-lollipop, and P = fo,us, f1,...,u, with fo = e. if it is a
p-lollipop.

In this section we prove that if P is long, then we can find a longer cycle than C'. For
this we will use a modification of a lemma from Dirac’s original proof of Theorem 1 in [4].
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Let @ and @ be two (graph) paths in a graph G. We say ) and @' are aligned if for every
z,y € V(Q)NV(Q'), x appears before y in @ if and only if 2 appears before y in @)'.

Lemma 20 (Lemma 5 in [20]). Let Q be an x,y-path in a 2-connected graph G, and let
z € V(G) — {y}. Then there exists an x,z-path P, and an x,y-path P, such that (a)
V(P)NV(Py) ={z}, and (b) each of P, and P is aligned with Q.

We call a vertex x € V(H) eligible if there exists a best lollipop (C’, P’) where z is
the end vertex of P’ that is not contained in C’. In particular, by Claim 19 in our best
lollipop (C, P), for any f,, € E(P) containing wuy, u,,+1 is eligible by considering the best
lollipop (C, P,,+1), where P,, ;1 is defined as in Claim 19.

Set ug = v, if (C, P) is a p-lollipop. Recall if (C, P) is a p-lollipop, then E(C)NE(P) =
e. = fo. Define

S1 = Nyg(ug) NV(P) and Sy = {tty, : 0 < <l — 1, up € frn,ty & St}

Observe that (S; U S2) NV (C) C {ug}.
We will prove the following for (C, P) and eligible vertex u,, but all proofs will work
for any best lollipop and corresponding eligible vertex.

Lemma 21. If 6(H) > k and |E(P)| = ¢ > k, then (A) |S1 US| < k—1 and (B)
|S1] < k—2.

Proof. Throughout this proof we will use 7; to denote the smallest index such that wu;, €
S1U Sy and j; to denote the smallest index such that u;, € 5.

Since ¢ > k, u, has no H'-neighbors in V(C') — V(P) by Claim 18. That is, S; =
NH/ (Ug)

If (C, P) is an o-lollipop, then define X = V(C') — {v.}. Otherwise set X =V (C).

Claim 22. (A) If |S1 U Ss| = k and some edge g € E(C)U E(H') intersects both X and
{ti 41, ..., us}, then (C, P) is a p-lollipop and g = e.(= fo).
(B) If |S1| = k — 1, then no edge in E(H') intersects both X and {wj 41,...,ue}.

Proof. Suppose g € E(C) U E(H') is an edge intersecting X and {w;11,...,us}, say
{va,up} € g where b > iy + 1, and without loss of generality ¢ = e,_; if ¢ € F(C). By
symmetry, if g € E(H’) then we may assume a < |¢/2] when (C, P) is an o-lollipop, and
a < [¢/2] when (C, P) is a p-lollipop, and if g = e,_1, then we may assume a — 1 < |¢/2]
or a — 1 = ¢ (in this case, (C, P) is an o-lollipop, otherwise we have proven the claim).

By Claim 18, uy ¢ g, so b < £ — 1. Let j be the largest index smaller than b such that
u; € S1USy. Since iy < b, such j exists. Let h be an edge in E(H') U f; that contains
{uj, us}. Set

!/
¢ = Uy €c—15Ve—15 - - - 7Uavgyub7fb7 s aufahaujafj—la s ,Uo(: vc)-

The cycle C” contains all vertices in S; U Sy U {u,}, and among these vertices, only
uo may belong to C. Moreover, if a — 1 # ¢, then C’ contains at least ¢ — (a — 1) >
c¢—(le/2]) = ¢ — (k — 1) vertices in C. Therefore

€' = e—(a—1)+[81USs Ufug}| = [(S1US) N V(C)| = c— (k—1)+k+1—1>c=|C],
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contradicting the choice of C. If a — 1 = ¢, then C” contains all the vertices of C along
with all vertices in Sy U Sy U {u,}, so we also have |C'| > |C|. This proves (A).

The proof for (B) is similar but we replace S; U Sy with S; and ¢; with j;. Define the
cycle C" as before, and observe that if (C, P) is an o-lollipop, then C’ contains at least
c—(a—1) =2 c—(l¢/2] = 1) = ¢ — (k — 2) vertices in C, and if (C, P) is a p-lollipop,
then C’ contains at least ¢ — (k — 1) vertices in C, but S; N V(C) = 0. In either case,
IC'zc— (k-1 +(k—-1)+1>|C]. O

Recall that ¢; is the smallest index with u;, € S;1US,. If u;, € S set 5 = iy; otherwise
set B =11+ 1.

Claim 23. Suppose |S1 U S| > k. Then
(a) there exists an edge f; with j > [ that intersects V(C),
(b) {Uj,...,’dg_l} g Sl USQ,
(c) (C, P) is a p-lollipop, and
(d) ue € fo and ug € f; for every f; satisfying (a).

Proof. Consider the 2-connected incidence graph Iy of H and the (graph) path

/
P :Ulyelav27"'7vcaf07u1a"'7ffau€

in Iy. We apply Lemma 20 to P’ with z = ug to obtain two internally disjoint (graph)
paths P, and P, such that P; is a vy, z-path, P; is a vy, up-path, and each P; is aligned
with P’

We modify P; as follows: if P; = aj,as,...,a;, let ¢; be the last index such that
a, € X' = {v,e1,...,v.,e.} and let p; be the first index such that a, € Y’ :=
{uﬁ7 fﬁa UB+1y - -+ Jes Uf}'

If ay, = us for some s, then set P/ = Pj[a,,,ap,]. If a,, = fs for some s, then set
Pi/ = Pi[aqw api]? Ust1-

Observe that P| and Pj are either Berge paths or partial Berge paths in H. Moreover,
P| ends with vertex z = ug and contains no other elements of Y since it is aligned with
P’

If both P| and Pj begin with vy, then some P! avoids f and first intersects the set
{us, f1,...,us} at some element a,,. Then replacing the segment vy, e., v, in C' with the
longer segment vy, P/[v1, @], Gm, Plam, fol, fo, ve yields a cycle in H that is longer than
C, a contradiction. Therefore we may assume that P and Pj are vertex-disjoint and
edge-disjoint in H. Let u, be the last vertex of Pj. We have g > f.

If fpo1 ¢ E(Py), or if ug_q € Sy, let ¢’ be the largest index less than g such that
uy € S1 U Sy Otherwise if f,_y € E(P;) and u,_1 ¢ S, let ¢’ be the largest index less
g — 1 such that uy € S US,y. If uy € Sy, let h € E(H') contain {uy,u,}; otherwise, let
h = fy. We claim

h & E(PUP,). (4)

Suppose not. If h € E(H'), then h contains a vertex outside of {ug,...,u,}. But this
violates either Claim 22 (A) or the definition of S; = Ny/(ug) C {ug, ..., u}. If h = fy,
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then f, € E(P;). By construction of Pj and the choice of ¢’ less than g, we must have
fy = a,, and hence u, = uy 1. However, in this case (f,; = f,-1 € E(F;)), we chose ¢’
such that ¢’ < g — 1, a contradiction. This proves (4).

By Claim 15, there exists a long ag, , ag,-segment @) of C' such that |V(Q)| > c¢— (k—1)
with equality only if at least one of a4, or ay, is an edge of C.

By (4) we may define the cycle

! / /
C' = aq17Qaaq27P27ug7fgv'"7u€7h7ug’7fg’—17"‘auB)Pl)a’qy

Observe that C’ contains the set U = {ug, ..., uy} U{ug, ..., u}. If fo_1 ¢ E(P;) or
¢ = g—1, then S1USyU{ue}—{u; } CU—-V(C). Otherwise, S;USaU{us} —{ug_1,u; } C
U=V (C). Therefore |U-V(C)| > |S1US2|+1-2 > k—1 with equality only if f,_1 € E(Pj)
and ug_1 € S3. We have

O = V(Q)I+ V(P U P) = V(C) = U+ U= V(O] (5)

If P| or Pj contains a vertex outside of V(C)UU, then |C'| > c—(k—1)+1+(k—1) >
|C'|, contradicting the choice of C'. Thus by construction, we may assume that

each of P| and Pj contains at most one edge. (6)

Similarly, if [V(Q)] > ¢—(k—1)+ 1 or if |U — V(C)| > k then |C'| > ¢ — (k —
1)+ 0+ (k—1)+1 > |C], a contradiction. So f,_; € E(Pj) and u,_1 € Sy, proving
(a). By (6) and Claim 22, P; = v;, f,—1,u, for some v; € V(C). Also, we must have
U—-V(C) =5 USyU{u} — {uy_1,u; } which has size exactly k — 1. In particular,
{ug, ugs1,. .., up—1} € S1USs, so (b) holds.

In order to have |V(Q)| = ¢ — (k — 1) by Claim 15, P must begin with an edge of
C. Then by (6) and Claim 22 (A), we must have (C, P) is a p-lollipop and P = e., ug.
Therefore (c) holds. We have shown that u, € f,_;. If f; is another edge with s >
that intersects V' (C'), say at vertex vy, then we may substitute Py = vy, fs, us11 (which
is disjoint from P]) and symmetrically obtain that u, € fs as well. If uy ¢ fo (so i3 > 1
by Claim 18), then the cycle

N~

C// = aqlanaqug*l?ugu s 7uf7h7ug’7 s 7u17f0(: €c = a/ql)

contains all of 51 U Sy U {us} — {uy—1}, and this set is disjoint from V(C). Therefore
|C"| = ¢— (k— 1)+ k > |C|. This proves (d). O

Claim 24. f,_1 N V(C) - {U[C/Q]}.

Proof. If f,_y contains a vertex v; € V/(C') — {v[¢/21}, without loss of generality we may
assume j > [¢/2] +1. Then C' = vy, e1,...,v;, fi_1, we—1, fo—2, ..., u1, fo,v1 has length at
least [¢/2] + 1+ |V(P)—=V(C)|—1>c—(k—2)+{—1> ¢, a contradiction. O

Claim 25. If |S1 U Sy| = k and u; € S1 U Sy, then u;,q is eligible.
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Proof. By Claim 23, (C, P) is a p-lollipop. If u; € S then let h € E(H') contain {u;, u,}.
By Claim 18, h C V(P) — V(C). The result follows from Claim 19. O

Claim 26. [S; U Ss| <k — 1.

Proof. Suppose |S1USs| > k. By Claim 23, (C, P) is a p-lollipop and uy € fy. Let f; be an
edge with j > 8 > 1 intersecting V(C'). By Claims 23 and 25, w41, 449, ..., us are also
eligible vertices. Thus applying Claim 23 to these vertices and their corresponding best
lollipops (C, P/, ) (where P/, , is defined as in Claim 19) imply that {w;1,...,ue, ue} C fo.

Symmetrically consider P’ = fo, us, fr—1, %1, ..., u; and observe that (C, P’) is a best
lollipop and P’ has first edge fo. Applying Claims 23 and 25 to (C, P’) and the eligible
vertex u;, we obtain that u; € fy and vertices us,us, ..., u; are eligible and therefore
contained in fy. Thus V(P) C fy and so r = | fo| = |V(P) U {v1,v.}.

No edge in C' may contain u, by Claim 18. If a vertex w € f,_; is outside of V(C') U
V(P), then we can replace u, with w in P and get another best lollipop. So again by
Claim 23, w € f;. By Claim 24, f,_; contains at most one vertex in V(C). Then fy
contains all of f,_; — V(C) as well as two vertices v; and v, in C. This contradicts that
H is r-uniform. O]

We are now ready to prove Lemma 21. It remains to prove (B), so suppose towards
contradiction that |S;| > k—1. By Claim 26, |S;| = [S1USs| = k—1 and S; = S1US,. As
in the Proof of Claim 26, let P’ = vy, e1,v9,...,0., fo,u1, ..., fr,up, and apply Lemma 20
to the incidence graph Iy with P’ and z = u;,. We obtain two aligned with P’ paths and
modify them to get Berge paths or partial Berge paths P| and Pj such that P] starts in
C and ends in u;,, and Pj starts in C' and ends in a vertex u, with g > j;. Also, if Pj
contains some edge f; with ¢ > j;, then we may assume g =i + 1.

Let a,4, and a,, be the first elements in P] and Pj respectively. Let Q) be a long ag,, ag,-
segment in C. As before, |V(Q)| > ¢ — (k — 1) with equality only if at least one of a,,
and a4, is an edge.

Let ¢’ be the largest index less than g such that uy, € S; and let h € E(H’) contain
{ug,ue}. Define

! / /
C" = aq,Q, a4, Py ug, fg, .. up, hyug, ..., u;, P, aq.

The cycle C' contains the set U = {u;,, ..., uy }U{uy, ..., u/} which contains S3U{u,}
and intersects V(C) in at most one vertex, ug. Therefore

U—-V(C)|2k—-1+1—-1=k—1 with equality only if S; U {u,} = U and uy € 5.
(7)
If P| or Pj contain any internal vertices, if |[U—V(C)| = k, orif |V(Q)| = ¢—(k—1)+1,
then |C'| > c— (k—1)+ (k—1)+ 1> |C|, a contradiction. Thus P| and P, contain at
most one edge, [U — V(C)| =k —1, and |[V(Q)| = ¢ — (k — 1). Then the equality in (7)
holds. In particular, ug € Sy implies (C, P) is an o-lollipop and P| = ug. By Claim 15
and the fact |[V(Q)| = ¢ — (k — 1), P; = ej,u, for some e; € E(C). Moreover we must
have ¢ = 2k — 1 and e; = ej_1, otherwise |V(Q)| > ¢ — (k — 1) + 1. By Claim 18 and the
fact £ > k, g < ¢ — 1 and therefore u,_, € S;.
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Claim 27. For all us € Sy, then fs CV(P).

Proof. Let h' € E(H') contain {us, us} and set P. , = g, fo, ..., us, V', us, fo—1,. .., Ust.
The lollipop (C, P.,,) is a 3-good lollipop that omits edge f, which is incident to the end
vertex usy1 of Poyy. By Claim 18 applied to (C, P.,,), fs C V(PL,) = V(P). O

Claim 28. For every s > g, fs € S1 U {ug}.

Proof. By Claim 27 and (7), f; C V(P). Suppose f; contains a vertex uy € V(P) —U =

{Ug/+1, N ,Ug_l}.
Let b’ € E(H’) be an edge in E(H') containing {us,us}. Then

1" !/
C" = V¢, €0, V1, oy U1, €1, Ugs - -, Us, W 0g, fo1, o Ust1, fou Usr,y oo Uo(= V)
contains U U {ug} U{ug41,...,uy} and therefore is longer than C’ (and C). O

Recall that S; = S; U Ss, and so if uy € fs, then uy, € Sy. If every f, containing u, is
a subset of Sy U {u,}, then dy(u,) < (LSjl') = (’;:}) < k = 6(H), a contradiction. So by
the previous Claim, u, must be contained in some f, with s < ¢’. If there exists an edge

h' € E(H') containing {us, uy41}, then the cycle

1" !/
" = Ve, €c, U1y - - - 7Uk—17ek—17ugafg—1a s 7u5+17f57u€7f€—17 s 7ug+17h y Usy -+ -5 Uo

contains all of V(P) and is longer than C, a contradiction. Otherwise every edge in E(H’)
that intersects u, contains r — 1 > k — 2 vertices in the (k —1)-set S; but does not contain
both us and ugyy. This implies 7 = k — 1 and since |S; U {u/}| = k > r, uy is contained in
at least two edges in H’. But then there can be only two such edges, one that avoids u,
and one that avoids u,.;. Let A" be the one avoiding u,. By Claim 28, f,_; also contains
k — 2 vertices in S; and therefore must contain both u, and ug44;. Then we replace A’ in
C" with f,_1 and f,_; with h” to obtain another longer cycle. O

As a corollary we have the following.

Corollary 29. Suppose (C', P') is a best lollipop with C' = vy, e\, vh, ... vl el ,v] and
Pr=, fl,. .. fid. If 0= |V(P)| >k, then

(1) dp(up) < k=1,
(11) dg—_cr—pr(uy) < 1 with equality only if r =k — 1, and

(iii) der_pi(id)) = 0.

Moreover if dy_cr—p/(uy) = 1 and dpr—cr(u)) = k — 1, then u, € f! for every u, €
NH—C’—P’ (U/Z)

Proof. Part (i) follows from Lemma 21 (A). By Lemma 21 (B), [S;| < k—2 < r—1. Thus
if NH_C/_p/ (UJZ) is nonempty, then |NH_C/_p/ (UJZ)| =r—1. That iS, dH_C/_p/ (UZ) < 1 and
we obtain Part (ii). Part (iii) follows from Claim 18.

The “moreover” part comes from the fact that that {u, : u;, € f/} € .S; US,. But if
dp/(up) =k —1=1[5USy| then Sy C {u} :uj € f/}. O
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Finally we are ready to show that the paths in lollipops cannot be long. Recall the
statement of Lemma 11.

Lemma 11. Let (C,P) be a best lollipop in H. If [V(C)| = ¢, |E(P)| = ¢ and
¢ <min{2k,n, |E(H)|}, then { < k.

Proof of Lemma 11. Suppose that ¢ > k. If » > k, then by Corollary 29,
dH(Ug) < dH/(uz) + dc_p(Ug) + dp(Ug) <0+0+ k—1< 5(H)

So assume r = k — 1. Let u;41 be an eligible vertex. By Corollary 29 applied to (C, Piy1)
(note that E(P) = E(Pit1)), do—p(ui+1) = 0, and therefore dp(u;11) = k — 1 and
di(uiv1) = 1. Let e € E(H') contain u,. Say e = {u;,,...,u;, } where j; < ... <j, =/
Also by Corollary 29, u, belongs to each of the edges f;,,..., fj,.

If possible, we choose a best lollipop (C, P) such that j; > 0.

Case 1: j; > 0. Consider the incidence graph I. Set X = C(= V(C) U E(C)) and
Y = Pluj,,ue]. As in the proof of Lemma 21 we apply the modification of Dirac’s Lemma,
Lemma 20, to the (graph) path

/
P:'Ulaela"'7Ucaf07"'af€7uﬁ

in Iy with z = u;,. After modification as detailed in the proof of Lemma 21, we obtain
two disjoint, aligned (Berge or partial Berge) paths P| and Pj in H such that Pj starts in
X, ends in u;, and is internally disjoint from X UY’, and P; starts in X, ends in a vertex
w; € {tj,41,-..,ur} and is internally disjoint from X UY except possibly in its last edge,
only if that edge is f; 1.

Suppose a; and by are the first elements of P/ and Pj respectively, and let @ be a
long aq, by-segment of C' provided by Claim 15. If a; and b; are both vertices, then
V(Q)| = c—(k—2), otherwise if at least one of a; or by isin E(C'), then |V (Q)| = ¢—(k—1).

Let a be the largest index smaller than ¢ such that u, € e. Consider the cycle

* / /
C* = alaQablaP27uiap[uiauf]auéae7uaap[uaauj1]7uj1aplaa1'

This cycle contains the set U = {uj,,...,ua} U{u;,...,us}, and e C U. Since j; > 1,
UNV(C)|=0. If |U| > |e| = k — 1, then |C*| > ¢— (k — 1) + |U| > ¢, contradicting the
choice of C' as a longest cycle. Therefore we may assume e = U.

We will show that

e contains v consecutive vertices in P. (8)

If not then i > o+ 1> j; + 1, and so u;_; ¢ e. Recall that u, € f;,, and {w;, ui11} C
U=e.
It fifl ¢ E(P2/)7 set

! / /
C - a17Q7b17 P27ui7 fi—17 sy Ugp4a, fjlaubff—h coey Uiy, €, Ujy, P17a1'
Otherwise set

C' = ar, @, bl,le[bhfiﬂ], fic1, Wizt fimo, .- y Wiy +1, fjmufvfffla cee 7ui7€7uj17P{>a1-
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The cycle C” contains e U {u;_1}. Therefore |C'| Zc—(k—1)+(k—1+4+1) > ¢, a
contradiction. This proves (8). In particular, u,—; € e.

By the choice of (C, P) as a best lollipop, if we swap edge e with f,_; in P we obtain
another lollipop with f,_; taking the place of e € E(H'’). By the case, e C V(P) — V(C)
and so by Rule (R4) in the choice of (C, P), f, C V(P)—V(C) as well. In particular, the
first vertex of f,_; in P is not ug. Thus by symmetry, f,_; also contains r consecutive
vertices in P. But this implies f,_; = e since both edges end in u,, a contradiction.

Case 2: In every best lollipop, j; = 0. By Claim 18, all best lollipops are o-lollipops.

Recall that for every eligible u;,4, the lollipop (C, P;41) is a best lollipop and the path
P11 begins with wg, fo. By the case, ug € Ng/(u;11), and so by the “moreover” part of
Corollary 29 applied to (C, Pi11), uir1 € fo for every eligible u;, ;. Thus

r=1fol = {uo} U{wis1 1w € fi}| > 1+ dp(w) =k,

which contradicts that » = k — 1. O

5 Proof of Lemma 12: short paths in lollipops imply short paths
in dcp-pairs

We have shown that the paths in best lollipops must be short. Recall that a disjoint cycle-
path pair, or a dcp-pair, is a cycle and a path that share no defining vertices or edges.
We now show that all 2-good dcp-pairs must also have short paths. This will be useful
for us because it implies that since r is large, edges intersecting the path must “stick out”
of the path. We restate the contrapositive of Lemma 12 in the following slightly stronger
form.

Lemma 12'. Suppose 2 < s < k < r+ 1. Let (C,Q) be a 2-good dcp-pair in
a 2-connected n-vertexr r-graph H with ¢(H) < min{n,2k, |E(H)|} and §(H) > k. If
V(Q)| = s, then H contains a lollipop (C, P) with |E(P)| > s.

Proof. Suppose (C,Q) is a 2-good dcp-pair, say ) = uy, f1,us, ..., fy—1,u, with ¢ > s.
Let H' be the subhypergraph with edge set E(H) — E(C) — E(Q). If the lemma does not
hold, then

no edge in E(H) — E(Q) containing uy or u, intersects V(C), 9)

otherwise we already obtain a desired o-lollipop or p-lollipop. By the maximality of

V@),

each g € E(H') containing uy or u, does not meet V(H) —V(C) —V(Q), thus
by (9), g CV(Q) .

Let R = wy, g1, Wa, ..., gi—1,w; be a shortest path in H from V(C) to V(Q). If g1 =
f; € E(Q) for some j then we let w; = u;. Rename the vertices of C' so that wy = v, and
wy = u; for some 1 < j < ¢— 1. Combining with R any path with s vertices starting with

(10)
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u; that is otherwise disjoint from C and R yields a lollipop as desired. If j > s, we take
the path Qu;,uq]. So, j <s— 1.

Case 1: dy/(u;) = 0. Let j' denote the maximum 4 such that u; € f;. By the case,
J = du(w) =2k > s > j, sopath wj, f_1, ..., fi,w, fjr,uj, fj—1, ..., uj11 has at least
k > s vertices and does not use f;.

Case 2: dg/(uy) > 2 or the unique edge h € H' containing u; is not {us, ..., u,}.
Let j denote the maximum ¢ such that some edge h € H' contains u; and u;. Then
j' =2 r+1>j,sothe path u;, f_1,..., fi,u1, h,uj, fj—1,...,u;41 has at least r +1 > k
vertices and does not use f;.

Case 3: The unique edge h € H' containing uy is {us, ..., u,}. Now, fi # {uy, ..., u.},
and by (10), fi C V(Q). So, switching h with f;, we get Case 2. O

6 Proof of Lemma 13: Disjoint cycle-path pairs have non-trivial
paths

In this section, we show that the path P in a 3-good dcp-pair must have at least 2 vertices.
Let (C, P) be such a dcp-pair. If |C] < n, there is a vertex outside of C, thus ¢ > 1.

We will show that ¢ > 2 using the notion of expanding sets that can be used to modify
C into a longer cycle. Indeed, suppose £ =1 and P = u;.

Let C' be any longest cycle in H (i.e., |C'| = |C| = ¢), and let w € V(H) — V().
Say that a set W C V(C) is (u, C')-expanding if for every distinct v;,v; € W, there is
a v;, v;-path R(v;,v;) whose internal vertices are disjoint from V(C’) U {u} and all edges
are in E(H) — E(C"). One example of a (u, C")-expanding set is V' (C") N g where g is any
edge in E(H) — E(C").

Another example is a set of the form Ny_c/(w)NV(C") for a vertexrw € V(H)—

V() — {u}. (11)
Claim 30. Let (C",u) be a 2-good dcp-pair (so C' is a longest cycle in H) with C" =
V1, €1, Ve, €e, V1. For any (u, C")-expanding set W, wu is contained in at most one edge

of {e; :v; € W} and in at most one edge of {e;_1 : v; € W}.
Moreover, suppose v; € W and u € e;. For every v; € W — {v;}, ife € E(H) —
E(C") — E(R(v;,vj)) contains u, then viyq ¢ e. Similarly, if u € e;_q, then v;_q ¢ e.

Proof. Suppose v;,v; € W and u € ¢;, e;. By symmetry we may assume ¢ < j. The cycle
1
C" =wy, ..., v, R(0;,05), 0, €521, . .., Vi1, €, Uy €5, Vi1, €41, - - - Uy Ec, U

has length |C’| + 1 > ¢, a contradiction. The case for u € e;_1,e;_ is symmetric.
For the “moreover” part, let us suppose e € E(H) — E(C") — E(R(v;,v;)) contains u
and v; 1. Then replacing edge e; in C" with e also yields a cycle longer than C”. O

We now apply this claim to the 3-good dcp-pair (C, P) with C' = vy, eq, ..., 0., €,
vy, P = uy. Define A = Ny/(uy), a = |A|, B = {e; € E(C),u; € e;}, and b = |B|. We
obtain the following.
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Claim 31. Suppose W is a (uy, C)-expanding set.
(i) If the edges of B form exactly q intervals in C, then |W| < c— (b+q) + 2.
(i) If the vertices in W form ezxactly ¢’ intervals in C, then b < ¢ — (|[W]+¢') + 2.

Proof. Set V =, cp{vi; viy1}. We have |V| = b+ ¢. By Claim 30, W contains at most
one vertex v; for which e; € B and at most one vertex v; for which e;_; € B. Thus
(W NV|<2and [W| <c— |V|+2. This proves (i). The proof of (ii) is similar. O

Now we are ready to prove Lemma 13. Recall the statement.
Lemma 13. Let (C, P) be a 3-good dcp-pair in H. If |V(C)| = ¢, |V(P)| = ¢ and
¢ < min{2k,n, |E(H)|}, then ¢ > 2.

Proof. Suppose P = u;. By Rule (R3), u; is a vertex in V(H) — V(C') with the largest
degree in E(C). If there exists e € E(H)—FE(C) containing at least 2 vertices u, v’ ¢ V(C),
then the path P’ = wu,e, v/, the pair (C, P") is a better dcp-pair than (C, P). It follows
that
for each e € E(H) — E(C), lenV(C)| = r — 1. (12)
In particular, this yields Ng/(u;) C V(C). By Claim 16, A does not intersect the set
UeieB{Uiv vir1} and

no two vertices of A are consecutive on C'; thus 2k — 1 > ¢ > 2a + b. (13)

It follows that

a< |c/2] and k < dy(uy) < (Ta1>+b< (ra1>+c—2a. (14)

Case 1: dy/(uy) 2 2. Thena > (r—1)+ 1. If r > k, then |¢/2| Za >1 > k,
contradicting to ¢ < 2k. Thus we may assume k = r+1. Now (13) yieldsa =r, c = 2k—1
and b < 1. On the other hand, (14) yields b > 1. So, b = 1 and all r-tuples of vertices
containing u; and contained in AU {u;} are edges of H'. By symmetry, we may assume
that B = {egr_1} and A = {vg,vy,...,v95_2}. Since k =7+ 1, forevery 1 < j < k—1
we can choose an edge go; € E(H') containing u; and vg; so that all go; are distinct. We
also let g1 = gox—1 = €ap1.

Claim 32. Let 1 <i < 2k —1 be odd. Then (i) the only edge in E(C) — {e;,e;—1} that
may contain v; is es,—1, and (i) Ng(v;) NV (C) C A.

Proof. Suppose v; € e; for some j. By symmetry, we may assume j > 4. If j is even then
set

Cj =iy €4y ..., V5,05,U1, Gi—1,Vi—-1,€i—1,...,Vjt1, €5, Us,

and if 7 is odd, then set
/
Cj = Vi €i—1,Vi—1y+ - -y Ujt1, Gj+1, UL, Git 1, Vitls €ig1s - - -5 Vg, €5, Vs

Then each of C; and 7 contains ¢ + 1 vertices, contradicting the choice of C'. This
proves (i). For (ii), suppose some h € E(H’) contains v; and v; where j is odd. Then
replace edge e; in the cycle C above with h to obtain a cycle longer than C. O
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Since |egg—1 — {ur}| = r — 1 = k — 2, there exists v; ¢ egx_1 where 1 < i <2k —1is
odd. By Claim 32, k < 6(H) < dg(v;) < 2+ dg(v;), and therefore dy:(v;) > k — 2 =
(r+1)—22>2.

Set C" = vy,€1,...,Vi-1,Gi—1,U1, §it1,Vit1, €is1, - - -, V1. 1f there exists e € E(H') con-
taining v; and a vertex w ¢ V/(C), then (C',v;,e,w) is a better dcp-pair than (C, P).
Thus Ny (v;) C V(C). It follows that (r — 1) +1 < |Ng(v;)| < |A] = k — 1, and so
NH/ (Uz) = A.

Now we consider (C’,v;) which is a 2-good dcp-pair that does not use the edges
ei_1,€;. Similarly, if one of these edges, say e;, contains a vertex w ¢ V(C") U {v;}, then
(C', v;, €5, w) is a better p-lollipop than (C, P). On the other hand, if e; Ue; ; C A, then
dy(v;) < (ED < k < 0(H), a contradiction. By the previous claim, the only vertices in
V(C)—A—{v;} that may belong to e; or e;_; are v; and vo_;. Without loss of generality,
let v; belong to e; € {e;_1,€;}. Since vy € A, there exists g € E(H') containing {vs, v;}
(and note that g # ¢;_1, gi11 because v; ¢ Npg/(uy)). Then replacing in C’ the segment
v1, e1, V2 With vy, e;,v;, g, v2 yields a longer cycle than C.

Case 2: dy/(uy) = 1,say uy € f € E(H'). Then dy(u;) =1+b, A= fNV(C) and
a=r—1. By (14),

k<dy(u)) <1l+c—2(r—1)<2k—2r+2.

When k > 2, this is possible only if k =r+1,7r=3,¢c=2r+1="7and dg(u,) = k = 4.
In this case we have ¢ =2k —1="7. Let e € E(H’) contain uy, say e = {uy,v;,v;}. Since
by Claim 16, e cannot contain consecutive vertices in C', by symmetry we may assume
that i = 1 and j € {5,6}. By Claim 16, u; cannot be contained in the 4 distinct edges
e1,er,ej,e;_1 incident to v; and v;. Thus as dy(u;) > k = 4 and dy/(uy) = 1, uy is
contained in the remaining 7 — 4 = 3 edges of C'. That is, u; belongs to the edges e,, e3,
and e, where k =6 if j =5 and k =4 if j = 6. Let C’ be the cycle obtained by swapping
v3 with u; and observe that (C’, v3) is a 2-good dcp-pair.

The set e = {vy,vj,u1} forms a (vs, C’)-expanding set. Because u; € e now takes the
place of vz in C" and v3 € eq, e3, by Claim 30 v3 cannot belong to the edges ey, e7,¢€;,e;_1
and cannot be an H'-neighbor to ve,v7,v;_1, or v;1; (here we use the fact that vs ¢ e).
Moreover by Claim 16, Ng/(v3) also does not contain vertices u; and vg which are incident
to ey and eg respectively.

This yields the following two facts: the only edge of C’ other than ey and ez that
may contain vs is ey, and the only H’-edge containing vs may be {vs,vi,v;}. Recall
that u; € e, and therefore e, = {vg, vgr1, w1} which does not contain vz. It follows that
dp(vs) < do(vs) +dpr(vs) <2+ 1 < k=4§(H), a contradiction.

Case 3: dy/(uy) = 0 for some uy € V(H) — V(C). So, dy(uy) =b. If uy is the only
vertex outside of C', then r > L"T_IJ, so by Theorem 5, H has a Hamiltonian cycle, a
contradiction. Hence,

n=c+ux for some x > 2. (15)
Let w € V(H) — (V(C)U{u}). Let us show that
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Indeed, suppose g1,92 € E(H') and w € g1 Nga. Let W = V(C) N (g1 U g2). As
observed in (11), this W is uj-expanding. Since go # g1, by (12), |[W| > r. Also, by
Claim 17, vertices in go could not be next to vertices in ¢g; on C. Thus if |W| = r,
then |g; N go| = r — 1; hence no two vertices of W are consecutive on C. In this case,
by Claim 31(ii), b < ¢ — |W| — g + 2 where ¢ = |W| = r. Since k < r + 1, we get
k<dg(u) < (2k—1) —2r+2 < 2k —r — 2 contradicting k < r + 1.

Thus |W| = r 4+ 1. But still since vertices in g could not be next to vertices in g; on
C,q>2. So,k<dp(u)) < (2k—1)—(r+1+2)+2 = 2k —r—2 contradicting k < r+ 1.
This proves (16).

Let n = c+x and |E(H)| = c+y. Then considering the sum of degrees of vertices in
H, we have

kleta)=k-n<y dy(v) = r(c+y). (17)

veV (H)

By (15), if £ > r, then
yza =2 (18)

Moreover, if k = r + 1 then (17) yields
(r+1)(c+x) c+z

y>—"—c= +x:§—|—x>2+x.
r r r

So, if Z ={g1,...,9.} is the set of edges in F(H’) contained in V' (C), then (16) together
with dH/<U1) =0 y1€ldS

y<z+x—1, and hence z > 1 when k > r and z > 4 when k =r + 1. (19)

Suppose the edges of B form exactly ¢ intervals in C. Since b = dy(ui) > k, by
Claim 31(i)

r<|Wi<c—(b+q)+2<2k—1—(k+q)+2=k—q+1.

As k <r+1, ¢ <2 with equality only if k =7+ 1 and dy(uy) = k. Let Jp = {j € [] :
e; € B}. By symmetry we may assume 1 € Jp.

Case 3.1: Jp = {1,...,i1} U {ig,...,i3} where i; +2 < iy < i3 < ¢c—1. In
this case ¢ = 2, so k = r+ 1 and |Jp| = dy(uy) = k. If some g; € Z contains v;
for some 4 in the (k — 2)-element subset {2,...,i1} U {is + 1,...,i3}, then in order not
to create a longer cycle, the indices of the remaining r — 1 vertices of g; cannot be in
Jy = {1,2,...,i1 + 1} U {is,...,i3 + 1} by Claim 30. Since |Jz| = k + 2, we need
¢ > (r—1)+ (k+2) = 2k, a contradiction. So, each g; € Z is contained in the set
F=A{vi,41,...,0;,} U{Vis11,...,0e,v1} which has size ¢ — (k—2) = k+3 =r + 2. Also,
each g; contains at most one of vy, v;, and at most one of v;, 11, vi;+1. There are exactly
four such possibilities: F' — {vy,v;,41}, F — {v1, 0501}, F — {viy, v 01}, F — {viy, Vig11}-
So, z = 4 and each g; is one of these possibilities, say g1 = F — {v;,,v;,+1}. But then gy
contains {v., v}, and we can replace e, with g;, and again get a 3-good dcp-pair. Since
g1 # e., this is a contradiction.
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Case 3.2: Jp is a single interval for each 3-good lollipop. Let Jg = {1,...,b} for
b>k.
First suppose k < 7. Then z > 1, say g1 € Z. If g; contains a vertex v; with 2 < j < b,
then g1 —v; C {vpt2, ..., v} by Claim 30. It follows that r —1 = |g; —v;| < c—(b+1) <
(2k—1) — (k+1) = k — 2, contradicting k < r. Hence g1 C {vpy1,Upr2,--., 0, 01}, and
sor =gl <c—(b—1) < (2k—1) — (k—1) = k. This is possible only if ¢ = 2k — 1,
b=k, k=rand g = {vpr1, V42, ..,V 01}. Let C' be obtained from C by replacing
ec—1 with g;. Then (C’, P) is also a 3-good dcp-pair. We apply (19) to (C’, P) to obtain
that there exists some g} € E(H) — E(C") contained in V (C) (possibly ¢} = e._1). Since
V(C) =V (C"), and ¢} # g1, we use Claim 30 and the fact that V(C) N gy and V(C") Ng;
are both u;-expanding to obtain that there are at least r edges of C' which cannot contain
u1. Then k =b < c—r =k —1, a contradiction.

Finally consider the case k = r + 1. By (19), z > 4. First suppose b > k + 1. If some
gi € Z contains a vertex v; with 2 < j < b, then ¢, — v; C {vp4o,...,v.} by Claim 30.
That is, 7 = |g;| <14+ (¢ — (b+2) + 1) < k — 2, a contradiction. Thus each ¢g; € Z is a

subset of {vy.1,...,v.,v1} which has size at most k — 1 = r. We get a contradiction to
z = 4.

So we may assume Jp = {1,...,k}. Let F = {vpya,..., 0.}, B'= E(C) — E(B) and
B"=DB"—epy1 —ec = {egsa,. .., €01}

Among all c-cycles C' with the same cyclic sequence vy, . . ., v, of vertices and containing
edges ey, ..., e, in the same positions, choose one in which

(a) most edges in B’ are subsets of F' = F U {vgy1,v1} = {Uk41,...,0,v1} and

(b) given that (a) holds, most edges in B” contain F'.
We claim that

no edges in E(H') — Z intersect {vq, ..., v;}. (20)

Indeed, suppose some gy € F(H') — Z contains v; for some 2 < ¢ < k. By (12), there is a
unique w € go — V(C). By (16), the set B,, of the edges of C' containing w has at least
k — 1 edges. By Claim 30, there is no i’ € {1,...,k+ 1} — {i} such that vy € go. Hence
go—v;i —w C F. Since |F| =r—1=|gy — v; — w| 4+ 1, we may assume by symmetry that
Ue € go. Recall that if v; € go then e;_1,e; ¢ B,. This yields that B,, C {eq,...,ex41}
So, there is 1 < ¢ < k such that ey € B,,. As above, i’ ¢ {i—1,i}. By symmetry we may
assume i’ > 7. Then the cycle

V1,€1,V2,...,0;—1,€;—1,U1,€y—1,Vyy—1,€—2,Vy'—2, ..., Ui, Jo, W, €y, Vyr 41, €41, - - . , Uy E¢, U1

omits vy but goes through w and wuy, thus is longer than C'. This contradiction proves (20).
Next, we claim that

no edges in Z intersect {vq, ..., vg}. (21)

Indeed, suppose some g; € Z contains v; for some 2 < ¢ < k. Then the indices of the
remaining r — 1 vertices of g; cannot be in J = {1,2,...,k+1}. So, g1 —v; C F, which
yields c =2k — 1, k =r+1, and ¢, = F + v;. Now, by choice of C, since we can switch
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g1 with any edge in B”, each edge in B” either is contained in F’ or contains F. Since
only one edge containing F' may also contain v;,

v; does not belong to any edge in B" U (Z — ¢1). (22)
Let cycle C” be formed by swapping u; with v; and g, with e._y, that is,

/
' = U1, €4y Vi1, €41, Vi42y - - - 5 €—2, Ve—1, 91, Ve, €¢, V1, - -+, €1, U7

By (20) and (22), v; is contained only in edges of C’, so C" is an optimal choice of cycle
under the same conditions as C. If the edges of C’ containing v; are not all consecutive
along C’, then we get Case 3.1 and arrive at a contradiction. So they are consecutive. As
v; is contained in g; (which plays the role of e._; in C”), either v; € e. or v; € e._5. If
v; € e, then the cycle

1
C" = V1,€1,V2,...,0;—1,€;—1,U1, €, Vit1, €i+1, Vi+2, .- ., Uc—1, €c—1, V¢, g1, Ui, €¢, V1

is longer than C'. The case for v; € e._5 is similar. This proves (21).

By (21), all edges in Z are contained in F”. Since |Z| > 4, each edge in B” can be
replaced with an edge in Z. Thus by Rule (a), each edge in B” also is contained in F".
Then the (r + 1)-element set F” contains at least |B”|+ |Z| > r — 2 + 4 = r + 2 subsets
of size r, a contradiction. ]

7 Disjoint cycle-path pairs and cycle-cycle pairs

We conclude the proof of Theorem 10 in this section by proving Lemma 14. Recall the
statement.

Lemma 14. Let (C, P) be a 4-good dcp-pair in H. If |V(C)| = ¢, |V(P)| = ¢ and
¢ < min{2k,n,|E(H)|}, then £ > k.

When handling dcp-pairs, we will also consider structures which are a bit richer,
called disjoint cycle-cycle pairs or dcc-pairs for short. A disjoint cycle-cycle pair
(C, P) is obtained from a dcp-pair (C, P') with P" = wy, f1,us,...,u, by adding edge
fe ¢ E(C)U E(P') containing {uy,us}. In other words, in a dcc-pair (C,P), P is a
cycle P = wuq, f1,us, ..., us fo,u; whose defining elements are disjoint from the defining
elements of C'.

We partially order dep- and dec-pairs together: We say a pair (C, P) is better than a
pair (C', P') if

(1) [V(C)] > [V(C)]; or
(S2) Rule (S1) does not distinguish (C, P) from (C’, P'), and |V (P)| > |V (P’)|; or

(S3) Rules (S1) and (S2) do not distinguish (C, P) from (C’, P’), and the total number
of vertices of V(P) contained in the edges of E(C) counted with multiplicities is
larger than the total number of vertices of V' (P’) contained in the edges of F(C");
or
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(S4) Rules (S1)-(S3) do not distinguish (C, P) from (C’, P'), P is a cycle and P’ is a
path; or

(S5) Rules (S1)—(S4) do not distinguish (C, P) from (C’, P’), and the number of edges
in E(P) fully contained in V' (P) is larger than the number of edges in E(P’) fully
contained in V' (P').

Since a dcc-pair is a dep-pair (C, P) with an additional edge added to P and rules
(S1)—(S3) are the same as (R1)—(R3), all claims in Section 3 that hold for i-good lollipops
and dcp-pairs when ¢ < 3 also hold for i-good dcc-pairs.

Let (C,P) be a best dep- or dec-pair. Let C' = wvq,e1,v9,...,0., and let P =
uy, f1,us,...u, when P is a path and P = uy, f1,us,...us fr,u; when P is a cycle. To
prove Lemma 14, we consider the case 2 < /(< k—1,3<k<r+1, and 6(H) > k.

Since ¢ < k — 1 < r, at most one edge can be contained entirely in V' (P), and this is
possible only if k = r 4+ 1. Moreover, by (S5) in this case such an edge is in F(P). Thus
any H’-edge containing u; or u, must be contained in V(C) UV (P) and must intersect
V(C). One benefit of dec-pairs is that when P is a cycle, then any two consecutive vertices
can play the role of uy and wu,. In particular,

if P is a cycle, then each h € E(H') U E(P) intersecting V(P) is contained in

V(P)UV(C). (23)

For all j € [{], we denote by B; the set of edges of C' containing u;, and let b; = | B;|.

In the next subsection we prove a series of claims about vertices and edges in graph
paths and cycles. We will apply these claims to the projections of the Berge cycle C'
(that is, the graph cycle vy, €1, ..., v, €., v1 where e; = v;0;11). We complete the proof of
Lemma 14 in the final two subsections, breaking into cases of dcp-pairs and dcc-pairs.

7.1 Useful facts on graph cycles

Claim 33. Let C' = vy,eq,...,v,65,v1 be a graph cycle. Let A and B be nonempty
subsets in V(C') such that

for each v; € A and v; € B, eitheri=j or|i —j| > q > 2. (24)

(i) If A = B, then s > q|A].
(ii) If B # A, then s > |A| + |B| + 2q — 3 with equality only if AC B or B C A.

Proof. Part (i) is obvious. We prove (ii) by induction on |AN B| and take indices modulo
S.

If AN B = (), then C contains |A| 4+ |B| vertices in AU B and at least ¢ — 1 vertices
outside of AU B between A and a closest to A vertex in B in either direction along the
cycle.

Suppose now that (ii) holds for all A" and B’ with |A'NB’| < t and that |ANB| =t > 0,
say v; € AN B. By symmetry, we may assume |A| < |B|. If A = {v;}, then C has |B| -1
vertices in B — A and at least ¢ — 1 vertices between v; and a closest to v; vertex in B — A,
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in either direction along the cycle. Thus, s > 1+|B—A|+2(q—1) = |A|+|B|—14+2¢—2 =
|A| 4+ |B| + 2q — 3, as claimed.

Finally, suppose |A| > 2. By definition, (AU B) N {0i—g41, Vigt2, - - - » Vigq—1} = {Vi}.
Define e = v;_,v;41 and let A’ = A —v;, B = B —v;, and C' = vy, e1,...,0_¢, €, 011,
€it1,- -, Us,€5,01. Then A" and B’ satisfy (24). So, by induction, |V (C")| = |A'| + |B'| +
2q — 3 with equality only if A" C B’. Hence

sZq+|V(ICY =g+ (A —1)+(|B|—1)+2¢—3=|A|+|B|+3¢—5
with equality only if A C B. Since ¢ > 2, this proves (ii). H

The line graph of cycle C; of length s is again Cy in which the vertices play the roles
of the edges of the original graph. Thus Claim 33 implies the following.

Claim 34. Let C = vy, eq,...,0, 65,01 be a graph cycle. Let A and B be nonempty
subsets in E(C) such that

for each e; € A and e; € B, eitheri=j or|i—j| > q > 2. (25)

(i) If A = B, then s > q|A].
(i1) If B # A, then s > |A| + |B| + 2q — 3 with equality only if A C B or B C A.

Claim 35. Let C = vy, eq,...,0s, 65,01 be a graph cycle. Suppose F C V(C). Let A and
B be nonempty subsets of V(C) that are disjoint from F and such that

for each v; € A and v; € B, either i =j or|i—j| > q > 2. (26)

for each v; € F andv; € FUAU B, eitheri=j orl|i—j| > q > 2. (27)

(i) If A = B, then s > q|A| + ¢|F)|.
(ii) If B # A, then s > |A|+|B|+2q — 3+ q|F| with equality only if A C B or B C A.

Proof. Let C" = vy, €}, v5,...,v., e, v be a cycle obtained from C' by iteratively con-
tracting e;, €11, . .. €i44—1 for each v; € F. In particular, s = s — ¢|F|. Due to (27), each
v; € AU B was unaffected by the edge contractions and hence still exists as some v}, in
C’. Moreover, by (27), (26) still holds for A and B in C".

So, Claim 33 applied to A, B and C’ yields that if A = B, then s’ > ¢|A|, and if
B # A, then s > |A| + |B| + 2¢ — 3 with equality only if A C B or B C A. Since
s’ = s — q|F|, this proves our claim. ]

Claim 36. Let g > 1. Let C' = vy, eq,...,0s e5,v1 be a graph cycle. Let I be an indepen-
dent nonempty subset of V(C) and O # B C E(C) be such that

for each v; € I and e; € B, the distance on C' from v; to {v;,vj41} is at least q.  (28)

Then s = 2|11+ |B| 4+ 2(¢ — 1).
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Proof. The vertices of I partition the edges of C' into |I| intervals of length at least 2.
If such an interval ) contains an e; € B, then by (28), apart from edges of B it also
contains at least 2¢ edges from the ends of the interval to the closest edges in B. This
proves the claim. O

Claim 37. Letq>1,¢ > q—1. Let C = vy, eq,...,0, 65,01 be a graph cycle. Let A be
a nonempty subset of V(C) and 0 # B C E(C') be such that

for each v; € A and distinct e;, e, € B, the distance on C from v; to {v;,vj11}

is at least ¢, and |j — k| > q. (29)

Then s > |A| +q|B| +2¢' —q.

Proof. Removing the edges of B from C' yields B path segments. Any segment not
containing a vertex in A has length at least ¢ — 1. Any segment containing a vertex from
A contains at least 2(¢’ — 1) > g — 1 edges not incident to a vertex in A, and there are at
least |A|+1 edges incident to A. Thus s > |B|(¢—1)+|B|+2(¢—1)—(¢—1)+|A|+1. O

Claim 38. Let ¢ > 3. Let C' = vy, eq1,...,0s, €5,v1 be a graph cycle. Let I be an indepen-
dent nonempty subset of V(C) and O # A C V(C) be such that

for each v; € I and vy, € A, the distance on C' from v; to vy is either 0 or at least q.
(30)
(i) If A =1 then s > q|I|.
(i) If A C I then s > 21|+ (¢ — 2)(|A] + 1).
(iii) If A\ T # 0, then s > 2|I| + |A| + 2q — 3.

Proof. Call a subpath of C' connecting two verties in I and not containing other vertices
in I an [-interval. If A = I, then each [-interval has length at least ¢, which yields (i).
To prove (ii), observe that each I-interval has at least 2 edges, and the [-intervals with
at least one end in A have length at least ¢q. Since A # I, the number of such intervals is
at least |A| 4+ 1. This proves (ii).

We prove (iii) by induction on |[ANI|. If [ANI| = (), then each I-interval Q containing
m > 0 vertices of A by (30) contains at least 2¢ edges from the ends of the interval to
the closest vertices in A and a path of at least m — 1 edges connecting these extremal
vertices. Together, ) has at least 2¢ + m — 1 edges which is by m + 2¢ — 3 more than 2.
This proves the base of induction.

Suppose now that v; € AN I. Consider C’ obtained from C' by deleting vertices
Vi, Vi1, - - -, Vitg—1 and adding edge v;_qv;+,. Let I' = [ —wv; and A’ = A —v;. By
induction assumption, |V (C")| > 2|I'| + |A'| + 2¢ — 3 = 2|I| + |A| +2¢ — 6. So, s >
2|1+ |A| + 29 — 64 q = 21| + |A| + 2¢ — 3, as claimed. O

7.2 Proof of Lemma 14 for dcp-pairs

Proof of Lemma 14 when (C, P) is a dcp-pair. Suppose that, among all dcp- and dcc-
pairs, a best (C, P) is a dcp-pair.
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Case 1: u; is in an H'-edge g. If u, € g, then we can add g to P as f;, a contradiction
to (S4). So, |gNV(C)| = r—£+1. If by > 0, then by Claims 17 and 36 with I = gNnV(C),
B = By and g = ¢, we have

cz22(r—0+1)+20—=1)+b,=2r+b =2k -2+,

So by < 1, and dy/(up) = dy(ug) —be—dp(ug) 2 k—1—(—1) > 1. Let ¢’ € E(H') contain
ug. Since P does not extend to a cycle, u; ¢ ¢, so ¢ # g and |[¢ NV (C)| = r—£0+ 1.

For j € {1,¢}, let A; = Np/(u;) NV(C). By Claim 17, if v;,v; € Ay N Ap then i = j
or |i —j| = £+ 1. We apply Claim 35 with F' = A, N Ay, A=A — F, B=A,— F and
q=0+1.If AZ B and B € A, then Claim 35(ii) gives

¢z 2(r—l+1—|F|)+2({+1) =24+ (l+1)|F| = 2r—2(4+2=2|F|+2(+3|F| > 2r+2 > 2k,
a contradiction. If say A C B but |[AU F|+ |[BU F| > 2r — 2( + 3, then
c> 2 —2+3—2F|+2(0+1) =3+ ((+1)|F| >2r —20+2+20 > 2k,

again. So, assume A; = Ay.

If £ < r, then by Claim 35(1), ¢ = ((+1)(r—£+1) > 2r > 2kfor2 < (< k—1<r—1,
a contradiction. Thus, let k& = r + 1. Also, if |A;| > r — £ + 2, then we similarly
have ¢ > ((+ 1)(r =0 +2) > 2(r+ 1) > 2k. Thus |A;| = r — ¢ + 1, which means
gNV(P) =V (P)—uy, ¢ NV (P) =V (P)—uy, and uy, up are not contained in other edges
of H'. Tt follows that there are e; € E(C) containing u; and e; € E(C') containing u,.

If i # j, then Claim 36 with I = A;, B = {e;,e;} and ¢ = ¢ implies ¢ > 2(r —
(+1)+2+20l—-1) =2r+2 > 2k. Thus ¢; = ¢; and de(u1) = de(ug) = 1 and
r = le;| = [{ur,ue,vi,vi1}] = 4. At least one of fi, fi_1 is not V(P), say f1 # V(P).
Then switching ¢ with f; in P we get another dcp-pair that is 2-good. Hence every
vertex in f; N V(C) is distance at least ¢ + 1 from any vertex in A, = A;. Either
[N V(P) # {ur,...,up—1} or Ay # f1 NV(C). In both cases, we get a case we have
considered.

Case 2: uy,uy are not in any H'-edges. Then do(uy) > k— (£ —1) > 2 and de(up) >
k—{—1)>2.

We apply Claim 34 with A = B;, B=Byand g =/(. If AZ Band B € A, then
the claim gives ¢ > 2(k — ¢ 4+ 1) + 2¢ — 2 = 2k, a contradiction. If say A C B but
|A| + |B| = 2k — 2¢ + 3, then ¢ > 2k — 20 + 3 4+ 2¢ — 3 = 2k, again. So assume B; = By
and |By| =k —(+1.

Then dp(ug) > ¢ —1 = |E(P)|. So uy € fi. For any 2 < i < ¢ — 1 Consider
P =y, f1,...,ui_1, fi,ue, fo—1,- .., u;, and observe that (C| P;) is another best dcp-pair.
If dy/(u;) > 1, then we get Case 1. Otherwise as above, we get B; = By and dp(u;) =
|E(P)|. In other words,

¢
P)QﬂA 1fj and V(P) C e; for each e; € By = --- = By. (31)
=
By Claim 17(a), for distinct e;,e; € By, |j —i| > ¢
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Since V(P) C f; for each j € [¢], we can construct any path covering V(P) using

edges f1,..., fo—1 in arbitrary order. Let I = (U§:1 fj> NV(C) and J = <U§:1 fj) —
(V(PYUuV(C)).

Suppose w € J, by symmetry say w € f;. Assume first that there is g € E(H') such
that w € g. By the case, gNV(P) = 0.

Let P’ be obtained by replacing u; with w in P. Then (C, P’) is a 2-good dcp-pair and
so by Claims 17 and 18, ¢ C V(C) U {w} and the distance from any v; € g to some edge
in By is at least ¢. Apply Claim 37 with A =¢gnNV(C), B = By, and ¢ = ¢’ = { to obtain
cz(r—1)+4lk—(—-1)+L>(r—1)+ 2k > ¢, a contradiction. Thus dy(w) = 0.

If there is e; € E(C') — By such that w € e;,, then in view of the path P’ above, then
for any e; € By, |j—i| > ¢ by Claim 17. Therefore ¢ > ¢(|By|+1) = l(k—({—1)+1) > 2k,
a contradiction again. Since dy(w) =k, w € ﬂf;i fj and w € ¢; for each e¢; € B;. Then
(31) holds not only for V(P) but for V(P) U J, which implies ¢ < [V(P)U J| <7 —2
and therefore |I| > 2. If v; € I, say v; € f1, i < i < i+ ¢ —2 and ey € By, then
the cycle obtained from C' by replacing subpath v;,e;, vii1,..., ey, vy with the path

Vi, f1, U2, fo, ... U, €, 011 is longer than C, a contradiction.
Applying Claim 37 with A=1,B = B,,¢ ={¢—1,qg={ we obtain ¢ > 2+ {(k — ({ —
1)+2(0—1)—€>l(k—{+2) > 2k, a contradiction. O

7.3 Proof of Lemma 14 for dcc-pairs

Proof of Lemma 14 when (C, P) is a dcc-pair. Case 1: There is g € E(H') with g N
V(P) # () and [¢g N V(C)| > k — £+ 1. By symmetry, we may assume u; € ¢ and
|[fenV(P)| < |finV(P)|. Since ¢ < r, at most one f; is contained in V(P). So

1feNV(C)| =7 —Candifr =, then |f,NV(C)| > 1. (32)

By Claim 17, if v; € g and v; € fy, then i = j or |i — j| > ¢+ 1. By Claim 38 with
I=gnV(C), A= finV(C) and ¢ = £ + 1, we have 3 possibilities. If A = I, then
cz2(l+1)(k—L0+1)=22k. TAC Tthenec>22(k—¢+ 1)+ —=1)(fenV(C)|+1).
By (32), when 2 < ¢ <r—1thisgivesc > 2(k—(+1)+ ({ —1)(r — ¢+ 1) > 2k, and
when ¢ = r (and hence k = r + 1) this gives ¢ > 2(k —r + 1) + (k — 2)2 = 2k, again. If
ANT #0, then ¢ > 2(k— £+ 1) + |A| + 20 — 1 > 2k. In all cases we get a contradiction.

Case 2: There is g € E(H') such that g O V(P). Then by Rule (S5), each f; € E(P)
contains V(P). Since |E(P)| > 2, £ < r—1. Let E' = E(P)U{g}. By Claim 23,
every edge in E’ is a subset of V(C)UV(P). Set I = (Ujcp f) N V(C). Since the
sets f; NV/(C) are distinct for distinct j, [I| > r — ¢ + 1. Moreover, if r = ¢ + 1 then
|I| > |E'| ={+1>3>r—{+1. By the case, for any u;, uy € V(P) and any f, f’, there
is a u;, ugy-path of length ¢ — 1 whose set of edges is E' — {f, f'}. Hence if v; € f € F’
and vy € f' € E' where f' # f, then |i' —i| > ¢+ 1. Since |E’| > 3, there are some t > 3
segments in C of length at least £+ 1 that are internally disjoint from I. The vertices of [
are nonconsecutive on C' thus the edges {e;,e;11 : v; € I} are distinct (but may intersect
the segments of length at least ¢+ 1). We get

cz2|+tl—-1)=22(r—L0+1)+t(l—1)=2r+(—1.
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This is at least 2k, unless t = 3, k = r+ 1, { =2 and |I| = r—(+ 1. If |I| =
r — ¢+ 1, then for each f € E', fNV(C) is an r — {-subset of I, and it follows that
every distinct v;,v; € I satisfies [i — j| > ¢ + 1. In order to have ¢ = 3, we must then
have |I| = 3. Thus, the unresolved situation is £ = 2, |I| =3 =r—-2+1=7r—1 and
k =r+1=>5. In this case, ¢ = 9 and up to symmetry, I = {v1, vy, v7}, SO we may assume
f1 = {ug,ug, vy, 04}, fo = {ug,ug,v1,07}, 9 = {ug, ug,vq, 07} But dg(uz) > 5. If some
e; contains us, then by symmetry we may assume ¢ = 1, contradicting Claim 16. Thus
de(ug) = 0, so dgr(ug) = 3. One such edge is g, another is possibly {us, vy, v4,v7}, but
then the third must contain a vertex in V(C') — {vy, vy, v7}, again contradicting Claim 16
(maybe switching g with f;).

Case 3: There are edges in H' intersecting V' (P), but for each g € E(H’), |gnV (P)] <
{—1and [gNV(C)| < k—4¢. Then k =r+1 and for each g € E(H'), [NV (P)| ={(— 1.
Let A=, f;NV(C). Since |E(P)| > 2, |[A| >r—(+1.

Suppose some distinct 4,7, v; € g and v; € A. Without loss of generality, v; € f;
(because P is a cycle). Since |g N V(P)| = ¢ — 1, we may also assume u; € g. By
Claim 17, |i — j| = £+ 1. So, we can apply Claim 38 with I = ¢gNV(C) and ¢ = ¢ + 1.
Since |A| > ||, if A # I, then

c 22l +|A|+2¢—3 = 2(r—L+1)+(r—£+1)+20—1 = 3r+2—{ > 2r+2, a contradiction.

Thus A = I and the vertices of A partition V(C) into r — £+ 1 intervals of length at least
¢+ 1. If some e; contains a vertex of P, say uy € e;, then g N {uy_1,u1} # 0, say u; € g.
So, in this case, if v; € I, then by Claim 17, v; is distance at least ¢ from {v;, v;41} in C.
An interval containing m edges of C' that intersects V' (P) has at least 2¢ + m edges, and

cz(l+D)(r—L+1)—L+1)+204+m=>{U+1)(r—0+1)+¢

with equality only when exactly one edge of C' intersects V' (P). We get a contradiction,
unless ¢ = r and exactly one edge of C' intersects V(P). In this case, |I| = 1 and we can
rename the vertices of C' so that I = {v.} and e, is the edge intersecting V(P). Then
each edge f € E(H')U E(P) intersecting V' (P) is contained in V' (P) U {v.}. So, the sum
of degrees of vertices in P is at most (rfl) (r—1) < r(r—1) (for edges containing v.) plus
r (for a possible edge V(P)) plus r — 2 (for e,). This totals 72 + r — 2 which is less than
kt < 6(H)|V(P)|, a contradiction.

The remaining possibility is that no edges of C' intersect V(P). Since A = I for any
choice of g € E(H') and |I| =r—{+1, gNV(C) is the same for all g € F(H’) intersecting
V(P), and fNV(C) C I for all f € E(P). So each edge f € E(H') U E(P) intersecting
V(P) is contained in V(P)U I and [V(P)UI| =r+ 1. Therefore, >,y p)du(u) is at
most {(r — £+ 1) (for the at most r» — ¢ + 1 edges containing V' (P)) plus ¢(¢ — 1) (for the
at most ¢ edges containing I), which sums to ¢r < ¢k, a contradiction.

Case 4: No edges in H' intersect V(P) and f; D V(P) for each j € [{]. Let B(P)
be the set of the edges in C intersecting V(P). Since |E(P)| > 2, { < r — 1. Let
I =U_, finV(C). By (23), each f; is contained in V(C') U V(P), therefore the sets
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finV(C) are distinct for distinct 7. It follows that
I =2r—(+1>k—". (33)

By the case, for any u;, uy € V(P) and any f; € E(P), there is a u;, uy-path of length £—1
whose set of edges is E(P) — f;. Hence if v; belongs to an edge of E(P) and e; € B(P)
where j # j’, then by Claim 17 v; has distance at least ¢ from {v;,v;41}. Also the
vertices of I are nonconsecutive on C. So, by Claim 36 with B = B(P) and ¢ = ¢, we
have ¢ > 2|I|+2((— 1)+ |B(P)|. If |I| = k—{+1or |I| = k—{ and |B(P)| > 2, then we
get a contradiction. Otherwise, by (33), k =r+1, |I| = k—¢ and |B(P)| < 1. Since each
uj € V(P) is in at least k — ¢ > 1 edges of C, |B(P)| =1, say e¢; 2 V(P), and r — 2 =
e =2 = [V(P)| = L. So, - cvipy du(u) < UE(P)[+ (1) =L+ 1) <lr—1) <lk, a

contradiction.

Case 5: No edges in H' intersect V(P) and there is j € [{] such that either |f; N
V(O) = k—L41or |[f;NnV(C) =k—¢and |B;UBj,| > 2. By Claim 36 with
I=fNV(C)B=DBjUBj and ¢ = {, we have ¢ > 2|I| +2(¢{ — 1) + | B|. Since by the
case 2|I| + |B| > 2k — 2¢ 4+ 2, we get a contradiction.

Case 6: All other possibilities. This means (a) no edges in H' intersect V(P), (b )
there is jo € [j] with |f;, NV(P)| < £ —1, and (c) for each j € [¢], |f; NV (C)| < k —
and if |f; NV(C)| = k — £ then |B; U B;j41| < 1. Since |f;, "V(C)| =2r—({—1) > k —
in order for (c) to hold, we need k = r 4+ 1 and |B;, U Bjy+1| < 1. For all u; € V(P),
do(uj) = k— ¢ > 1. In view of u,,, we need k = ¢+ 1. Thus r = ¢ =k — 1. Then as an
edge in C cannot contain all ¢ vertices in P, at least two edges of C' intersect V(P), so
there are two distinct ji, jo such that |Bj, U B, 41| > 2 for ¢ = 1,2. But since ¢ = r, at
most one of f;, and f;, contains V' (P), so the other satisfies Case 5, a contradiction. [

8 Concluding remarks

1. It would be interesting to understand whether for 4 < k < r, the bound on 6(H)
in Theorem 10 may be lowered to £ — 1 to match Construction 1.1 or there is a better
construction.

2. Observe that there are sharpness examples for Theorems 1, 2, 5 and 9 with con-
nectivity 3 and greater (see, e.g. Construction 1.3 for Theorem 9). But we do not know
3-connected extremal examples for Theorem 9. Moreover, it well may be that hypergraphs
with higher connectivity require a smaller minimum degree to force the existence of a long
Berge cycle. A natural question to study would be the following.

Question. Let n > r+ 1 > k > 3. What is the minimum number f(k,r) such that
every n-vertex, r-uniform, 3-connected hypergraph with minimum degree at least f(k,r)
necessarily has ¢(H) > min{n, |E(H)|, 2k}?

3. Another interesting question is: How the bound will change if instead of r-graphs
we consider the hypergraphs in which the size of each edge is at least 7
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