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ABSTRACT. We consider the problem of sampling from the ferromagnetic Potts and random-cluster models on
a general family of random graphs via the Glauber dynamics for the random-cluster model. The random-cluster
model is parametrized by an edge probability p P p0, 1q and a cluster weight q ° 0. We establish that for every
q • 1, the random-cluster Glauber dynamics mixes in optimal ⇥pn log nq steps on n-vertex random graphs
having a prescribed degree sequence with bounded average branching � throughout the full high-temperature
uniqueness regime p † pupq, �q.

The family of random graph models we consider includes the Erdős–Rényi random graph Gpn, �{nq, and
so we provide the first polynomial-time sampling algorithm for the ferromagnetic Potts model on Erdős–Rényi
random graphs for the full tree uniqueness regime. We accompany our results with mixing time lower bounds
(exponential in the largest degree) for the Potts Glauber dynamics, in the same settings where our ⇥pn log nq
bounds for the random-cluster Glauber dynamics apply. This reveals a novel and significant computational
advantage of random-cluster based algorithms for sampling from the Potts model at high temperatures.

1. INTRODUCTION

The ferromagnetic Potts model is a classical spin system model in statistical physics and computer sci-
ence. It is defined on a finite graph G “ pV,Eq, by a set of spins (or colors) rqs “ t1, ..., qu and an
edge weight or inverse temperature parameter � ° 0. A configuration � P t1, . . . , qu

V of the model is an
assignment of spins to the vertices of V . The probability of � is given by the Gibbs distribution:

µG,�,qp�q “
1

ZG,�,q

expp´�Dp�qq , (1.1)

where Dp�q “ |ttv, wu P E : �pvq ‰ �pwqu| is the number of edges whose endpoints have different spins
in �, and ZG,�,q is a normalizing factor known as the partition function. The Ising model of ferromagnetism
corresponds to the case where q “ 2.

Sampling from the Potts Gibbs distribution (1.1) is one of the most frequently encountered problems
when running simulations in statistical physics or when solving a variety of inference tasks in computer
science; see e.g. [25, 26, 33, 34, 51, 54, 56] and the references therein for a sample of these applications.
There is a family of powerful sampling algorithms for the Potts model that are based on its random-cluster
representation, defined subsequently. Such algorithms, which include the Glauber dynamics of the random-
cluster model and the widely-used Swendsen–Wang dynamics, are an attractive option computationally
since they are often efficient at “low-temperatures” (large �), a parameter regime where standard Markov
chains for the Potts model (including the canonical Glauber dynamics) often converge exponentially slowly;
see, e.g., [11, 13, 14, 19].

To be more precise, the random-cluster model on a finite graph G “ pV,Eq, is defined by an edge
probability parameter p P p0, 1q and a cluster weight q ° 0. The set of configurations of the model is the set
of all subsets of edges ! Ñ E. The probability of each configuration ! is given by the Gibbs distribution:

⇡G,p,qp!q “
1

ZG,p,q

p|!|
p1 ´ pq

|E|´|!|qcp!q, (1.2)

where cp!q is the number of connected components (also called clusters) in the subgraph pV,!q, and ZG,p,q

is the corresponding partition function. The random-cluster model was introduced by Fortuin and Kasteleyn
[27] as a unifying framework for studying random graphs, spin systems, and electrical networks, and it is
also known as the FK-representation of the Ising and Potts model.
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For integer q • 2, a sample ! Ñ E from the random-cluster Gibbs distribution ⇡G,p,q can be easily trans-
formed into one for the ferromagnetic q-state Potts model with inverse temperature �ppq “ ´ lnp1 ´ pq,
by independently assigning a random spin from t1, . . . , qu to (all vertices in) each connected component
of pV,!q; see, e.g, [24, 27, 38]. As such, any sampling algorithm for the random-cluster model yields one
for the ferromagnetic Potts model with essentially no computational overhead. This has led to significantly
improved sampling algorithms for the Potts model in various low-temperature settings [12,30,43,49,58,60]
and more generally, to a broad interest in dynamics for the random-cluster model [4–8, 15, 39].

In this paper, we focus on the Glauber dynamics of the random-cluster model, which for easy distinction
we will henceforth call the FK-dynamics. From a configuration !t Ñ E, one step of this Markov chain
transitions to a new configuration !t`1 Ñ E as follows:

(1) Choose an edge et P E uniformly at random;

(2) Set !t`1 “ !t Y tetu with probability
"

p̂ :“ p

qp1´pq`p
if et is a “cut-edge” in pV,!tq;

p otherwise;
(3) Otherwise set !t`1 “ !tztetu.

Here, we say e is a cut-edge in pV,!tq if changing the state of et changes the number of connected compo-
nents cp!tq in pV,!tq. The probabilities in step (2) are exactly the conditional probabilities of et being in the
configuration !t given the remainder of !t. As such, this Markov chain is reversible with respect to ⇡G,p,q

and converges to it. We are interested in its mixing time tMIX; i.e., the number of steps until the dynamics is
within variation distance 1{4 of ⇡G,p,q, starting from the worst possible initial configuration.

As mentioned, the FK-dynamics is by now well-studied in its own right, though sharp analyses of its
mixing time are only available on certain structured graphs like the complete graph [6, 8, 37], boxes in the
infinite integer lattice graph Zd [5, 7, 14, 32, 35, 36, 41], and trees [2]. Recently, in [4], the authors studied
the FK-dynamics on random regular graphs and established optimal ⇥pn log nq mixing time for the FK-
dynamics throughout the entire high-temperature tree uniqueness regime.

Our aim in this paper is to study the FK-dynamics in settings in which the maximum degree of the under-
lying graph is much larger than its average degree. In such settings, high-degree vertices are an obstruction
to the fast convergence of the Ising/Potts Glauber dynamics. For instance, we later prove (see Section 1.2)
that on a general class of random graphs on n vertices with maximum degree dMAX, the Ising/Potts Glauber
dynamics requires n ¨ expp⌦pdMAXqq steps to converge at high temperatures.

We reveal here that, for the same general family of random graphs, random-cluster based algorithms are
not affected by the presence of high-degree vertices; both their mixing times and fast mixing parameter
regimes are determined instead by the average degree of the graph. This reveals a novel and significant
computational advantage of random-cluster based algorithms for sampling from the ferromagnetic Potts
model at high temperatures. Indeed, prior to this work, random-cluster based sampling algorithms were
only found to be more efficient than Ising/Potts Glauber dynamics at low temperatures.

More precisely, we study the mixing time of the FK-dynamics on random graphs of average branching
� ° 0 in the full uniqueness (high-temperature) regime p † pupq, �q. At integer �, the threshold pupq, �q,
formally defined in (2.1), was identified in [40] as a uniqueness/non-uniqueness phase transition point of the
random-cluster model on the wired �-ary tree, i.e., where the leaves are externally wired to be in the same
connected component. For us, pupq, �q is the natural extension of that function to non-integer �, which
we show corresponds to the high-temperature uniqueness threshold of the random-cluster model on general
trees of average branching � for all q • 1 (see Corollary 3.4 in Section 3).

Before we describe our general results for random graph models with fixed degree sequence (which we
define in the next subsection) we present a special case of our main result of particular interest concerning
the FK-dynamics on sparse Erdős–Rényi random graphs.

Theorem 1.1. Fix q • 1, � ° 0 and p † pupq, �q. If G is an Erdős–Rényi random graph G „ Gpn, �{nq,
then with probability 1 ´ op1q, G is such that the FK-dynamics on G satisfies tMIX “ ⇥pn log nq.

This yields a sampler for the Potts distribution on Erdős–Rényi random graphs with near-optimal running
time. Let �upq, �q “ ´ lnp1 ´ pupq, �qq be the corresponding uniqueness point for the Potts model.
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Corollary 1.2. Fix q • 2, � ° 0 and � † �upq, �q. There is an MCMC sampling algorithm that, with prob-
ability 1 ´ op1q over the choice of an Erdős–Rényi random graph G „ Gpn, �{nq, outputs a configuration
whose distribution is within total-variation distance � ° 0 of µG,�,q in time Opnplog nq

3 logp1{�qq.

Corollary 1.2 is a direct consequence of Theorem 1.1 and the aforementioned connection between the
random-cluster model and the Potts model. The extra Opplog nq

2
q factor in the running time of the algorithm

comes from the (amortized) cost of checking whether the chosen edge is a cut-edge in each step of the FK-
dynamics (see, e.g., [44, 59]).

To the best of our knowledge, this is the first polynomial-time sampling algorithm for the Potts model
on Erdős–Rényi random graphs for q • 3 and � “ ⌦p1q. Even for the better understood q “ 2 case
(i.e., the Ising model), Corollary 1.2 provides the fastest known sampling algorithm, improving upon the
running time of samplers based on the Glauber dynamics which, for the Ising model, is known to converge
in n1`⇥p

1
log logn q steps for all � † �up2, �q [53].

We mention that the thresholds pupq, �q and �upq, �q should be sharp, in the sense that the FK-dynamics
is conjectured to undergo polynomial or exponential slowdowns (depending on q) at the point pupq, �q (and
when q ° 2 in a whole critical window ppu, p1

uq). This is by analogy with the FK-dynamics on the complete
graph [37] and on random regular graphs [18]; see also [20, 31, 43].

1.1. Results on random graphs with general degree sequences. We next provide our main results on
random graph models with a fixed degree sequence. Let dn “ pd1, ..., dnq be the degree sequence giving
the degree of each vertex v P t1, ..., nu. Our results will hold for uniform random graphs with degree
sequence dn under certain mild conditions on this degree sequence. The first condition we make on dn is
that the sequence is graphical: i.e., that there exists at least one simple graph having degree sequence dn.

Given a graphical sequence dn, we define PRGpdnq as the uniform distribution over all simple graphs on
n vertices having degree sequence dn. The governing quantity in this degree sequence, in terms of the
uniqueness thresholds for the Potts and random-cluster models on G „ PRGpdnq, will be what we call the
effective offspring distribution Pdn , which is defined as the distribution over the set Mpdnq “ tdv ´ 1 : v P

t1, ..., nuu where x P Mpdnq is assigned probability:

Pdnpxq “

∞
v
px ` 1q1tdv“x`1u∞

v
dv

. (1.3)

In words, the distribution Pdn corresponds to choosing dv ´ 1 with probability proportional to the total
degree of vertices having degree dv. This distribution governs the offspring distribution corresponding to
the random trees one obtains when looking at balls of small radius around a vertex of a random graph
G „ PRGpdnq. Specifically, a vertex of degree d is selected to be the next vertex added to the random tree
with probability proportional to the total degree of all such vertices, and once it is selected and connected to
its parent, it has d ´ 1 available edges to connect to other randomly chosen vertices.

Our results will apply to graphical degree sequences whose effective offspring distribution has a certain
mean, and has bounded finite moments, as we detail next.

Definition 1.3. Let D�, be the set of graphical degree sequences pdnqn such that D „ Pdn has mean that
is uniformly bounded away from � and uniformly bounded -th moment. Formally,

lim sup
n

EdnrDs † � and lim sup
n

EdnrD
s † 8 .

Let us finally assume that
∞

1§v§n
dv “ ⌦pnq; this is not strictly necessary, but will simplify presentation.

This framework is fairly standard in the random graphs literature [10] and is similar to e.g., the setting
of [29] for studying sampling from Potts on random graphs with fixed degree sequences at sufficiently low
temperatures. While Definition 1.3 yields a fairly general family of random graphs, we draw attention to
some well-studied examples which fall under its umbrella.

Example 1.4. �-regular random graph. In this case, dn “ p�, . . . ,�q and the effective offspring distribu-
tion simply assigns probability 1 to � ´ 1; thus pdnqn P D�, for every � ° � ´ 1 and every .
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Example 1.5. Erdős–Rényi random graph Gpn,�{nq. It was shown in [47] that if dn is drawn as an i.i.d.
sequence of Poisson random variables of mean �, then PRGpdnq is contiguous with respect to Gpn,�{nq.
(Two random graph models are contiguous when any sequence of events that has a probability of 1´op1q in
one has a probability of 1 ´ op1q in the other model as well.) Hence, it suffices to prove the desired results
with high probability over such dn (see Lemma 4.8). Standard concentration estimates for Poisson random
variables (see Lemma 4.9) then give that for every � ° � and every , with high probability, pdnqn P D�,.

Our main result is an optimal mixing time bound for the FK-dynamics on G „ PRGpdnq, which applies to
all the examples above and more generally to random graphs with degree sequences in D�,.

Theorem 1.6. Fix q • 1, � ° 0, and p † pupq, �q. There exists  such that if pdnqn P D�,, then with
probability 1 ´ op1q, the FK-dynamics on G „ PRGpdnq satisfies tMIX “ ⇥pn log nq.

This parameter regime in Theorem 1.6 is tight as FK-dynamics have been very recently shown [18] to
exponentially slow down as soon as p ° pupq, �q for random regular graphs (Example 1.4) at integer q ° 2.

The proof of the upper bound in Theorem 1.6 is the main content of this paper. As mentioned, the special
case of the �-regular random graph (i.e., dn “ p�, ...,�q) was the content of an earlier paper [4]. However,
as soon as the degree sequence is not homogeneous, substantial further obstacles arise.

First, even the uniqueness threshold for the random-cluster model on wired heterogeneous trees (specif-
ically, with offspring distribution Pdn) had not been established. In our proof of Theorem 1.6 we re-
quire something much stronger; namely, an exponential decay of connectivities with the correct rate (see
Lemma 2.7). In the regular case, the fact that pupq, �q is the uniqueness threshold goes back to the work of
Häggström [40] (see also [3, 46]), and the exponential decay rate was established in [4]. To establish anal-
ogous results for the heterogeneous case, we combine the approach of [50] (which considered the special
case of the Ising model q “ 2) with ideas from [3], so as to recurse, not on the marginal of an edge of the
tree, but rather on a nice functional of its probability of downwards connection to infinity.

The second technical obstacle concerns establishing that the FK-dynamics on G „ PRGpdnq shatters,
i.e., that its components have size at most Opn"

q after Opnq steps of the dynamics. This is proved using
a delicate revealing procedure for the random graph with the FK-dynamics configuration on top of it, a
technique introduced in [4] for the case of random regular graphs. The heterogeneity of the degrees in the
current setting, however, introduces extra correlations between the underlying graph and the FK-dynamics
configuration, necessitating substantial modifications to the revealing procedure from [4].

The changes we make to deal with the above-described dependencies include: (i) modifications to the
revealing process so that it is based on half-edges rather than vertices and the dynamics is run in continuous
time, and (ii) a new criteria to truncate potentially unbounded increments in the revealing procedure. The
more robust procedure yields a notable further improvement: we show that the shattering time is Opnq (as
opposed to Opn log nq in [4]). Though this improvement has no impact on the eventual mixing time bound,
the more precise understanding of the shattering phase may be useful in other settings.

A more detailed proof sketch of this theorem and the new complications that arise is provided in Section 2
and Remark 5.11.

1.2. Slowdown for the corresponding Potts Glauber dynamics. Returning to the advantage of FK-
dynamics in the presence of high-degree vertices, the following theorem establishes that in the same setting
as Theorem 1.6 the Ising/Potts Glauber dynamics slows down exponentially in the maximum degree.

Theorem 1.7. Fix q • 1, � ° 0 and � † �upq, �q. Then there exists  such that if pdnqn P D�,, then
with probability 1 ´ op1q, G „ PRGpdnq is such that the Glauber dynamics for the Potts model on G has
tMIX “ n ¨ expp⌦p}dn}

8
qq.

Intuitively, the slowdown comes from the fact that the neighborhood of a vertex of degree }dn}
8

is a
star graph, in which the Ising/Potts Glauber dynamics mixes slowly when � "

1
}dn}

8

. In a random graph
at high temperatures (i.e., when � † �upq, �q) there is essentially no interference with this effect from the
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remainder of the graph. Note that the FK-dynamics in the star graph is fast mixing at all temperatures, so
this obstruction is not present.

Remark 1.8. We remark that under various decay of correlation conditions (see, e.g., [16, 22, 23, 42]) the
mixing time of this chain is known to be polypnq when (roughly) � § 1{}dn}

8
. This does not contradict

Theorem 1.7, which holds when � “ ⌦p1q. In fact, if one tracks the dependence on � in our proof, it gives
tMIX “ n ¨ expp⌦p�2

}dn}
8

qq.

The known n1`⌦p
1

log logn q slowdown of the Ising/Potts Glauber dynamics on the Erdős–Rényi random
graph [52,53] is a special case of Theorem 1.7 where }dn}

8
“ ⇥p

logn
log lognq. Below are a few examples where

this slowdown can be even more dramatic, indeed stretched exponential in the total number of vertices.

Example 1.9. Power-law degree distributions. Consider graphical sequences pdnqn satisfying item (1) in
Definition 1.3, and for which the fraction of degrees of size ` is ⇥p`´⇣

q. For every , if ⇣ °  ` 2, one
would have pdnqn P D�,. In such situations, }dn}

8
“ ⇥pn1{⇣

q and tMIX “ expp⌦pn1{⇣
qq.

Example 1.10. Planted high-degree vertices. Consider a random �-regular random graph and change the
degree of one vertex to ⇥pn"

q. If " † 1{p ` 1q and � ° � ´ 1, then pdnq P D�, and tMIX “ expp⌦pn"
q.

In the above instances where the maximum degree is polynomial in n, there is an exponential vs. poly-
nomial difference in the high-temperature mixing times of the Ising/Potts Glauber dynamics and of the
FK-dynamics. At this level, the computational benefits of random-cluster based sampling methods also
extend to the often implemented Swendsen–Wang dynamics [58]. In particular, using the comparison in-
equalities from [60] the upper bounds of Theorems 1.1 and 1.6 translate into Opn2 log nq upper bounds on
the mixing time of the Swendsen–Wang dynamics in those settings.

Acknowledgements. The authors thank the anonymous referee for their helpful comments. The research of
A.B. was supported in part by NSF grants CCF-1850443 and CCF-2143762. R.G. thanks the Miller Institute
for Basic Research in Science for its support.

2. PROOF OUTLINE

In this section, we present the main technical contributions in our paper, and describe how they combine
to yield the mixing time upper bound of Theorem 1.6.

Notational disclaimers. Throughout the paper, a subset ! Ä E is naturally identified with an assignment
of t0, 1u, or closed and open, to E, via !peq “ 1 if and only if e P !. The parameters p, q, � will always
be fixed quantities, and all constants in little-o, big-O, etc. notations may depend on these. As such, we
also drop p, q from subscripts when understood from context, e.g., ⇡G “ ⇡G,p,q. All our results should be
understood to hold uniformly over all sufficiently large n. We use C to generally denote the existence of a
constant (possibly depending on fixed parameters such as p, q, �) such that the relevant statement holds for
all large n; for ease of notation, this constant C may change from line to line.

2.1. Random graphs. We start by describing the locally treelike structure and exponential rate of volume
growth of random graphs with fixed degree sequence pdnqn P D�,. It will be convenient to work with
the configuration model, a useful and standard tool for studying random graphs with fixed degree sequence.
The configuration model PCMpdnq is a distribution over multigraphs on n vertices with degree sequence dn.
It is defined by giving dv half-edges to every vertex v and drawing a uniform at random perfect matching
on the

∞
v
dv many half-edges to form the 1

2

∞
v
dv edges of the graph [9]. It is a standard fact that for any

pdnqn P D�,, and any sequence of sets An of simple graphs on n vertices, we have

PRGpdnqpG P Anq “ op1q if and only if PCMpdnqpG P Anq “ op1q :

see [9, 28]. It thus suffices to prove Theorems 1.6-1.7 for G „ PCMpdnq.
For a graph G “ pV,Eq and a vertex v P V , we define the ball of radius R around v as:

BRpvq :“ tw P V : dpw, vq § Ru ,
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where dp¨, ¨q is the graph distance. For a set B Ä V define EpBq “ ttv, wu P E : v, w P Bu.

Definition 2.1. We say that a graph G “ pV,Eq is L-Treelike if there is a set H Ä E with |H| § L
such that the graph pV,EzHq is a tree. We say that G is pL,Rq-Treelike if for every v P V the subgraph
pBRpvq, EpBRpvqq is L-Treelike.

The following lemma says that small balls of the random graph G „ PCMpdnq are close to trees. Indeed, for
R{ log� n uniformly less than 1{2, the ball BRpvq in G „ PCMpdnq is typically a random tree with offspring
distribution approximately Pdn , defined in (1.3).

Lemma 2.2. There exists  such that if pdnqn P D�, the following holds. For every � ° 0, there exists
L “ Lp�q such that if 1 § R § p

1
2 ´ �q log� n, we have

PCMpdnq

`
G is pL,Rq-Treelike

˘
“ 1 ´ opn´10

q .

Using standard concentration estimates for the volume of Galton–Watson trees (see Lemma 3.6), we
establish that if pdnqn P D�,, then G „ PCMpdnq has average exponential rate � of volume growth.

Definition 2.3. A graph G “ pV,Eq on n vertices is said to have p�, "q-volume growth if for every v P V
and every integer r P r" log� n,

1
2 log� ns the graph has |Brpvq| § �r .

Lemma 2.4. Fix " P p0, 12q. There exists p"q such that if pdnqn P D�,, then

PCMpdnq

`
G has p�, "q-growth

˘
• 1 ´ opn´10

q .

2.2. Exponential decay and uniqueness on general trees and treelike graphs. Given the local tree struc-
ture of the random graphs from PCMpdnq, to control the decay rate of connectivities of the random-cluster
model on G „ PCMpdnq, we need to first understand how these connectivities decay on heterogeneous (i.e.,
non-regular) trees. The relevant random-cluster measure on the tree requires the addition of boundary con-
ditions mimicking the possible presence of open edges in the random graph outside of the treelike ball.
Towards this, let us formally define boundary conditions.

Definition 2.5. A random-cluster boundary condition ⇠ on G “ pV,Eq is a partition of V , such that the
vertices in each element of the partition are identified with one another. The random-cluster measure with
boundary conditions ⇠, denoted ⇡⇠

G,p,q
, is the same as in (1.2) except the number of connected components

cp!q “ cp!; ⇠q would be counted with this vertex identification, i.e., if v, w are in the same element of ⇠,
they are always counted as being in the same connected component of ! in (1.2). The boundary condition
can alternatively be seen as external “wirings” of the vertices in the same element of ⇠.

Remark 2.6. The free boundary condition, ⇠ “ 0, corresponds to the case of no external wirings; i.e., its
partition is the one consisting of only of singletons. For a subset BV Ä V , the wired boundary condition on
BV , denoted ⇠ “ 1, is the one whose partition has all vertices of BV in the same element (and all vertices of
V zBV as singletons); i.e., ⇠ “ tBV u Y

î
tv : v P V zBV u. For boundary conditions ⇠, ⇠1 we say ⇠ § ⇠1 if ⇠

is a finer partition than ⇠1. When q • 1, the random-cluster model has the following monotonicity property:
for any two boundary conditions ⇠ • ⇠1, ⇡⇠

G,p,q
• ⇡⇠

1

G,p,q
where • denotes stochastic domination [38].

Now define the threshold

pupq, �q :“ 1 ´
1

1 ` infy°1 hpyq
, where hpyq :“

py ´ 1qpy� ` q ´ 1q

y� ´ y
. (2.1)

The work [40] studied the random-cluster measure on homogeneous, d-ary trees, with wired boundary con-
ditions and identified pupq, dq as the uniqueness threshold such that whenever p † pupq, dq, the probability
that the root is connected to a distance h in the wired d-ary tree goes to zero as h Ñ 8; a different proof
was given in [3]. In [4], it was shown that this decay is in fact exponential with rate p̂ “ p{pp ` qp1 ´ pqq.
However, the methods of those papers do not easily extend to the non-regular setting, where there may be
vertices of unbounded degree, but one would expect the threshold for connectivity decay to only depend
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on the average branching rate. In [50], it was shown that the analogue �up2, �q of (2.1) gives the correct
uniqueness threshold in the case of the Ising model q “ 2, for general (non-homogenous) trees of average
branching �. However, the argument there recursed over the single-site spin marginals, and relied on the
fact that it was an Ising model whose interactions are nearest-neighbor. In the case of the random-cluster
model, interactions between edge-marginals are non-local, and we therefore have to work with a more com-
plicated functional encoding the probability of an edge being downward connected to the wired boundary.
Combining ideas from [50] and [3], we are then able to establish uniqueness, and that connectivities decay
exponentially with rate p̂ on general heterogenous trees of average branching factor � for all q • 1 and all
p † pupq, �q. When p † pupq, �q, we have p̂ † 1{� (see e.g., [40, Theorem 1.5]); this indicates by a union
bound why there will typically be no connections to the boundary in a tree of average branching �.

More formally, let Th “ pV pThq, EpThqq be an arbitrary finite tree, rooted at ⇢, and of height h. Let
BTh Ä V pThq be the set of vertices of Th at distance exactly h from ⇢. For v P V pThq, let Tv be the
subtree of Th rooted at v, let hpvq denote the height of Tv, and let BTv “ BTh X Tv. For a random-cluster
configuration ! on Th, let C⇢p!q denote the connected component of ! that contains the root ⇢ of Th. Finally,
let p1,öq denote the boundary condition that wires all vertices of BTh together, and also wires them up to
the root, and let ⇡p1,öq

Th
be the random-cluster measure with this boundary condition.

Lemma 2.7. Fix q • 1, � ° 1, p † pupq, �q, and " P r0, 1q. Suppose that |BTv| § �hpvq for every
v P V pThq with hpvq ° "h. Then, there exists a constant C “ Cpp, q, �q such that for any u P BTh

⇡p1,öq

Th
p! : u P C⇢p!qq § Cp̂p1´"qh .

We note that the condition that |BTv| § �hpvq for every v P V pThq with hpvq ° "h in the lemma holds
with high probability for random trees with averaging branching �: see Corollary 3.8. In addition, the
exponential decay rate in Lemma 2.7 is essentially optimal, and together with Lemmas 2.2–2.4, allows us to
derive precise estimates on the exponential decay of connectivities on the treelike balls around each vertex of
the random graph G „ PCMpdnq. We will actually need a sharp bound on the rate of influence decay between
the boundary and the center of the ball BRpvq; we find that this is the square of the rate of connectivity decay
on a corresponding tree of depth R. (Intuitively, this is because two disjoint paths are required to reach the
center of the ball in order for the boundary to have any effect on it.) To be more precise, let G “ pV,Eq be
a graph and for v P V , let Ev Ñ E denote the set of edges incident to v.

Definition 2.8. A random-cluster boundary condition ⇠ on a graph H is said to be K-Sparse if the number
of vertices in non-trivial (non-singleton) boundary components of ⇠ is at most K.

Theorem 2.9. Fix � ° 0, q • 1, and p † pupq, �q. Suppose G is pL,Rq-Treelike for some L and some
R §

1
2 log� n. Also suppose G has p�, "q-volume growth for some " ° 0 sufficiently small. There exists a

constant C ° 0 such that for every v P G, and any two K-Sparse boundary conditions ⇠ and ⌧ on BRpvq:

}⇡⇠

BRpvq
p!pEvq P ¨q ´ ⇡⌧

BRpvq
p!pEvq P ¨q}TV § Cp̂p2´CL

?
"qR .

A similar influence decay bound was proven for the regular case in [4, Section 5.2].

2.3. Shattering of the FK-dynamics. With Theorem 2.9 in hand, the core of our argument becomes estab-
lishing that the boundary conditions induced by the FK-dynamics chains from all possible initializations, on
balls of radius R §

1
2 log� n are K-Sparse. This will follow from shattering of the FK-dynamics, by which

we mean the time at which the connected components of the FK-dynamics configuration are all small, say
of size nop1q.

Remark 2.10. It will be technically convenient to prove our results in continuous time instead of discrete
time. In the continuous-time FK-dynamics, each edge of the graph has a rate-1 Poisson clock and every time
a clock rings, the corresponding edge is updated as in the discrete-time version of the FK-dynamics; that is,
according to the conditional distribution given the configuration off of this edge. It is a standard fact (see
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r v

FIGURE 2.1. Three “generations” of the revealing procedure. In each figure, the purple
vertices are the current generation of exposed vertices; the revealing procedure reveals the
ball of radius r around such a vertex v, and a dominating localized FK-dynamics config-
uration !̃pBrpvqq on that ball. The next generation of exposed vertices (blue) consists of
those on the boundary Brpvq that are in the connected component of v in the configuration
!̃pBrpvqq. Exposed vertices from previous generations are then colored black.

e.g., [48, Theorem 20.3]) that the discrete-time mixing time is comparable to |EpGq| times the continuous-
time mixing time. It therefore suffices for us to establish the mixing time bounds of Theorems 1.1 and 1.6
as ⇥plog nq bounds for the continuous-time version of the FK-dynamics. From this point on, we let Xx0

t

denote the continuous-time FK-dynamics on G initialized from the configuration x0, and use the superscripts
1 and 0 to denote the full (all-open) and empty (all-closed) configurations, respectively.

We now formalize what we mean by a shattered random-cluster configuration, and establish that the
FK-dynamics shatters after an Op1q continuous-time burn in period.

Definition 2.11. A random-cluster configuration ! on G “ pV pGq, EpGqq is pK,Rq-Sparse if, for every
v P V pGq, the boundary conditions induced on BRpvq by !pEpGqzEpBrpvqqq are K-Sparse.

Theorem 2.12. Fix q • 1, � ° 0 and p † pupq, �q. For every � ° 0, there exists  such that if pdnqn P

D�,, there exists T “ T pp, q, �q and K “ Kpp, q, �, �q such that for any t • T , and every 1 § R §

p
1
2 ´ �q log� n, with probability 1 ´ op1q, G „ PCMpdnq is such that

P
`
X1

t is pK,Rq-Sparse
˘

• 1 ´ opn´5
q . (2.2)

Our starting point for the proof of Theorem 2.12 is a proof of shattering for the FK-dynamics on �-regular
random graphs from [4]. Hence, as in [4], our proof relies on a delicate simultaneous revealing procedure
for the random graph, along with the connected component of a vertex v in X1

t , showing that after a burn-in
period, the configuration X1

t is shattered. The revealing scheme for the component of a vertex v in the
FK-dynamics chain X1

t roughly proceeds as follows (see the accompanying Figure 2.1). First “expose” the
starting vertex v, and iteratively, for each exposed vertex u do the following:

(1) Reveal the ball Brpuq in the random graph for a large r “ Op1q;
(2) Reveal a configuration !̃pBrpuqq that dominates the configuration of the FK-dynamics at time t on

Brpuq. This configuration will come from simulating FK-dynamics that ignores all updates outside
of Brpuq (effectively inducing the wired boundary condition on Brpuq) and thus can be obtained
independently of the dynamics on the rest of the graph;

(3) Add to the set of exposed vertices all vertices of BBrpuq that get connected to u in !̃pBrpuqq.
The key point of the argument is then to stochastically dominate the exposed vertices by a branching process,
which can be shown to be sub-critical (see Lemma 2.7). In our setting, the heterogeneity of the degrees
causes substantial complications to the argument from [4], because in balls where the branching rate is
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locally larger than �, the overlayed FK-dynamics configuration will actually be highly connected. The
presence of high degrees also destroys the Op1q bounds on the maximum number of new vertices that could
possibly get exposed in step (3) above; this complicates relevant concentration arguments, as our branching
process martingale will no longer have bounded increments.

2.4. Organization of the remainder of the paper. In Section 3, we prove that whenever p † pupq, �q, the
random-cluster model on trees of average branching � is in its uniqueness regime, and deduce Lemma 2.7.
In Section 4, we prove key properties of the random-graph model PCMpdnq, including Lemmas 2.2–2.4.
Section 5 contains the proof of shattering of the FK-dynamics, and in particular Theorem 2.12. In Section 6,
we bound the rate of influence decay (Theorem 2.9) and mixing time (Lemma 6.7) in treelike graphs with
sparse boundary conditions. Section 7 combines these ingredients to conclude the ⇥pn log nq bound on the
FK-dynamics for Theorem 1.6. Finally, Section 8 proves the exponential (in }dn}

8
) lower bound on the

Potts Glauber dynamics of Theorem 1.7.

3. UNIQUENESS AND EXPONENTIAL DECAY ON GENERAL TREES

Our main result in this section is to prove Lemma 2.7. We also use this section to deduce some corol-
laries about uniqueness of infinite-volume random-cluster and Potts measures on general trees of average
branching �, and apply these results to super-critical Galton–Watson trees.

3.1. Exponential decay of connectivities on general trees. We begin by considering the probability 'p⇢q

that the root ⇢ is connected to BTh in ! „ ⇡1
Th

, and show that 'p⇢q “ 'p,q,Thp⇢q decays exponentially with
h for all trees of average branching �, whenever p † pupq, �q.

Lemma 3.1. Fix � • 1 and q • 1 and let p † pupq, �q. There exists ✓ “ ✓pp, q, �q P p0, 1q and
C “ Cpp, q, �q such that if |BTh| § �h, then 'p⇢q § C✓h.

Proof. Fix h and fix Th having |BTh| § �h. Recall that for v P V pThq, Tv denotes the subtree of Th rooted
at v. Let Zpvq “ ZTv ,p,q denote the partition function corresponding to ⇡1

Tv
(the random-cluster measure on

Tv with all its vertices in BTh wired together). Let Z1pvq be the contribution to Zpvq from the configurations
on Tv that contain an open path between v and BTh. Similarly, let Z0pvq denote the contribution from the
configurations that do not have such a path. Note that Zpvq “ Z0pvq ` Z1pvq and 'p⇢q “

Z1p⇢q

Z0p⇢q`Z1p⇢q
.

For v P V pThq, let Nv denote the set of children of v. Using tree recurrences, and the definition of (1.2),
the following identities can be checked; the proof is similar to that in [3, Lemma 33] and is provided later.

Fact 3.2. Let t “ p{q ` 1 ´ p. For any v P V pThq,

Z1pvq “ q
π

wPNv

ˆ
Z1pwq

q
`

tZ0pwq

q

˙
´ q

π

wPNv

ˆ
p1 ´ pqZ1pwq

q
`

tZ0pwq

q

˙
,

Z0pvq “ q2
π

wPNv

ˆ
p1 ´ pqZ1pwq

q
`

tZ0pwq

q

˙
.

Now consider the function f : V pThq Ñ R defined as

fpvq :“ q
Z1pvq

Z0pvq
` 1 .

Using the identities in Fact 3.2, one easily sees that

fpvq “

π

wPNv

gpfpwqq for gpxq :“
x ` pq ´ 1qp1 ´ pq

p1 ´ pqx ` p ` pq ´ 1qp1 ´ pq
.

The following calculus bound, which is proved later, holds for the function g.

Fact 3.3. Fix q, � • 1 and p † pupq, �q. There exists ⇠ P p0, 1{�q such that gpxq § x1{�´⇠ for all x • 1.
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Now, let Dk Ä V pThq denote the set of vertices at distance k from the root ⇢ and let Lk Ñ Dk be the set
of leaves at distance k from ⇢. Setting ⇣ “ 1{� ´ ⇠, and using the facts that gp1q “ 1, and that if w is a leaf
that does not belong to BTh then Z1pwq “ 0 and gpfpwqq “ 1, we obtain

fp⇢q “

π

wPD1

gpfpwqq “

π

wPD1zL1

gpfpwqq §

π

wPD1zL1

fpwq
⇣ .

Iterating, and using the fact that gpxq § p1 ´ pq
´1 for all x • 1, we have

fp⇢q §

π

wPDh´1zLh´1

fpwq
⇣
h´1

§ p1 ´ pq
´⇣

h´1
|BTh| .

Then, recalling 'p⇢q “ Z1p⇢q{pZ0p⇢q ` Z1p⇢qq, we get

'p⇢q §
Z1p⇢q

Z0p⇢q
“

fp⇢q ´ 1

q
§

1

q

ˆ
1

1 ´ p

˙
⇣
h´1

¨|BTh|

´
1

q
§

⇣h ¨ |BTh|

qp1 ´ pq1{⇣
,

where the last inequality follows from the fact that ax § 1`ax when a • 1 and x P r0, 1s since ⇣h¨|BTh| § 1
when |BTh| § �h. The proof is complete by setting ✓ “ 1 ´ �⇠. ⇤

With Lemma 3.1 on hand, we can now provide the proof of Lemma 2.7, which gives a precise bound on
the rate of decay under stronger assumptions for the growth of Th.

Proof of Lemma 2.7. Let u be a vertex in BTh and for v P V pThq let #pv, uq be the probability that v is
connected to u in Tv under ⇡1

Tv
. Let #ö

pv, uq be the probability of the same event under ⇡p1,öq

Tv
.

By monotonicity we have #p⇢, uq § #ö
p⇢, uq and by a standard comparison between boundary condi-

tions (see e.g., Lemma 6.4), we have #ö
p⇢, uq § q#p⇢, uq. Hence, it suffices to bound #p⇢, uq. Consider

the unique path P “ p⇢ “ v0, v1, . . . , u “ vhq between ⇢ and u. Let Nv denote the set of children of v. For
w P Nv0 , let Iw be the indicator function of the event that there is a path from v0 to BTh going through w;
set I “

∞
wPN⇢:w‰v1

Iw. Then, we can write

#p⇢, uq § p ¨ ⇡1
Th

pI • 1q ¨ #ö
pv1, uq ` p̂#pv1, uq § #pv1, uq

“
pq2 ¨ ⇡1

Th
pI • 1q ` p̂

‰
.

In the first inequality, we used the fact that in order for the root to be connected to the vertex u, it is required
that the root is connected to v1, and that v1 is connected to u in its sub-tree. The former event occurs with
probability p or p̂, depending on whether or not the root is connected to BTh through any child besides v1.

Let 'pwq denote the probability that w is connected to BTw under ⇡1
Tw

. Then, ⇡1
Th

pI • 1q § 'pv0q and
since |BTv0 | § �hpv0q by assumption, Lemma 3.1 implies that for suitable constants ✓ “ ✓pp, q, �q P p0, 1q

and C “ Cpp, q, �q ° 0, we have ⇡1
Th

pI • 1q § C✓hpv0q Thus, setting a “
Cpq

2

p̂
, and continuing the

recursion we obtain

#p⇢, uq § p̂ ¨ #pv1, uq

”
1 ` a ¨ ✓hpv0q

ı
§ p̂p1´"qh

p1´"qhπ

i“0

”
1 ` a ¨ ✓hpviq

ı

§ p̂p1´"qh exp
”
a

ÿp1´"qh

i“0
✓hpviq

ı
§ Ap̂p1´"qh,

for a suitable constant A “ App, q, �q ° 0. Hence, #ö
p⇢, uq § Aq2p̂p1´"qh and the result follows. ⇤

3.2. Proofs of auxiliary facts. We now provide the deferred proofs of Facts 3.2 and 3.3.

Proof of Fact 3.2. For v P V pThq, let Nv denote the set of children of v and let BTv Ñ BTh be the set of
vertices of Tv X BTh. We compute Z1pvq and Z0pvq by partitioning the space of configurations according
to which subtrees of v among tTu : u P Nvu are connected to the BTv. For each configuration !, the
connectivity of the children of v to their respective boundaries is encoded by a vector a! P t0, 1u

Nv , where
for u P Nv we have a!puq “ 1 when u is connected to BTu by a path in Tu.
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We start by proving the identity for Z1pvq. In this case, we only consider configurations such that }a!}1 •

1. For a fixed vector a! such that }a!}1 “ k, let u1, . . . , uk P Nv be the neighbors of v for which
a!puiq “ 1, and let û1, . . . , ûl P Nv be the neighbors of v for which a!pûiq “ 0; hence l “ |Nv| ´ k. Any
random-cluster configuration ! of Tv, can be partitioned into the configuration on Eptvu Y

î
ui
Tuiq and the

configuration on Eptvu Y
î

ûi
Tûiq.

Given a vector a, let W1pv, a, 1q denote the total weight under the wired boundary condition of the
random-cluster configurations on Eptvu Y

î
ui
Tuiq that contain a v to BTv connection and a ui to BTui path

in Tui for every i P t1, . . . , ku. Similarly, let W1pv, a, 0q denote the total weight of the configurations on
Epv Y

î
ûi
Tûiq in which there is no path between ûi and BTûi in Tûi for i P t1, . . . , lu. Since conditioning

on a disconnected configuration on Eptvu Y
î

ûi
Tûiq has no effect on the weight of the configuration on

Eptvu Y
î

ui
Tuiq, we have the identity

Z1pvq “
1

q

ÿ

aPt0,1uNv :}a}1•1

W1pv, a, 1qW1pv, a, 0q . (3.1)

Here, the 1{q factor comes from merging the two wired boundary components when }a}1 † |Nv|; if }a}1 “

|Nv|, we set W1pv, a, 0q “ q.
We compute W1pv, a, 1q first. We use ⌦1pTxq (resp., ⌦0pTxq) for the set of all random-cluster configu-

rations on the subtree Tx in which there is (resp., there is not) an open path between x and BTh in Tx. For
a configuration ⌘i P ⌦0pTuiq Y ⌦1pTuiq, we use wgtp⌘iq “ p|⌘i|p1 ´ pq

|EpTui q|´|⌘i|qc1p⌘iq for the weight
of the random-cluster configuration on Tui under the wired boundary condition; i.e., c1p⌘iq corresponds to
the number of connected components on ⌘i taking into consideration the wired boundary condition. Then,
accounting also for the configuration in the edges between v and the ui’s, we have

W1pv, a, 1q “

ÿ

⌘1P⌦1pTu1 q

¨ ¨ ¨

ÿ

⌘kP⌦1pTuk q

˜
kπ

i“1

wgtp⌘iq

¸
1

qk´1

˜
kÿ

i“1

ˆ
k

i

˙
pip1 ´ pq

k´i

¸
(3.2)

“
1 ´ p1 ´ pq

k

qk´1

kπ

i“1

Z1puiq . (3.3)

The re-scaling in (3.2) by 1
qk´1 comes from the fact that the k boundary components in each subtree are all

merged into a single component. By similar reasoning, when }a}1 † |Nv|

W1pv, a, 0q “

ÿ

⌘1P⌦0pTû1
q

¨ ¨ ¨

ÿ

⌘lP⌦0pTûl
q

˜
lπ

i“1

wgtp⌘iq

¸
1

ql´1

˜
lÿ

i“0

ˆ
l

i

˙ ˆ
p

q

˙
i

p1 ´ pq
l´i

¸
(3.4)

“
p1 ´ p ` p{qq

l

ql´1

lπ

i“1

Z0puiq . (3.5)

Note that in (3.4), in addition to the re-scaling by 1
ql´1 from merging the boundary components, any edge

between v and one of its children decreases the number of components by 1; hence the q´i in the term p
p

q
q
i.

Recall that t “ 1 ´ p ` p{q. Plugging (3.3) and (3.5) into (3.1) we obtain

Z1pvq “ q
ÿ

aPt0,1uNv :}a}1•1

p1 ´ p1 ´ pq
}a}1q

π

wPNv :apwq“1

Z1pwq

q

π

wPNv :apwq“0

tZ0pwq

q
.
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Observe next that
ÿ

aPt0,1uNv :}a}1•1

π

wPNv :apwq“1

Z1pwq

q

π

wPNv :apwq“0

t ¨ Z0pwq

q

“

π

wPNv

ˆ
Z1pwq

q
`

t ¨ Z0pwq

q

˙
´

π

wPNv

t ¨ Z0pwq

q
,

and
ÿ

aPt0,1uNv :}a}1•1

p1 ´ pq
}a}1

π

wPNv :apwq“1

Z1pwq

q

π

wPNv :apwq“0

t ¨ Z0pwq

q

“

π

wPNv

ˆ
p1 ´ pqZ1pwq

q
`

t ¨ Z0pwq

q

˙
´

π

wPNv

t ¨ Z0pwq

q
.

Hence,

Z1pvq “ q
π

wPNv

ˆ
Z1pwq

q
`

t ¨ Z0pwq

q

˙
´ q

π

wPNv

ˆ
p1 ´ pqZ1pwq

q
`

t ¨ Z0pwq

q

˙
,

as claimed. The expression for Z0pvq can be derived from an analogous and slightly simpler argument and
is thus omitted. ⇤
Proof of Fact 3.3. We first consider the interval x P r1, 1` ⌘s for some ⌘ ° 0 small. It can be checked that

g1
pxq “

ppp ` q ´ pqq

p´1 ` q ` x ´ pp´2 ` q ` xqq2
,

g2
pxq “

´2pp1 ´ pqpq ` p1 ´ pqpq

pp1 ´ pqx ` p ` p1 ´ pqpq ´ 1qq3
.

Hence, g1
p1q “ p̂ and |g2

| is decreasing for x • 1. Then, from the Taylor expansion of g at 1, we get

gpxq § 1 ` p̂px ´ 1q ` c⌘2, (3.6)

where c “ cpp, qq ° 0 is suitable constant. Similarly, using the Taylor expansion of x1{�´⇠ at 1, we obtain

x1{�´⇠
• 1 ` p1{� ´ ⇠qpx ´ 1q ´ c1⌘2

for a suitable constant c1
“ c1

p�, ⇠q ° 0. Since p̂ † 1{� when p † pupq, �q, then for sufficiently small ⇠
and ⌘ (depending on p, q, �) we have gpxq § x1{�´⇠ as desired.

We next observe that since gpxq §
1

1´p
, we have gpxq § x1{�´⇠ for all x • K for K sufficiently large

(depending on p, q, �), importantly independent of ⇠ as long as ⇠ † 1{p2�q, say.
It remains to consider the case when x P p1 ` ⌘,Kq. For this, let us give an auxiliary form of pupq, �q:

pupq, �q “ sup
!
p : sup

x°1
tgppxq ´ x1{�

u § 0
)
. (3.7)

(where we have added the p subscript to g to emphasize the p dependence there). Let us first conclude the
proof assuming the equality of (3.7). By direct computation, it can be checked that Bgpxq

Bp
° 0 whenever

x ° 1. Hence, fixing p1
P pp, pupq, �qq for every x ° 1 we have gppxq † gp1pxq, and by continuity

gppxq § gp1pxq ´ � for a sufficiently small � ° 0. By continuity, in fact there exists a uniform choice of
� ° 0 such that

gppxq † gp1pxq ´ � for all x P r1 ` ⌘,Ks .

At the same time, for ⇠ sufficiently small, depending on �, �,K, we have

|x1{�
´ x1{�´⇠

| § � for all x P r1 ` ⌘,Ks .
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Combining these two, and using (3.7), we see that for all x P r1 ` ⌘,Ks,

gppxq § gp1pxq ´ x1{�
` x1{�´⇠

§ x1{�´⇠ for all x P r1 ` ⌘,Ks .

It remains to establish the equality (3.7). We first rewrite the definition of pupq, �q from (2.1) as

pupq, �q “ sup
!
p : sup

y°1
tp ´ 1 `

1

1 ` hpyq
u § 0

)
.

It therefore suffices to establish that

sup
y°1

tp ´ 1 `
1

1 ` hpyq
u § 0 ñ sup

x°1
tgpxq ´ x1{�

u § 0 .

By substituting y “ x1{� , and calculating, this reduces to showing that for every y ° 1,

´p1 ´ pqy�`1
` y� ´ rp ` pq ´ 1qp1 ´ pqsy ` pq ´ 1qp1 ´ pq

y� ´ y ` py ´ 1qpy� ` q ´ 1q
§ 0

if and only if

´p1 ´ pqy�`1
` y� ´ rp ` pq ´ 1qp1 ´ pqsy ` pq ´ 1qp1 ´ pq

p1 ´ pqy� ` p ` pq ´ 1qp1 ´ pq
§ 0 .

This equivalence follows because the numerators are the same, and the denominators are both positive
whenever � ° 1, q • 1 and y ° 1. ⇤

3.2.1. Uniqueness in general trees. As a consequence of the decay of the root-to-leaf connectivity we have
established, it follows that there is a unique infinite wired random-cluster measure whenever p † pupq, �q

on infinite trees with average branching �. The random-cluster measure on the infinite wired tree is defined
using the Dobrushin-Lanford-Ruelle (DLR) formalism (see, e.g., [38,40]); in particular, the wired boundary
condition corresponds to counting all infinite connected components as one.

Let T be an infinite tree, let Dh Ä V pT q denote the set of vertices at distance h from the root of T and
define the branching rate BrpT q per [50] as:

BrpT q “ inf
 
� ° 0 : inf

h

|Dh|�´h
“ 0

(
.

Observe that if BrpT q † �, then |Dh| † �h for all sufficiently large h. We prove the following.

Corollary 3.4. Fix q • 1, � ° 1 and p † pupq, �q. Suppose T is an infinite tree with BrpT q † �. Then,
there is a unique infinite-volume random-cluster measure on T under the wired boundary condition.

Proof. Let Th denote the subtree of T that includes all vertices at distance at most h from the root ⇢ of T .
Let ⇡1

T
“ limhÑ8 ⇡1

Th
. It was established in [40, Lemma 3.1] that the limiting measure ⇡1

T
is a random-

cluster measure with parameters p and q and, moreover, that any other random-cluster measure on T with
the same parameters is stochastically dominated by ⇡1

T
. (We note that Lemma 3.1 from [40] is stated for the

case when T is a homogeneous tree, but the proof there does not use this assumption, and the result clearly
extends to general trees.) Now, since BrpT q † � we have that |Dh| † �h for sufficiently large h, and so
Lemma 3.1 implies that ⇡1

T
p⇢ Ø 8q “ limhÑ8 ⇡1

Th
p⇢ Ø BThq “ 0. This implies that the conditional

probability that any edge e is present, given the configuration outside of e, is p̂ with probability 1 (see, e.g.,
the proof of Theorem 1.8 in [40]). Hence, ⇡1

T
corresponds to the i.i.d. distribution on t0, 1u

EpT q with edge
probability p̂. By the same argument, the same is true for any other random-cluster µ since µ ® ⇡1

T
, and the

result follows. ⇤

Corollary 3.5. Fix q • 2 integer, � ° 1 and p † pupq, �q. Suppose T is an infinite tree with Brp�q † �.
Then there is a unique infinite-volume Potts measure on T .
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3.3. Galton–Watson trees: volume and uniqueness. As corollaries of our results on general trees, we can
obtain exponential decay and uniqueness results for the random-cluster model on a Galton–Watson random
tree. Let ⌫ denote the progeny distribution for a Galton–Watson tree. For ` • 0 let Z` be the number of
vertices in `-th generation so that Z0 “ 1 and Z1 „ ⌫. Our first result provides a tail bound for Z` (under
mild moment assumptions on ⌫). This bound will allow us to argue that the Galton–Watson tree satisfies the
volume assumptions of Lemma 2.7, and deduce uniqueness of the random-cluster measure on super-critical
Galton–Watson trees when p † pupq, �q.

Lemma 3.6. Let N „ ⌫,  • 1 and suppose ErN s • 1 and ErN
s † m for some constant m. If  is a

power of 2, there exists C “ Cp,ErN s,mq such that for every � ° 0 and every 1 § ` § h,

PpZ` • �hq § Ch2
ˆ
ErN s

�

˙
h

.

Proof. Let ErN s “ m and W` “ Z`{m`. From the definition of the Galton-Watson tree we have that
Z``1 “

∞
Z`
i“1N`,i for all ` • 1, where the N`,i are independent copies of N „ ⌫. Then,

W``1 ´ W` “
1

m`

Zÿ̀

i“1

pW1,i ´ 1q , (3.8)

where the W1,i’s are i.i.d.’s instances of W1 “ N{m. From (3.8) we deduce that

Er|W``1 ´ W`|


| Z` “ Ls “
1

m`
E

«ˇ̌
ˇ̌
ˇ

Lÿ

i“1

pW1,i ´ 1q

ˇ̌
ˇ̌
ˇ

�
.

Since the W1,i’s are i.i.d.’s with ErW1,i ´ 1s “ 0, and Er|W1,i ´ 1|

s § 2p

1
mErN

s ` 1q is finite, it
follows from the Marcinkiewicz–Zygmund inequality that

E
«ˇ̌

ˇ̌
ˇ

Lÿ

i“1

pW1,i ´ 1q

ˇ̌
ˇ̌
ˇ

�
§ B ¨ E

»

–
˜

Lÿ

i“1

pW1,i ´ 1q
2

¸{2
fi

fl ,

where B “ p2r{2sq1{2
q
 (see Section 10.3 in [17]). For  ° 2, Jensen’s inequality then provides the

bound

E

»

–
˜

Lÿ

i“1

pW1,i ´ 1q
2

¸{2
fi

fl § L{2´1
Lÿ

i“1

Er|W1,i ´ 1|

s . (3.9)

Combining these inequalities and taking expectations we obtain

Er|W``1 ´ W`|

s §

B

m`
ErZ{2

`
sEr|W1 ´ 1|


s “

B

m`{2
ErW {2

`
sEr|W1 ´ 1|


s ,

and since Er|W1 ´ 1|

s § 2p

1
mErN

s ` 1q, for a suitable constant C “ Cpm,,mq we have

Er|W``1 ´ W`|

s §

C

m`{2
ErW {2

`
s . (3.10)

Now, let Y1 “ W1 and for i • 2 let Yi “ Wi ´ Wi´1, so that W` “
∞

`

i“1 Yi. Using the triangle and
Jensen’s inequalities (as in (3.9)) we deduce that

Er|W`|

s § E

«˜
`ÿ

i“1

|Yi|

¸�
§ `´1

`ÿ

i“1

Er|Yi|

s ,

and from the bound in (3.10) we get

ErW 

`
s § C`´1

`ÿ

i“1

ErW {2
i

s

mi{2
.
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From this, letting ⇢ph,q “ maxi§h ErW 

i
s, we obtain the recurrence

⇢ph,q § Ch´1⇢ph,{2q

hÿ

i“1

1

mi{2
§ C ¨ h ¨ ⇢ph,{2q,

since m • 1 by assumption. Since  is a power of two, iteratively, for a suitable constant C1 “ C1p,m,mq,

⇢ph,q § C1 ¨ ⇢ph, 1q ¨

log2 π

i“0

h{2i
§ C1 ¨ h2. (3.11)

Finally, we note that by Markov’s inequality, for any ` § h

PpZ` • �hq “ P
´
W 

`
•

´ �

m

¯
h

¯
§ C1h

2
´m

�

¯
h

,

as claimed. ⇤

We show next that Galton-Watson trees satisfy (with high probability) a certain growth condition that
would allow us to apply the sharp decay of connectivities in random-cluster configurations from Lemma 2.7.
We define the following volume growth condition for the random tree, which is stronger than the assumption
of Lemma 2.7, and will also reappear later in the paper.

Definition 3.7. We say a tree Th “ pV pThq, EpThqq satisfies the p�, "q-tree-growth condition if for every
for every v P V pThq with hpvq ° "h, and every k such that "h † k § hpvq, we have |V pTvpkqq| § �k,
where Tvpkq denotes the subtree of Th of height k rooted at v.

Corollary 3.8. Let N „ ⌫ and  • 1. Suppose 1 § ErN s † � and that there exists a constant m such that
ErN

s † m. Then, if  is a sufficiently large power of 2, there exists a constant ✓ “ ✓p�,,ErN s,mq P

p0, 1q such that the Galton-Watson tree truncated at height h with progeny distribution ⌫ has p�, "q-tree-
growth with probability at least 1 ´ ✓"h for h sufficiently large.

Proof. Let tXpjq

k
uj•1 be i.i.d. random variables corresponding to the total number of vertices in a Galton–

Watson tree of height k. By a union bound, the probability that the Galton–Watson tree does not satisfy the
p�, "q-tree-growth condition is at most:

p1´"qhÿ

l“0

P
˜

Zl§

j“1

§

"h§k§h´l

tXpjq

k
• �ku

¸

§ p2�q
h

p1´"qhÿ

l“0

ÿ

"h§k§h´l

P
´
Xp1q

k
• �k

¯
`

p1´"qhÿ

l“0

P
´
Zl • p2�q

h

¯
. (3.12)

From Lemma 3.6, we know that there exists a constant C “ Cp,ErN s,mq such that

p1´"qhÿ

l“0

P
´
Zl • p2�q

h

¯
§

Ch2`1

2h
. (3.13)

Now, observe that Xp1q

k
has the same distribution as

∞
k

j“0 Zj . Hence, Lemma 3.6 and a union bound imply
that there exists �̂ P pErN s, �q such that

P
´
Xp1q

k
• �k

¯
“ P

˜
kÿ

j“0

Zj • �k
¸

§

kÿ

j“0

PpZj • �̂kq § C1k
2r`1

´ErN s

�̂

¯
k



16 ANTONIO BLANCA AND REZA GHEISSARI

for a suitable constant C1 “ C1p,ErN s,mq ° 0 and k large enough. Then,
p1´"qhÿ

l“0

ÿ

"h§k§h´l

P
´
Xp1q

k
• �k

¯
§ C1

p1´"qhÿ

l“0

ÿ

"h§k§h´l

k2r`1
´ErN s

�̂

¯
rk

§ C2h
2`2

´ErN s

�̂

¯
"h

,

for a suitable constant C2 ° 0. Plugging this bound and (3.13) into (3.12), we obtain that the probability that
the Galton–Watson tree does not satisfy the p�, "q-tree-growth condition is at most 1 ´ ✓"h for a suitable
✓ “ ✓p�,,ErN s,mq P p0, 1q as claimed. ⇤
3.3.1. Uniqueness in Galton-Watson trees. Let T be a Galton-Watson tree with progeny distribution ⌫ and
let N „ ⌫. By Lemma 3.6 and the Borel–Cantelli lemma, with probability one over T , for any � ° ErN s,
we have Zh § �h for all sufficiently large h. In particular, with probability one, BrpT q † � for any
� ° ErN s. As such, Corollary 3.4 implies that there is a unique random-cluster measure on T under the
wired boundary condition when p † pupq, �q.

Corollary 3.9. Fix q • 1, � ° 1 and p † pupq, �q Let N „ ⌫,  • 1 and suppose 1 § ErN s † � and that
there exist a constant m such that ErN

s † m. With probability one over T , there is a unique random-
cluster distribution on T under the wired boundary condition. Similarly, at integer q, with probability one
over T , there is a unique Potts distribution on T .

4. RANDOM-GRAPH ESTIMATES

In this section, we describe the standard revealing scheme for the configuration model with degree se-
quence dn. We also formalize the mechanism to translate probability 1´op1q events for PCMpdnq to 1´op1q

events for PRGpdnq and for the Erdős–Rényi random graph model; we use this to provide a proof of The-
orem 1.1 given Theorem 1.6. We then use the revealing scheme for the configuration model to prove the
random graph estimates of Lemmas 2.2 and 2.4.

4.1. Configuration model with general degree sequence. We begin by describing a revealing procedure
for the configuration model with degree sequence dn. To do so, we begin with an important definition
providing the state space for our revealing procedures of the configuration model. Recall that a matching
on a graph is an edge-subset such that no vertex belongs to more than one edge. A perfect matching is an
edge-subset in which every vertex belongs to exactly one edge.

Definition 4.1. Given a degree sequence dn “ pdvq1§v§n, to each vertex v P t1, ..., nu, assign dv half-
edges. Consider an auxiliary complete graph K}dn}1

whose }dn}1 vertices are identified with these half-
edges. Let Mdn be the set of all matchings (not necessarily perfect) on K}dn}1

, and let Mnpdnq be the set
of all perfect matchings on K}dn}1

.

We are now in position to formally define the configuration model of random graphs.

Definition 4.2. Given a degree sequence dn, the configuration model PCMpdnq is the uniform distribution
over Mnpdnq, i.e., it is a uniform perfect matching of the }dn}1 half-edges assigned to the vertices t1, ..., nu.
This is naturally identified with a multigraph on t1, ..., nu by identifying all half-edges with the vertex they
come from, so that the edges in the matching become edges of the graph between the corresponding vertices.
In this manner, with a slight abuse of notation, elements E P Mnpdnq are simply the edge-sets of the
multigraph G “ pV,Eq.

Remark 4.3. The definitions of the random-cluster model (1.2), and the FK-dynamics extend naturally to
multigraphs, where G “ pV,Eq is such that V is identified with t1, ..., nu and E P Mn is a multiset. The
random-cluster model and FK-dynamics then live over subsets of E, identified with ! : E Ñ t0, 1u, and
connected components of a configuration ! are understood naturally.
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4.2. Revealing procedure for the configuration model. We now describe a simple revealing procedure
for generating a sample from the configuration model distribution given fixed degree sequence dn.

Process 4.4. Fix a degree sequence dn with
∞

v
dv even. Suppose f is a (possibly random) function from

matchings A P Mn, to a half-edge not matched in A.
(1) Initialize the set A0 “ H

(2) For every t • 0, if At R Mn (i.e., there exist un-matched half-edges), construct At`1 as follows:
(a) Let êt`1 be the half-edge fpAtq

(b) Pick another un-matched half-edge in At uniformly at random, and match it with êt`1 in At`1.

For natural choices of the function f , we can reveal, for example, a ball in the random graph without
revealing any information about the remainder of the random graph. The next definitions give an example
of such an f that we will use repeatedly.

Definition 4.5. Given a matching A P Mn, the set of exposed half-edges of A is the set of un-matched
half-edges that belong to the same vertex (among V “ t1, ..., nu) as some half-edge that is matched in A.
Denote this set by pEpAq.

Process 4.6. The breadth-first exploration of a ball Brpvq Ä EpGq is constructed using Process 4.4 with
the following choice of f . For each A, fpAq is an arbitrarily chosen exposed half-edge among pEpAq whose
distance in pV,Aq to v is at most r.

4.3. Contiguity with simple random graphs. The configuration model described above gives a uniform
at random multigraph with prescribed degree sequence dn. In the sparse regime of bounded average degree,
this happens to be a very useful model for studying random simple graphs (i.e., has no self-loops or multi-
edges), most notably �-regular random graphs, but also a uniformly chosen random simple graph with
degree sequence dn (as long as the sequence is graphical).

4.3.1. General degree sequence. It is well established that in the sparse regime of bounded average degree,
the configuration model will have probability uniformly bounded away from zero of being simple, and on
that event it is exactly a uniform simple graph with degree sequence dn. This contiguity can be summarized
as follows (see e.g., [45]).

Lemma 4.7. Fix any � and . Suppose pdnqn P D�, and }dn}1 “ ⌦pnq. Then for any sequence of sets An

of simple graphs on n vertices, we have

PCMpdnqpG P Aq “ op1q if and only if PRGpdnqpG P Aq “ op1q .

4.3.2. Erdős–Rényi random graph. In the case of the Erdős–Rényi random graph Gpn, d{nq, the degree of a
vertex v is not fixed, but rather is distributed as Binpn´1, d{nq. Nonetheless, there is a way to first randomly
sample dn then draw a configuration model on dn, such that the resulting random graph is contiguous to
the Erdős–Rényi distribution. Let PPoipdq be the distribution over dn “ pd1, ..., dnq where di are i.i.d.
Poissonpdq random variables. The following was established in [47].

Lemma 4.8. For any d “ ⇥p1q, for every sequence of sets An of simple graphs on n vertices, we have

EPoipdqrPCMpdnqpG P Aqs “ op1q if and only if PGpn,d{nqpG P Aq “ op1q .

In the above lemma, on the event that dn does not have }dn}1 even, as a matter of convention, we take the
probability in the expectation to be zero. Overloading notation slightly, let PPoipdq be the product distribution
over dn „ PPoipdq for each n.

Lemma 4.9. For every 0 † d † � and every  • 1,

PPoipdq

`
pdnqn P D�,

˘
“ 1 .
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Proof. Recall by definition of Pdn ,Edn , that

EdnrDs “
1

}dn}1

ÿ

v

dvpdv ´ 1q “

∞
v
d2v

}dn}1

´ 1 .

Let 0 † " † � ´ d. Then for every n large, we have

PPoipdqpEdnrDs † � ´ "q § PPoipdq

´ 1

}dn}1

ÿ

v

d2v • � ´ " ` 1
¯

(4.1)

§ P
` 1
n

ÿ

v

d2v ° dpd ` 1q ` n´
1
2`�

˘
` P

` 1
n

ÿ

v

dv † d ´ n´
1
2`�

˘
.

To bound either of these terms, notice by Markov’s inequality, that

P
´

|

ÿ

v

dkv ´ Er

ÿ
dkvs| ° �q §

Er|
∞

v
pdkv ´ Erdkvsq|

l
s

�l
.

The numerator on the right-hand side is a sum of i.i.d. mean-zero random variables, each of which have all
finite moments. As such, for any fixed l, the right-hand side above is at most

Cnl{2�´l
§ Cn´l� .

Taking l ° 5�´1, the right-hand side above is Opn´5
q. Therefore, the sum over n of the probabilities of

the left-hand side of (4.1) is finite, and by Borel–Cantelli, with probability one, eventually almost surely,
EdnrDs † � ´ ", so that lim supEdnrDs † �. A similar argument yields the uniform boundedness of the
’th moments EdnrD

s for any , yielding the desired and concluding the proof. ⇤
Given Lemmas 4.8–4.9, our Theorem 1.1 becomes a corollary of Theorem 1.6.

Proof of Theorem 1.1 given Theorem 1.6. Fix q • 1, � ° 0 and p † pupq, �q. Suppose G „ Gpn, �{nq.
Fix a large constant K and let A be the set of simple graphs G such that the mixing time of FK-dynamics on
G at parameters p, q satisfies K´1 log n § tMIX § K log n. By Lemma 4.8, it suffices to show that

EPoip�qrPCMpdnqpG R Aqs “ op1q .

Considering this quantity, for any �1,

lim sup
n

EPoip�qrPCMpdnqpG R Aqs

§ PPoip�q

`
pdnqn R D�1,

˘
` sup

pdnqPD�1,

lim sup
n

PCMpdnqpG R Aq .

The first term on the right-hand side is zero for all �1
° � and all  by Lemma 4.9. By Theorem 1.6 and

Lemma 4.7, the second term is zero if �1
° � is such that p † pupq, �1

q, and if  and K are sufficiently
large (depending on p, q, �1). By continuity of pupq, �q, if p † pupq, �q, there also exists �1

° � such that
p † pupq, �1

q, concluding the proof. ⇤

4.4. Local domination of the configuration model by random trees. We now dominate balls of volume
opn1{2

q of the random graph G „ PCMpdnq by branching processes whose progeny are approximately given
by Pdn . To be more precise, we define the following.

Definition 4.10. Define the truncated empirical distribution by letting dn “ dnzAdn , where Adn are the
smallest 2

?
n elements of dn, and the set subtraction is done in the multi-set sense. Then let Pdn be the

corresponding effective offspring distribution of dn, i.e., for x P tdv ´ 1 : dv P dnu,

Pdnpxq “

∞
v:dvPdn

px ` 1q1tdv“x`1u

}dn}
1

.

Let D „ Pdn , and let Edn be the corresponding expectation.
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Lemma 4.11. If pdnqn P D�,, then pdnqn P D�,.

Proof. Let Adn be the set of 2n1{2 smallest degrees of dn. We first of all claim that }dn}1 § p1 `

op1qq}dn}
1
. Indeed this follows from the calculation

}dn}1 ´ }dn}
1

}dn}
1

§

∞
v:dvPAdn

dv
∞

v:dvRAdn
dv

§
2
?
nmaxtdv : dv P Adnu

pn ´ 2
?
nqmintdv : dv R Adnu

§ Opn´1{2
q .

We then can observe that

EdnrDs “
}dn}1

}dn}
1

1

}dn}1

ÿ

v:dvRAdn

dvpdv ´ 1q § p1 ` op1qqEdnrDs .

We now wish to prove the desired moment conditions. Those follow by analogous reasoning:

EdnrDk
s §

}dn}1

}dn}
1

1

}dn}1

ÿ

v:dvRAdn

dvpdv ´ 1q
k

§ p1 ` op1qqEdnrDk
s .

Altogether, these give the desired implications of the lemma. ⇤

We now wish to show that the balls of the random graph G „ PCMpdnq are stochastically dominated by
random trees with offspring distribution Pdn , even conditionally on an already revealed portion H P Mn of
the random graph. However, this will only hold if |H| § n1{2 and the ball does not intersect H . We now
formalize this notion.

Process 4.12. For a subgraph H “ pV pHq, EpHqq, let pEpHq be the set of half-edges incident to H but
not matched in H . (Notice that this definition aligns with the use of pEpAq for the exposed half-edges of
A P Mn when taking H “ pV pAq, Aq.) For a half-edge ê in pEpHq, define Brpê;Hc

q as the ball of radius r
“out of H”. More formally, Brpê;Hc

q is obtained by
(1) Matching ê to a vertex w.
(2) Running the breadth-first revealing of Br´1pwq from Process 4.6 but where fpAq cannot be in pEpHq

(i.e., it will be an arbitrarily chosen half-edge of pEpAqz pEpHq at distance at most r from w in A).

Due to the extra edge from matching ê, let us say a single-source Galton–Watson tree is a Galton–Watson
tree whose first generation deterministically has exactly one child.

Proposition 4.13. Consider any degree sequence dn. Let dn be as per Definition 4.10. Let pThpdnq be a
single-source Galton–Watson tree of at depth h (meaning it is truncated at depth h) with offspring distribu-
tion Pdn . Fix an arbitrary H “ pV pHq, EpHqq P Mn, and consider ê P pEpHq. Then, conditionally on
tEpHq Ä EpGqu, we have the stochastic domination

|Brpê;Hc
q|1

t|EpHqYEpBrpê;Hcqq|§n1{2u
® | pTrpdnq| ,

On the event that Brpê;Hc
q is a tree, there is an isometry between the graphs such that Brpê;Hc

q is a
subset of pTrpdnq.

Proof. We appeal to the revealing procedure of Process 4.4 with the choice of breadth-first revealing de-
scribed in Processes 4.6 and 4.12. Begin the single-source Galton–Watson tree with a root vertex and a
single child, corresponding to ê. Iteratively, when a half-edge f̂ , corresponding to a vertex x in the single-
source Galton–Watson tree, gets matched in the revealing procedure to a vertex w,

(1) If w had not been exposed yet, identify the other dw ´ 1 half-edges of w with the children of x in
the single-source Galton–Watson tree.

(2) If w is an exposed vertex, do nothing.
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(We say a vertex is exposed if one of its half-edges has already been matched, whether in H or in the reveal-
ing.) Uniformly over any subset of at most 2n1{2 matched half-edges (forming n1{2 edges), the distribution
dw ´ 1 is easily seen to be stochastically below Pdn (in which the smallest 2n1{2 half-edges have been
removed). Notice then that on the indicator

1
t|EpHqYEpBrpê;Hcqq|§n1{2u

,

throughout the breadth-first revealing process, the number of matched half-edges will always be at most
2n1{2. Thus, we see that this process maintains the desired stochastic domination relation as compared to
the single-source Galton–Watson tree until the number of matched half-edges exceeds n1{2.

When Brpê;Hc
q is a tree, item (2) above never happens, and the isometry goes by identifying the edge

containing f̂ in EpGq with the edge connecting the corresponding vertex in pTrpdnq to its parent. ⇤

With Proposition 4.13, we can translate the volume growth bounds of Lemma 3.6 into the desired volume
growth estimate for the random graph G „ PCMpdnq. In this proof, and other proofs relying on the random
graph revealing procedure, it will be useful to have an `8 bound on the degrees. For this, note that pdnqn P

D�, implicitly places a constraint on }dn}
8

, since Pdn chooses }dn}
8

´ 1 with probability ⌦p}dn}
8

{nq.
More precisely, we have the following.

Fact 4.14. If pdnqn P D�,, then }dn}
8

§ n"˚ for "˚pq “ 2{p ` 1q.

Proof of Lemma 2.4. We will take a union bound over the probabilities that for a fixed vertex v P t1, ..., nu,
and a fixed r • " log� n, the graph G has |Brpvq| § C�r. Fix any such v, r and take H “ ptvu,Hq, so that
ÊpHq are exactly the half-edges of v. Evidently, for ê P ÊpHq

Pp|Brpvq| • �rq § dvPp|Br´1pêq| • d´1
v �rq .

Consider the probability on the right. For each ê P ÊpHq, by Proposition 4.13,

|Br´1pêq|1
t|Br´1pêq|§n1{2u

® Zr ,

where Zr „ | pTr´1pdnq|, where we recall this is the single-source Galton–Watson tree of depth r ´ 1 whose
offspring distribution is Pdn . Now using a union bound,

PCMpdnq

`
G does not have p�, "q-volume growth

˘
§

ÿ

v

dv

1
2 log� nÿ

r“" log� n

P
`
|Zr| • d´1

v �r
˘
.

Since pdnqn P D�,, there exists ⌘ ° 0 such that it also is in D�´⌘,. Fix such an ⌘.
Let p�, ⌘, "q be large, to be chosen later, and let "˚pq be such that }dn}

8
§ n"˚ per Fact 4.14. Then

the right-hand side is at most

n1`"˚

1
2 log� nÿ

r“" logn

P
`
|Zr| • n´"˚�r

˘
“ n1`"˚

1
2 log� nÿ

r“" logn

P
`
|Zr| • p�1´"˚ log �{"

q
r
˘
.

Let �̃ “ �1´"˚ log �{" and take  to be sufficiently large (so that "˚ is sufficiently small) that �̃ ° � ´ ⌘{2.
By Lemma 3.6, then, the right-hand side above is at most

Cn1`"˚

1
2 log� nÿ

r“" logn

r
´ � ´ ⌘

� ´ ⌘{2

¯
r

.

One then sees that if  is large enough, the right-hand side will be opn´10
q as desired. ⇤
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4.5. Treelike nature of the configuration model. We can also use the breadth-first revealing procedures
together with the volume growth estimates, to establish that the random graph given by the configuration
model is typically pL,Rq-Treelike for L “ Op1q and R §

1
2 log� n.

Proof of Lemma 2.2. By Lemma 2.4, with probability 1 ´ opn´10
q the random graph G has p�, "q volume

growth, say for " “ 1{4, as long as  is sufficiently large. Let us work on that event, so that |BRpvq| §

n1{2´� for all v P t1, ..., nu.
Now fix any v and perform the breadth-first revealing of BRpvq per Process 4.6. In order for BRpvq to

not be L-Treelike, it must be the case that for more than L different steps m in the first n1{2´� steps, the
half-edge fpAm´1q is being matched to a half-edge of pEpAm´1q. Call such a step bad. (If there were at
most L bad steps, then the removal of the at-most L edges formed by those at-most L matchings in the
revealing scheme, evidently leaves a tree.)

Uniformly over Am´1, the probability of the m’th step being bad is at most

pm}dn}
8

q{p}dn}1 ´ mq .

We thus find that for every ` • 1,

PCMpdnqpBRpvq is not `-Treelikeq § P
´
Bin

´
n1{2´�,

n1{2´�
}dn}

8

}dn}1 ´ n1{2´�

¯
° `

¯
. (4.2)

Recall that the standard Chernoff bound applied to a binomial distribution with mean µ “ Np says that for
every s • µ,

P
`
BinpN, pq • s

˘
§ es´µ

´ s

µ

¯
´s

. (4.3)

Using the assumption that }dn}1 “ ⌦pnq and recalling from Fact 4.14 that }dn}
8

§ n"˚pq, (4.3) implies
that the right-hand side of (4.2) is at most pCn´2�`"˚q

`. As a consequence, taking  large enough that
"˚ † �, and choosing L ° 11�´1, we would find that the probability of BRpvq not being L-Treelike is
opn´11

q for all v, and a union bound over v P t1, ..., nu implies the desired result. ⇤

5. THE FK-DYNAMICS SHATTERS QUICKLY ON RANDOM GRAPHS

Our first goal in this section is to prove the following theorem establishing the existence of T “ Op1q (in
continuous-time) such that for t • T , the FK-dynamics chain on the random graph G initialized from the all-
wired configuration (i.e., all edges are open), denoted X1

G,t
, is shattered, i.e., all the connected components

of the FK-dynamics configuration are small; recall Definition 2.11 for a precise formulation.

Theorem 5.1. Fix q • 1, � ° 1, and p † pupq, �q. For every " ° 0, there exists  such that if pdnqn P D�,,
the following holds. There exists T “ Op1q such that for every t • T and every v, with probability
1 ´ opn´10

q, G „ PCMpdnq is such that

P
`
|CvpX1

G,tq| • n"
˘

§ opn´10
q .

We will then use this to conclude Theorem 2.12, demonstrating that if t • T , the boundary condition
X1

G,t
induces on any ball of volume op

?
nq is Op1q-sparse.

By monotonicity of the FK-dynamics, for every G, we have that X1
G,t

© ⇡G , from which it follows that
Theorem 5.1 holds under ⇡G .

Corollary 5.2. Fix q • 1, � ° 1, and p † pupq, �q. For every " ° 0, there exists  such that if pdnqn P D�,,
then for every v, with probability 1 ´ opn´10

q, G „ PCMpdnq is such that

⇡G
`
|CvpX1

G,tq| • n"
˘

§ opn´10
q .

While we do not use this corollary here, it may find applications elsewhere.
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5.1. Couplings and revealing schemes for the FK-dynamics on random graphs. In this section, we
define our central revealing procedure for exposing the random graph together with a family of coupled FK-
dynamics on subsets of the random graph G, which together stochastically dominate X1

G,t
. This revealing

procedure is essential to the proof of shattering for X1
G,t

in the uniqueness region after Op1q continuous-time.
A similar revealing scheme of random graphs with an FK-dynamics chain on top of it was introduced

in [4]. The revealing scheme we use here builds on that, but makes some key modifications to deal with the
non-uniformity of the degrees and the lack of deterministic control on the volume of small balls of G. These
changes are explicitly laid out in Remark 5.11.

5.1.1. Grand coupling of localized FK-dynamics. In this section, we define a grand coupling of FK-dynamics
on all possible edge subsets of the random graph G in such a way that all monotonicities of the model are
maintained.

Recall from Definition 4.1 that we use Mn as the set of all (not necessarily perfect) matchings of the
complete graph on the }dn}1 many half-edges. The matching A is naturally identified with a set of edges on
the original vertex set t1, ..., nu, each pairing of two half-edges becoming an edge between the vertices they
belong to. Abusing notation, we will understand A both as a matching element of Mn and as a multiset of
edges on t1, ..., nu.

Definition 5.3. For an element A P Mn, let BA be the set of vertices in t1, ..., nu having half-edges that are
not matched in A. Let ⇡1

A
be the random-cluster measure on the edge set A with wired boundary conditions

wiring all vertices of BA. Let pX1
A,t

qt•0 be the continuous-time FK-dynamics initialized from the all wired
configuration on A (as well as outside A), and making updates in A according to ⇡1

A
.

We next place all the chains pX
1
t qt•0 “

 
pX1

A,t
qt•0

(
APMn

on all possible matchings A P Mn, in the
same probability space, and construct an explicit coupling of them.

Definition 5.4. The probability space we consider will consist of the following sources of randomness:
(1) Independently assign each possible edge e (i.e., each possible pairing of two half-edges), a sequence

of times Te “ pT e

1 , T
e

2 , ...q given by the rings of a rate-1 Poisson clock; and
(2) Independently assign each possible e a sequence of Unifr0, 1s random-variables Ue “ pU e

1 , U
e

2 , ...q.
We denote by Ft the �-algebra generated by the processes pTeqe up to time t, as well as the corresponding
set of random variables in pUeqe.

Definition 5.5. From pT,Uq construct the processes pX1
A,t

qt•1 for all A P Mn as follows:
(1) Let 0 † t1 † t2 † ... be the (almost surely distinct) times in

î
i

î
e
tT e

i
u in increasing order.

(2) Initialize X1
A,0peq “ 1 for all e; i.e., the all wired configuration.

(3) For each i • 1, let

X1
A,t “ X1

A,ti´1
for all t P rti´1, tiq .

Then, let pei, kiq be the unique pair for which ti “ T ei
ki

and define X1
A,ti

by setting

X1
A,ti

peq “ X1
A,ti´1

peq for all e P Azteiu

and

X1
A,ti

peiq “

#
1 if ei P A and Uei,ki § %;

0 if ei P A and Uet,ki ° %;

for
% “ ⇡1

A

`
!peiq “ 1 | !pAzteiuq “ X1

A,ti´1
pAzteiuq

˘
;

i.e., if ei P A, we resample ei given the remainder of the configuration on A, together with the wired
boundary condition on BA, using the same Uei,ki for every X1

A,ti
such that ei P A.

The following two observations are elementary to observe, but of central importance to our analysis.
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Observation 5.6. The coupling defined in Definition 5.5 is a monotone coupling. In particular, we have
X1

A1,t
§ X1

A,t
for any two matchings A,A1

P Mn with A Ä A1. As such, we have for every G that

X1
G,tpeq § min

APMn:AÄEpGq

X1
A,tpeq , for all e P EpGq and all t • 0 .

Observation 5.7. For every A, the configuration X1
A,t

depends only on pTe,UeqePA, and in fact only on
their restriction to Ft (the �-algebra generated by elements of T,U before time t).

We now use the coupling of Definition 5.5 to design a coupling of FK-dynamics chains on random graphs.

Definition 5.8. Let P1
t be the distribution over pairs pG,!tq where !t is a random-cluster configuration on

G that results by first drawing G „ PCMpdnq, then drawing !t „ PpX1
G,t

P ¨q. Likewise, for every set
A P Mn, let P1

A,t
be the distribution over pairs pG,!AXEpGq,tq where !A,t „ PpX1

A,t
P ¨q. Couple, under the

distribution P, the family of distributions pP1
A,t

qAPMn,t•0 by selecting the same random graph G „ PCMpdnq

for all of them, then using the coupling of Definition 5.5 for the family of FK-dynamics pX1
A,t

qAÄEpGq,t•0

on G.

In this manner, we have constructed a monotone coupling of pG, pX1
A,t

qt•1qAÄEpGq. Note that we use
this coupling for A which we know have A Ä EpGq, so that the randomness of the graph is only over the
edges of EpGqzA, which we note X1

A,t
is independent of; thus the role of this coupling is only to put the

random graphs with their random-cluster configurations on the same probability space. We emphasize that
by Observation 5.7, if A X B “ H, then X1

A,t
and X1

B,t
are independent.

5.1.2. The joint revealing procedure. We now construct a revealing procedure for G and a configuration
!̃t on G that stochastically dominates X1

G,t
. This will be inspired by the simultaneous revealing proce-

dure first introduced in [4], with significant modifications that streamline that argument, and deal with the
heterogeneity of degrees and volumes of balls in G „ PCMpdnq.

Definition 5.9. Given a degree sequence dn, a vertex set V Ä t1, . . . , nu, and a matching A P Mn, let
pEpV,Aq be the set of half-edges incident to V , and not matched in A.

We note that pEpV pAq,Aq “ pEpAq from Definition 4.5.
For a matching on half-edges, A0 P Mn, so that A0 Ä EpGq, and a subset of vertices V0 Ä V pGq, we

construct a procedure to expose (a set containing) the connected components CV0pX1
G,t

pEpGqzA0qq, i.e., the
union of all the connected components of the vertices in V0 in the configuration X1

G,t
pEpGqzA0q. The two

examples to have in mind are

(1) A0 “ H and V0 “ tvu, used to prove Theorem 5.1;
(2) A0 “ EpBRpvqq, and V0 “ BBRpvq, used to prove Theorem 2.12.

In this revealing procedure, the index m will count the number of “steps”, and k will track the number of
“generations”. We will keep track of the following variables through our revealing process:

‚ Am: the element of Mn that has been shown to be a subset of EpGq through step m;
‚ !̃m: the random-cluster configuration revealed through step m;
‚ pEk: the set of half-edges we want to explore out of in the k-th generation.

For A P Mn, recall from Process 4.12 that Brpê;Ac
q is revealed in a breadth-first manner, with the breadth-

first exploration rejecting branches through vertices in V pAq.
The revealing process, with parameters pp, q, �, r, tq, and input pV0,A0q is defined as follows: see Fig-

ure 5.1–5.2 for a depiction to accompany the below.



24 ANTONIO BLANCA AND REZA GHEISSARI

Process 5.10.
Inputs: pp, q, �q; t • 0; r • 1; V0 Ä t1, ..., nu; A0 P Mn;
Initialize: k “ 0; m “ 1; pE0 “ pEpV0,A0q; !̃0 “ H;

for each k • 0 while pEk ‰ H

for each ê P pEk,
1. Reveal the ball of radius r out from ê in the random graph G:

(a) Set êm “ ê. Conditionally on Am´1, reveal Brpêm;Ac

m´1q per Process 4.12.
(b) Set Am “ Am´1 Y Brpêm;Ac

m´1q.
(c) Let Am :“ AmzAm´1 be the set of new edges revealed to belong to EpGq.

2. Simulate the FK-dynamics up to time t on the newly revealed edge set Am:
(a) Reveal FAm,t :“ tpTe

qePAm , pUe
qePAmu X Ft (as defined in Definition 5.4).

(b) Generate X1
Am,t

from FAm,t per Definition 5.5.

3. Update the configuration !̃m, the boundary half-edges pEk, and the step count m:
(a) Concatenate X1

Am,t
with !̃m´1 to obtain a new configuration !̃m on Am.

(b) Add to pEk`1 all un-matched half-edges of vertices in BAm that are in the component of V0

in !̃mpAmq and are not in pEj for any j § k.
(c) Increase m by 1.

Remark 5.11. Before proceeding, let us describe the specific differences between the current revealing
scheme and that of [4], as well as why these changes are needed to overcome difficulties arising from
heterogeneity of the underlying degree sequence. The main changes are as follows:

(1) The revealing process is based on half-edges rather than vertices: this ensures that the revealing of
the ball Brpêm;Ac

m´1q does not reveal the degrees of the vertices from which the exploration pro-
ceeds (which could potentially have high-degree and introduce correlations between generations).

(2) The revealing of the ball Brpêm;Ac

m´1q does not continue exploring if it encounters any vertex of
V pA

c

m´1q. This is important because if Brpêmq intersects a dense region of Ac

m´1 that has already
been revealed, then the volume of Brpêmq would not be independent of Ac

m´1.
(3) The FK-dynamics is simulated in continuous time, rather than discrete time. This introduces ad-

ditional independence so that the number of updates taken by each of the localized FK-dynamics
chains X1

Am,t
are truly independent of one another.

For ease of notation, let kH be the first k such that pEk “ H, i.e., the total number of generations of the
revealing procedure. Let

mk “

ÿ

0§j§k

| pEj | ,

be the total number of half-edges for which Brpêm;Ac

m´1q was revealed in step 1.a) of Process 5.10, so that
mkH

counts the total number of half-edges out of which a ball is ever revealed. Let

!̃ “ !̃mk
H

pAm
H

zA0q

be the random-cluster configuration revealed when the process terminates. The following key observation
is a direct consequence of Observation 5.6 and the construction of Process 5.10.

Observation 5.12. Under the procedure of Process 5.10, we have

!̃pAmk
H

zA0q • X1
G,tpAmk

H
zA0q .
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ê
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ê

FIGURE 5.1. Left: We initialize the revealing process with r “ 6 from V0 “ tvu, A0 “ H

and the half-edge ê “ ê1 “ pE0 (purple). The process begins by revealing A1 “ Brpê;Ac

0q,
depicted in gray. Right: The process then reveals the configuration X1

A1,t
(open edges

shown in red/pink). Half-edges belonging to vertices in BA1 that are in the X1
A1,t

-connected
component of v (red) are added to form pE1 (purple).

 

I

ê2

 

I
ê3

FIGURE 5.2. Left: Proceeding from above, in the next generation, starting from ê2 P pE1,
the process reveals the edges of A1 “ Brpê2,Ac

1q in G; in this case, this is not a tree as it
contains a single cycle. The FK-dynamics configuration X1

A2,t
is then generated and con-

catenated with !̃1 to form !̃2. Right: The process continues with ê3, revealing Brpê3;Ac

2q

with the FK-dynamics configuration X1
A3,t

on top of it.

In particular, the connected component of each vertex in V0 in X1
G,t

pEpGqzA0q is a subset of a connected
component of a vertex in V0 in !̃.

Thus, if N!pAq denotes the number of vertices in non-trivial (i.e., non-singleton) components of the
boundary condition induced by !pEpGqzAq on A, then

N
X

1
G,t

pA0q § N!̃pA0q .

With Observation 5.12 in hand, we focus on obtaining the stretched exponential tail bound of Theorem 5.1
for the size of Cvp!̃q (the component of v in !̃) and likewise, the sparsity bound of Theorem 2.12.

5.1.3. Constructing a dominating branching process. Towards proving Theorem 5.1 and 2.12, we construct
a branching process (ours will be a size-dependent one but we use the terminology nonetheless) which
we will show stochastically dominates the sequence p pEkqk•0 of our joint revealing process. This process
pZkqk•0 will then be shown to be sub-critical, with good tail bounds.
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Definition 5.13. Initialize Z0 “ | pE0|. Let pZkqk•0 be the branching process, which for each k • 0, has
progeny p�i,kqi§Zk , i.e.,

Zk`1 “

ÿ

i§Zk

�i,k .

The progeny �i,k are distributed as follows. First, let p pT i,k
r qi,k be i.i.d. single-source Galton–Watson trees

of depth r, with offspring distribution Pdn (from Definition 4.10); recall the single-source here refers to the
fact that this is a tree of depth r whose first generation deterministically has one offspring; beyond that first
edge, it is simply a Galton–Watson tree of depth r ´ 1 with offspring distribution Pdn . Then the offspring
distribution (parametrized by p, q, �, " and r, t), is as follows:

(1) With probability n´1{2, let �i,k “ }dn}
r

8

`∞
j†k

Zj `
∞

j†i
�j,k

˘
;

(2) Otherwise,
(a) If pT i,k

r does not satisfy the p�, "q-tree-growth condition (Definition 3.7), let Nt “ |Ep pT i,k
r q|

and let �i,k be a sum of Nt independent random variables drawn from Pdn .
(b) If pT i,k

r does satisfy the p�, "q-tree-growth condition, first generate a configuration on pT i,k
r by

running FK-dynamics with p1,öq boundary conditions, initialized from !0 ” 1 for time t. Let
Nt be the number of vertices of B pT i,k

r that are connected to the root, and let �i,k be a sum of
Nt independent random variables drawn from Pdn .

Let us motivate the above construction. Item (1) in the definition of �i,k corresponds to cases when either
‚ The ball Brpêm;Ac

m´1q is not a tree, or
‚ The ball Brpêm;Ac

m´1qztêmu intersects some already exposed vertex in Am´1.

The n´1{2 probability of item (1) is because we will need to take A0 possibly as large as n´
1
2´op1q. On

the latter of these two events, the connected component of V0 may, in one step, incorporate many edges of
Am´1, by virtue of an already revealed large connected component of Am´1. In this case, the best a priori
bound we can place on the progeny is the total number of edges revealed up to that point.

In case (2), the newly revealed ball is indeed a tree and does not intersect any already exposed vertex
of Am´1. On the indicator of this event, by Proposition 4.13, the ball is stochastically below pT i,k

r ; cases
(2a)–(2b) then distinguish whether or not the dominating tree satisfies the p�, "q-tree-growth condition. This
is important because if the tree does not satisfy the condition, p † pupq, �q will not be sub-critical for the
p1,öq random-cluster model on pT i,k

r , and we can only take the full boundary of the tree as our bound on the
size of the component of the tree’s root.

5.1.4. Dominating the revealing process by the branching process. We are now in position to state the main
two lemmas of this section, comparing the revealing procedure to the branching process of Definition 5.13,
and then establishing its sub-criticality.

Recall that m0 “ | pE0| and for each k • 1, mk`1 “ mk ` | pEk`1|, i.e., in each generation k, mk is the
number of half-edges we explore out from. This will be the quantity which we compare to the population of
the branching process pZkqk of Definition 5.13. For notational simplicity, write A8 “ Amk

H
.

Lemma 5.14. For every A0,V0 such that |A0|, |V0| § n
1
2´� for � ° 0, and every ` • 1,

`
| pEj |1tmj§n1{2´�{2u

˘
j§`

® pZjqj§` .

Furthermore, we have

|A8zA0|1
tm8§n1{2´�{2u

® �r
8ÿ

j“0

Zj .

The proof of Lemma 5.14 is briefly deferred to the next subsection; before that proof, we observe that
the lemma reduces the analysis of the set of exposed vertices through the revealing process of pG, !̃q, and
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thus, the clusters of X1
G,t

, to the analysis of the process pZkq, which for most steps is a simple branching
process with progeny distribution typically dictated by connectivity probabilities in the wired measure on
trees satisfying a p�, "q-tree-growth condition, but occasionally makes large state-dependent jumps.

Our claim is that if r and t are chosen to be sufficiently large, but Op1q, the dominating branching process
will be sub-critical. To formalize this claim, let

⌧̄MIX :“ max
Tr of p�,"q´tree´growth

tMIXpTr, p1,öqq . (5.1)

i.e., the maximum over all possible trees of depth r satisfying the p�, "q-tree-growth condition, of the
(continuous-time) mixing time with p1,öq boundary conditions. Now define the burn-in time

TBURN “ TBURNpC0, rq :“ C0�
r ⌧̄MIX . (5.2)

Lemma 5.15. Fix q • 1, � ° 1 and p † pupq, �q. For " sufficiently small and C0, r and  sufficiently large,
if t • TBURNpC0, rq and pdnqn P D�,, the branching process of Definition 5.13 satisfies the following tail
bound: if Z0 § n

1
2´�, then for every M • 1, and every � : �Z0 § n

1
2´

�
2 ,

P
´ ÿ

j•0

Zj • p1 ` �qZ0

¯
§ CM exp

´ �1{MZ0

C}dn}
p2`Mqr

8

¯
` Cn´�M{2 .

Roughly, the constant M can be thought of as the number of times the “bad” offspring distribution of
item (1) in Definition 5.13 is selected, allowing the total population to double, and away from such “bad”
updates, we will show that the branching process indeed satisfies exponential tails.

5.2. Coupling the revealing process to the branching process. We next prove the desired stochastic
domination relation between the revealing process p pEkqk and Zk by constructing a coupling between the
two such that the former is below the latter while the total population is at most n1{2´�{2.

Proof of Lemma 5.14. We proceed by induction over ` • 0. The base case, Z0 “ | pE0|, is by construction.
Now fix ` • 1 and suppose by way of induction that the following stochastic domination holds:

p| pEj |1tmj§n1{2´�{2u
qj§`´1 § pZjqj§`´1 .

Thus, there exists a monotone coupling of the sequence on the left-hand side, such that it is below the
sequence pZjqj§`´1 in the natural element-wise ordering on the sequence. Working on that coupling, it
suffices for us to then show that on the event tm`´1 § n1{2´�{2

u, for every m P tm`´1 ` 1, ...,m`u, the
distribution of the children of pem is stochastically below the progeny distribution of Definition 5.13. Here,
by children of pem, we mean the set of half-edges added in step 3.(b) of Process 5.10. In what follows, denote
that set by ⌅ppemq.

Define the event �good on the revealed ball Brppem;Ac

m´1q as the event that

V pBrpêm;Ac

m´1qztpemuq X V pAm´1q “ H and Brpêm;Ac

m´1q is a tree .

On the bad event �c

good, we take the a priori bound of ÊpAmq on the set ⌅ppemq, namely assuming that in
the worst-case all exposed half-edges of Am, both those in Brppem;Ac

m´1q, and those of Am´1 become
connected up to V0 in !̃m. By the inductive hypothesis, the number of such half-edges is at most }dn}

r

8

times the population of the branching process up to that step, given by
∞

j†k
Zj `

∞
j†i

�j,k, where the
}dn}

r

8
comes from assuming that in each of these steps the corresponding ball we revealed in the graph has

maximal size. We claim that the probability of �c

good is at most n´1{2. To see this, notice that in the breadth-
first revealing of Brpêm;Ac

m´1q, the probability that the next half-edge that gets matched is matched either
with a vertex having an edge in Am´1, or an already exposed vertex of Brpêm;Ac

m´1q is at most

| pEpAmq|

}dn}1 ´ | pEpAmq|

§
m`}dn}

8

}dn}1 ´ m`

.
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Assuming that pdnqn P D�, (for  to be chosen sufficiently large later), by Fact 4.14, }dn}
8

§ n"˚pq.
Using this upper bound, the bound m` § n1{2´�{2 (as otherwise the indicator on the left-hand side of the
desired stochastic domination would be zero), and the lower bound of }dn}1 • ⌦pnq, we see that this
probability is at most n1{2`�{2´"˚r. Through the revealing of Brpêm,Ac

m´1q we make at most }dn}
r

8

attempts at such a bad matching, and thus a union bound implies that

P
`
Brpêm;Ac

m´1q P �c

good | Fm´1,m` § n1{2´�{2
˘

§ n´1{2´�{2`2"˚r ,

where Fm´1 is the filtration generated by the randomness of the revealing procedure through the pm´ 1q’th
step. The right-hand side above is at most n´1{2 as long as  is large enough that "˚pq †

1
2�p2rq

´1.
Now work on the event that Brpêm;Ac

m´1q P �good, and recall from Proposition 4.13 that in this case the
ball is stochastically dominated by (and in particular there exists a coupling such that it can be be embedded
as a subset of) a Galton–Watson tree of depth r with offspring distribution Pdn . This is the law of pT i,`´1

r .
Evidently, on the event that pT i,`´1

r does not satisfy the p�, "q-tree-growth condition, the number of
children |⌅pêmq| is at most the number of half-edges emanating from BBrpêm;Ac

m´1q, which is at most
|B pT i,`´1

r`1 |, or a sum of |B pT i,`´1
r | § Nt independent draws from Pdn .

Finally, suppose we are on the event that pT i,`´1
r does satisfy the p�, "q-tree-growth condition, so that

Brpêm;Ac

m´1q does as well. In that case, by Proposition 4.13, there is a coupling such that the graph
Brpêm;Ac

m´1q is a subgraph of pT i,`´1
r . One can then couple the FK-dynamics chain X1

Am,t
to Y 1

t , the FK-
dynamics chain on pT i,`´1

r with its p1,öq boundary conditions run for time t initialized from Y0 ” 1 such
that X1

Am,t
is below Y 1

t with probability one. In particular, the vertices of BAm which are in the open cluster
of êm in X1

Am,t
, are a subset of the vertices of B pT i,`´1

r which are in the open cluster of the root in Y 1
t , so

that the number of them, call it NpX1
Am,t

q is less than Nt “ NpYtq. Since the law of X1
Am,t

is independent
of the choice of boundary vertices, and thus degree sequence at BAm, the number of half-edges added in
step 3.(b) of Process 5.10 is a sum of NpX1

Am,t
q independent draws from the empirical degree distribution

at that point, which is stochastically below Pdn . Therefore, this establishes the domination on this event of
the number of children of êm by item (2b) of the dominating branching process.

In order to then deduce the domination of |A8zA0| by �r times the total population of the dominating
branching process, we make the following observation. On the event �c

good, we were already bounding
⌅ppemq by |AmzA0|, and that in turn by �i,k, even without the factor of �r. Similarly in the case of (2a). In
the event of (2b), we notice that by the p�, "q-tree-growth condition, the number of edges in Brpêm;Ac

m´1q

is at most �r. ⇤

5.3. Sub-criticality of an auxiliary branching process. The branching process of Definition 5.13 is not a
branching process in a traditional sense, as when it follows item (1) in the definition, its offspring count is
state-dependent. Such offspring can create large jumps in the total population, and lead to difficulties in the
analysis. We analyze the process by means of an auxiliary branching process that captures the behavior of
pZjqj in between its rare state-dependent steps. More formally, we say an offspring of the branching process
of Definition 5.13 is bad if item (1) of Definition 5.13 is taken.

Definition 5.16. Consider the auxiliary branching process pZ̃jqj which is defined exactly as in Defini-
tion 5.13, except its offspring are conditioned to never be bad. Namely, let p�̃i,kqi,k be a sequence of i.i.d.
draws from item (2) of Definition 5.13, and for a fixed Z̃0, construct pZ̃jqj iteratively by Z̃j “

∞
i§Zj´1

�̃i,j .

The following lemma establishes sub-criticality and tail bounds for the auxiliary branching process—in
other words, the branching process during the epochs between the bad updates of pZjqj .

Lemma 5.17. Fix q • 1, � ° 1 and p † pupq, �q. For " sufficiently small and C0, r and  sufficiently large,
if t • TBURNpC0, rq and pdnqn P D�,, the auxiliary branching process pZ̃jqj is uniformly sub-critical, i.e.,
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lim supn Er�̃s † 1. Furthermore, it satisfies the following tail bound: for all � sufficiently large,

P
´ ÿ

j•0

Z̃j • �Z̃0

¯
§ C exp

´
´

�Z̃0

C}dn}
2r
8

¯
.

Proof of Lemma 5.17: sub-criticality. Let us begin by calculating the mean of the offspring distribution
of the auxiliary branching process, which corresponds to the offspring distribution of Definition 5.13 condi-
tional on being from item (2). By construction,

Er�̃i,ks “ Er1t pT i,k

r R p�, "q-tree-growthu| pT i,k

r |sEdnrDs

` Er1t pT i,k

r P p�, "q-tree-growthu|C⇢pY 1
t q X B pT i,k

r |sEdnrDs .

We can bound the first term by Cauchy–Schwarz as

Er1t pT i,k

r R p�, "q-tree-growthu| pT i,k

r |sEdnrDs

† � ¨ Pp pT i,k

r R p�, "q-tree-growthq
1{2Er| pT i,k

r |
2
s
1{2 .

The probability on the right-hand side is at most ⌘´"r for some ⌘ small, by Corollary 3.8 if pdnq P D�,.
The expectation above is at most C�r using the moment bound of (3.11). Thus taking  large depending on
", we see that this product is exponentially small in r, and can be taken as close to 0 as desired by taking r
sufficiently large.

Turning to the second term in the expansion of Er�̃i,ks, we can first bound it by

EdnrDsEr1t pT i,k

r P p�, "q-tree-growthu|C⇢pY 1
t q X B pT i,k

r |s

† � ¨ sup
TrPp�,"q-tree-growth

Er|C⇢pY 1
Tp1,öq

r ,t
q X BTr|s .

where pY 1
Tp1,öq

r ,t
qt•0 is a continuous-time FK-dynamics on the tree Tr with p1,öq boundary conditions,

initialized from the all-wired configuration. Now recall that the stationary measure of Y 1
Tp1,öq

r ,t
is ⇡p1,öq

Tr
. By

the p�, "q-tree-growth condition, |Tr| § �r. As such, there exists some Cr,� ° 0 such that the mixing time
of Y 1

Tp1,öq

r ,t
, i.e., ⌧̄MIX as defined in (5.1), is at most Cr,� . By sub-multiplicativity of total-variation distance

(see e.g., [48]), then, if t • TBURNpC0, rq “ C0�r ⌧̄MIX as defined in (5.2), we have

sup
TrPp�,"q-tree-growth

}PpY 1
Tp1,öq

r ,t
P ¨q ´ ⇡p1,öq

Tr
}TV § C expp´C0�

r
{Cq .

Using this, for every Tr P p�, "q-tree-growth, we can bound the expectation

Er|C⇢pY 1
Tp1,öq

r ,t
q X BTr|s § E

⇡
p1,öq

Tr
r|C⇢p!q X BTr|s ` |BTr|}PpY 1

Tp1,öq

r ,t
P ¨q ´ ⇡p1,öq

Tr
}TV

§ |BTr| max
vPBTr

⇡p1,öq

Tr
pv P C⇢p!qq ` C|BTr|e´C0�

r
{C .

Using the fact that Tr has p�, "q-tree-growth and using the bound of Corollary 2.7 to bound the probability
of a leaf being in the component of the root, we bound the above by

C�rp̂p1´"qr
` C�re´C0�

r
{C .

Recall that when p † pupq, �q, we have p̂ † 1{�, from which it follows that for sufficiently small �, "
and sufficiently large C0, uniformly over large r the above quantity is strictly less than 1{�, so that when
multiplied by EdnrDs † �, it is strictly less than 1. Combining this with the bound on the first term in
the expectation, we find that there exist "pp, q, �q and C0p�q such that for all r sufficiently large, we have
lim supn Er�̃i,ks † 1 as desired. ⇤
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Proof of Lemma 5.17: tail bounds. Having established sub-criticality of the dominating branching pro-
cess, we now wish to boost this to tail bounds on the number of generations, and total population of the
branching process. For this, we use the traditional random-walk exploration of a branching process. Namely,
the population beyond Z̃0 can be expressed as a sum of i.i.d.’s and we can write the active population in the
branching process beyond the first generation as the killed random walk

Z̃0 `

ÿ

i§N0

p�̃i ´ 1q , where N0 “ inf
!
j : Z̃0 `

ÿ

i§j

p�̃i ´ 1q “ 0
)
,

where p�̃iqi are i.i.d. copies from the offspring distribution of Definition 5.13. Observe that with this repre-
sentation, the total population of the branching process is exactly N0. Then, we can express tail bounds for
this branching process’s total population as

P
´ ÿ

0§j†8

Z̃j • �Z̃0

¯
§ P

`
N0 ° �Z̃0

˘
§ P

´
Z̃0 `

ÿ

i§�Z̃0

p�̃i ´ 1q ° 0
¯
.

Consider the random variable �̃i´1; its mean satisfies Er�̃1´1s § ´⌘ for some ⌘ ° 0, by the sub-criticality
established in the previous proof. Thus this is a sum of �Z̃0-many i.i.d. random variables, the sum has mean
smaller than ´⌘�Z̃0, and the increments are bounded in `8 by }dn}

r

8
. Thus,

P
´ ÿ

i§�Z̃0

p�̃i ´ 1q ° ´Z̃0

¯
§ P

´ˇ̌
ˇ

ÿ

i§�Z̃0

p�̃i ´ 1q ´ Er�̃1 ´ 1s

ˇ̌
ˇ ° ⌘p� ´ ⌘´1

qZ̃0

¯

As long as � ° 2⌘´1, by Hoeffding’s inequality, this gives

P
´ ÿ

i§�Z̃0

p�̃i ´ 1q ° ´Z̃0

¯
§ C exp

´ �Z̃0

C}dn}
2r
8

¯

as desired. ⇤

5.4. Controlling the original branching process by a sum of auxiliary branching processes. Given the
sub-criticality and tail bounds for the auxiliary branching process, we can now obtain tail bounds on the
original dominating branching process pZjqj as required by Lemma 5.15. Let us now construct a process
out of i.i.d. copies of the auxiliary branching process, that stochastically dominates the original branching
process. Let pZ̃piq

j
qj be i.i.d. copies of the branching process of Definition 5.16, with initializations Z̃p1q

0 “

Z0 and Z̃piq

0 “ }dn}
r
8

∞
j•0 Z̃

pi´1q

j
given by the total population of the previous auxiliary branching process.

In what follows, for fixed �, consider the stopping generation

� “ min
!
k :

ÿ

0§j§k

Zj ° �Z0

)
.

Let �bad,M be the event that there are at most M many bad offspring in the first � many generations of the
branching process pZjqj . The following stochastic domination is self-evident by construction.

Claim 5.18. Given the above construction, p
∞

j•0 Zjq1�bad,M ®
∞

1§i§M

∞
j•0 Z̃

piq

j
.

Given this stochastic domination, we can now establish Lemma 5.15.

Proof of Lemma 5.15. By a union bound, we have

P
´ ÿ

j•0

Zj • �Z0

¯
§ Pp�c

bad,M q ` P
´ ÿ

1§i§M

ÿ

j•0

Z̃piq

j
• �Z0

¯
.

The first probability is bounded as follows: for every � : �Z0 § n
1
2´

�
2 , we have

Pp�c

bad,M q § P
´

Bin
`
�Z0, n

´1{2
˘

• M
¯

§ Cn´�M{2 .
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The second probability above can be bounded as

P
´ ÿ

1§i§M

ÿ

j•0

Z̃piq

j
• �Z0

¯
§

ÿ

1§i§M

P
´ ÿ

j•0

Z̃piq

j
•

1

M1{M}dn}ri8

�1{M Z̃piq

0

¯

Indeed, if for every i,
∞

j•0 Z̃
piq

j
§ M´1{M�1{M

}dn}
´ri
8 Z̃piq

0 , then
∞

1§i§M

∞
j•0 Z̃

piq

j
§ �Z0. In order to

now bound the right-hand side, we use the tail bounds of Lemma 5.17 to deduce that

P
´ ÿ

1§i§M

ÿ

j•0

Z̃piq

j
• �Z0

¯
§ CM exp

´
´

�1{MZ0

CM1{M}dn}
p2`Mqr

8

¯
.

Combined with the bound on Pp�c

bad,M q, we obtain the desired result. ⇤

5.5. Tail bounds on cluster sizes, and shattering of the dynamics. We are now in a position to conclude
the proof of the tail bounds on clusters of X1

G,t
, and use that to deduce that X1

G,t
is pK,Rq-Sparse, except

with probability opn´5
q. We begin by using Lemmas 5.14–5.15 to prove the following tail bound on |A8|,

which we recall counts the number of edges exposed through the revealing process of Process 5.10.

Lemma 5.19. Fix � ° 0 and consider the revealing procedure for any initial pair pV0,A0q having |A0|, |V0|

and | pE0| all at most n
1
2´�. There exist C0pp, q, �q, rpp, q, �q in the definition of TBURN in (5.2) and pp, q, �q

such that for all t • TBURN the following holds. For all pdnqn P D�,, M • 1 and � : �| pE0| § n
1
2´�,

P
´

|A8| • |A0| ` �rp�| pE0|q

¯
§ CM exp

´ �1{MZ0

C}dn}
pM`2qr

8

¯
` Cn´�M{2 .

Proof. Define the following stopping generation

& “ inf
!
` : m`´1 ° �| pE0|

)
.

Similarly define &Z as the first ` :
∞

j§`´1 Zj ° �Z0. Under the monotone coupling of Lemma 5.14, if
&Z “ 8, then & “ 8, the indicators in the lemma are both 1, and both

p| pEj |qj § pZjqj , and |A8zA0| § �r
8ÿ

j“0

Zj ,

hold. Therefore, we obtain

P
´

|A8zA0| • �rp�| pE0|q

¯
§ P

´ ÿ

k•0

Zk • �Z0

¯
.

Lemma 5.15 then implies the desired result. ⇤
We next use Lemma 5.19 and Observation 5.12 to deduce tail estimates on the volume and radius of the

cluster in X1
G,t

containing v, when t • TBURN.

Proof of Theorem 5.1. Fix some v P t1, ..., nu, let A0 “ H and let V0 “ tvu in Process 5.10. In this case
pE0 is the set of half-edges out from v, and thus | pE0| “ dv. By Observation 5.12, for each G „ PCMpdnq, the
cluster of v in the configuration X1

G,t
, denoted CvpX1

G,t
q is a subset of Cvp!̃q, which in turn is a subset of

V pAmH
zA0q. Let C0, r be sufficiently large constants and take t • T “ TBURNpC0, rq. Then, we have

|CvpX1
G,tq| § |Cvp!̃q| § |V pAmH

zA0q| § 2|AmH
zA0| .

By Lemma 5.19 and the above, if pdnqn P D�,, there exists Cpp, q, �q such that

P
`
pG, X1

G,tq : |CvpX1
G,tq| • �r

`
�dvq

˘
§ CM exp

´ �1{Mdv

C}dn}
pM`2qr

8

¯
` Cn´�M{2 .
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Let � “ 1{4 and let M “ 200, for instance. For any fixed small " ° 0, by taking  sufficiently large, by
Fact 4.14, }dn}

pM`2qr

8
† n"{4rM ; then taking � “ npM´1q"{4M , we satisfy that �dv § n

1
2´�. Then we see

that

�rp�dvq † n" , and
�1{Mdv

C}dn}
pM`2qr

8

° n"{4M
{C .

In turn, the probability above is at most opn´24
q. Observing that PppG, X1

G,t
q : X1

G,t
P ¨q “ ECMpdnqrPpX1

G,t
P

¨qs, we can use Markov’s inequality to write

PCMpdnq

ˆ
G : P

´
X1

G,t : |CvpX1
G,tq| • n"

¯
• n´12

˙
§ n´12 ,

implying the desired result. ⇤
We next establish that the pK,Rq-Sparse property for the random-cluster configuration on G „ PCMpdnq

holds with high probability for all t • TBURN. Towards this, we introduce the following notation.

Definition 5.20. Given a graph G, a vertex subset V0, an edge subset A0, and a configuration ! on EpGq,
define VpV0,A0qp!q as the subset of vertices in V0 in non-singleton components in the boundary condition
induced by !pEpGqzA0q.

Lemma 5.21. Fix q • 1, � ° 1, p † pupq, �q, and � ° 0. Let R § p
1
2 ´ �q log� n. There exist , K as well

as C0 and r, such that for every v P t1, ..., nu for all t • TBURNpC0, rq and all pdnqn P D�, the following
holds for A0 “ BRpvq and V0 “ BBRpvq:

P
`
pG, X1

G,tq : |VpV0,A0qpX
1
G,tq| ° K

˘
§ opn´10

q .

We use Theorem 5.1 to bound the number of chances the revealing process of Process 5.10 has to re-
connect to the vertices of V0 “ BBRpvq. Intuitively, since the components of !̃ have (stretched) exponen-
tial tail bounds, the number of chances at reconnecting is of the same order as |V0|; since R is such that
|V0| § n1{2´�, the number of such connections (each possibly inducing a non-trivial boundary compo-
nent) will be dominated by an Binpn1{2`�, n´1{2´�

q random variable, yielding the desired tail bound on the
probability of this exceeding some large K.

Proof of Lemma 5.21. Fix v P t1, ..., nu and � ° 0, and any R § p
1
2 ´ �q log� n. First of all, we recall

from Lemma 2.4, that if we let � be the event that G has the p�, "q-volume-growth property, then

PCMpdnqp�
c
q § opn´10

q .

We will henceforth work on the event �. Reveal the sub-graph BRpvq on the event � (such that its volume
is at most �R) and initialize V0 “ BBRpvq and A0 “ EpBRpvqq. We apply the revealing procedure of
Process 5.10 with this initialization. Recall from Observation 5.12 that the FK-clusters of V0 induced by
!̃pEpGqzA0q are a subset of Amk

H
zA0, and the configuration !̃ satisfies !̃pAmk

H
zA0q • X1

G,t
pAmk

H
zA0q.

Thus, the sets VpV0,A0qp!̃q and VpV0,A0qpX
1
G,t

q, are subsets of VpV0,A0qpAmk
H

zA0q.
Through the revealing process of Process 5.10, for each m, the edges of Brpêm;Ac

m´1q are revealed
one at a time via the breadth-first revealing per Processes 4.4 and 4.12. Therefore, |VpV0,A0qpAmk

H
zA0q|

is at most the number of times during the revealing of Amk
H

, that a half-edge is matched up to a half-
edge belonging to a vertex that had already been discovered. For a fixed m, consider the revealing of
Brpêm;Ac

m´1q. Conditionally on a discovered edge set A the law of the next half-edge to be matched is
uniform amongst all un-matched half-edges. Thus, uniformly over the history of the revealing process up to
that point, the probability that the next half-edge to be matched is matched up to a vertex of V pAq is at most

|Amk
H

|}dn}
8

}dn}1 ´ |Vmk
H

|}dn}
8

.
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We thus obtain for a sufficiently large constant ⇤ (depending on p, q, �, r), for all L • 1,

P
´

pG, !̃q :G P �, |VpV0,A0qpX
1
G,tq| ° L

¯

§ P
´
�, |Amk

H
| ° n

1
2´

�
2

¯
` P

´
Bin

´
n

1
2´

�
2 }dn}

8
, 2n´

�
2´

1
2 }dn}

8

¯
° L

¯
.

By the bound | pE0| § }dn}
8
�R § n

1
2´

2�
3 as long as }dn}

8
§ n"˚ for a sufficiently small "˚ (which holds

as long as  is sufficiently large in �,M by Fact 4.14), we can apply Lemma 5.19 with a sufficiently large
choice of M to deduce that the first term is at most

P
´
�, |A8| ° n

1
2´

�
2

¯
§ P

´
|A8| • |A0| ` �r}dn}

8
n

�
10

¯
§ opn´10

q .

For the second term, notice that the mean of the binomial is 2n´�
}dn}

2
8

. As long as  is sufficiently large
so that }dn}

8
§ n"˚ for sufficiently small "˚ † �{4, this is opn´�{2

q. Thus, by the Chernoff bound for the
binomial (4.3), for every fixed L • 1,

P
´

pG, X1
G,tq : |VpV0,A0qpX

1
G,tq| ° L

¯
§ opn´

�L
2 ^10

q . (5.3)

Choosing L sufficiently large (depending on �), we can make the right-hand side here opn´10
q as well. ⇤

Proof of Theorem 2.12. Given Lemma 5.21, it is straightforward to deduce Theorem 2.12. Specifically,
take K sufficiently large so that the right-hand side of Lemma 5.21 is opn´10

q. By a union bound,

P
`
pG, X1

G,tq : X
1
G,t is not pK,Rq-Sparse

˘
§

ÿ

v

P
`
pG, X1

G,tq : |VpV0,A0qpX
1
G,tq| ° K

˘
§ opn´9

q . (5.4)

By Markov’s inequality,

PCMpdnq

´
G : PpX1

G,t is not pK,Rq-Sparseq ° n´6
¯

§ n6ECMpdnqrPpX1
G,t is not pK,Rq-Sparseqs ,

and the conclusion follows from the fact that the expectation on the right-hand side is exactly the probability
on the left-hand side of (5.4). ⇤

Let us conclude with a better bound in the special case of R “ 0 from Theorem 2.12; this will be applied
to establish our mixing time lower bounds for the Ising/Potts Glauber dynamics.

Lemma 5.22. Fix q, � and suppose p † pupq, �q. There exists  such that for all pdnqn P D�,, with
probability 1 ´ op1q over G „ PCMpdnq, for every v P t1, ..., nu and every ⌘ ° 0,

⇡G
`
!pEc

vq is not ⌘dv-Sparse
˘

§ C expp´⌘dv{Cq .

(Here !pEc
vq is viewed as a boundary condition induced by ! on Ev “ te : e Q vu.)

Proof. Fix a small " ° 0 and consider the following modification of the revealing process of Process 5.10.

(1) Label the half-edges of the vertex v êp1q

v , ..., êpdvq

v

(2) Perform the process of Process 5.10 with V0 “ v A0 “ A
p1q

0 :“ H, and pE0 “ êp1q

v , stopped if either
|A

p1q

m | • n" or in step 1.(a) a bad step is taken, i.e., some previously exposed vertex gets matched
with.

(3) For i “ 1, ..., dv, if êpiq

v is hitherto un-matched, set Apiq

0 to be the set of all matched edges to that
point, and run the process of Process 5.10 with V0 “ v, A0 “ A

piq

0 , and pE0 “ epiq

v , stopped if
|A

piq

m | • n" or a bad step is taken.
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Observe that in order for !pEc
vq to not be ⌘dv-Sparse, there must have been more than ⌘dv{2 many i’s for

which the revealing process gets stopped (each such i adds at most two vertices to the set Vpv,Hqp!q for
! „ ⇡G). Throughout the entire procedure described above, at most dvn" many edges are revealed, which
for " small and  large is at most n1{4. By Lemma 5.19 with M taken sufficiently large, for any fixed i, the
probability of reaching |A

piq

m | • n" is at most opn´10
q uniformly over the history of the process up to that

point. At the same time, for any fixed i, the probability of a bad step being taken for that revealing is at most

n"
¨

n1{4
}dn}

8

}dn}1 ´ n1{4}dn}
8

§ opn´1{2
q .

Putting the above together, the probability of more than ⌘dv{2 many of the i’s being stopped is at most

P
`
Binpdv, n

´1{2
q • ⌘dv{2

˘
§ C expp´⌘dv{Cq .

This in turn bounds the probability that !pEc
vq is ⌘dv-Sparse as desired. ⇤

6. CORRELATION DECAY AND MIXING TIME ON TREELIKE GRAPHS

Theorem 2.12 together with Lemma 2.2 reduce our analysis to treelike balls of radius p
1
2 ´ op1qq log� n

with K-Sparse boundary conditions. In this section, we establish sharp bounds on the rate of correlation
decay on such treelike graphs (Theorem 2.9) and bound the mixing time at these local scales (Lemma 6.7).

6.1. Rate of correlation decay in treelike graphs. To prove Theorem 2.9 we will closely follow the ap-
proach from [4], where an analogous result was proved for regular graphs (specifically see Proposition 3.3
in [4]). The key part of the extension is the use of the p�, "q-volume growth condition to enable the applica-
tion of Lemma 2.7 to all sufficiently large subsets of the graph that are trees.

Let us fix an arbitrary vertex v P V and for ease of notation set B :“ BRpvq and for each 1 § ` § R,
let Q` “ tu P B : dpu, vq • `u. For a boundary condition ⇠ on BB, similarly to Definition 5.20 denote by
VB,⇠ the set of vertices in non-trivial components of ⇠ (a component is non-trivial when it has at least two

vertices). For any u P B such that dpu, vq “ `, let u Q`
–Ñ VB,⇠ denote the event that u is connected to VB,⇠

by a path of open edges fully contained in Q`. Define the event

⌥B,⇠ :“
!
! P t0, 1u

EpBq :
ˇ̌ 
u P B : dpu, vq “ ` , u

Q`
–Ñ VB,⇠

(ˇ̌
• 2 for all 1 § ` § R

)
.

It was proved in [4] that on general graphs, the event ⌥B,⇠ controls the propagation of influence from BB to
the vertex v.

Recall that Ev denotes the set of edges incident to the vertex v.

Lemma 6.1 (Lemma 5.3 in [4]). Fix a graph G “ pV,Eq, a vertex v P V and consider the ball BRpvq; let
⇠ • ⌧ denote two boundary conditions on BBRpvq “ tw P BRpvq : dpv, wq “ Ru. Then,

}⇡⇠

BRpvq
p!pEvq P ¨q ´ ⇡⌧

BRpvq
p!pEvq P ¨q}TV § ⇡⇠

BRpvq
p⌥BRpvq,⇠q .

With this lemma in hand, we are able to provide the proof of Theorem 2.9.

Proof of Theorem 2.9. By the triangle inequality and Lemma 6.1, we have

}⇡⇠

BRpvq
p!pEvq P ¨q ´ ⇡⌧

BRpvq
p!pEvq P ¨q}TV § }⇡⇠

BRpvq
p!pEvq P ¨q ´ ⇡0

BRpvq
p!pEvq P ¨q}TV

` }⇡⌧

BRpvq
p!pEvq P ¨q ´ ⇡0

BRpvq
p!pEvq P ¨q}TV

§ ⇡⇠

BRpvq
p⌥BRpvq,⇠q ` ⇡⌧

BRpvq
p⌥BRpvq,⌧ q .

Hence, it suffices to bound ⇡⇠

B
p⌥B,⇠q for an arbitrary vertex v of G and any K-Sparse boundary condition

⇠. Fix any such v and let B “ BRpvq. Let H Ä EpBq be a set of at most L edges such that the subgraph
pB,EpBqzHq is a tree; the existence of such a set is guaranteed by the fact that BRpvq is L-Treelike. Let
Z “ td1, ..., dku be the subset of distances (from v) at which H contains at least one vertex. Observe that
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each edge of H intersects either one or two consecutive depths (distances from v) in Z and thus |Z| § 2L
since B is L-Treelike. Letting d0 “ 0 and dk`1 “ R, for i “ 0, . . . , k we define:

Fi :“ tu P B : di † dpu, vq † di`1u .

For each 0 § i § k, the graph Fi “ pFi, EpFiqq is a forest; observe that some Fi’s might be empty. For
each i, let Tij “ pTij , EpTijqq for j “ 0, 1, . . . denote the distinct connected components (subtrees) of Fi

so that Fi “
î

j•0 Tij .
For ⌥B,⇠ to hold, there must exist two sequences of simple paths � “ �0, . . . , �k and �1

“ �1
0, . . . , �

1

k

such that �i Ä EpTijq and �1

i
Ä EpTij1q with j ‰ j1 such that �i (resp., �1

i
) connects the root of Tij (resp.,

Tij1) to one of its leaves.
Observe that any simple path P between v and VB,⇠ is completely determined by an ordered sequence of

vertices from V pHq it uses and its endpoint in VB,⇠. Moreover, it is associated to a unique sequence �, and
each sequence � can in turn correspond to at most 2|V pHq|k

§ 4L
2 simple paths because there are at most

2L vertices in V pHq. Since ⇠ is K-Sparse, there are at most K choices for the endpoint of the path between
v and VB,⇠. In total, we get that there are at most 4L2

Kp2L ` 1q! possible simple paths � (this is a crude
upper bound, but it suffices for our purposes). A union bound then implies

⇡⇠

B
p⌥B,⇠q § r4L

2
Kp2L ` 1q!s2 ¨ sup

�,�1:V p�qXV p�1q“H

⇡⇠

B
p!p� Y �1

q “ 1q . (6.1)

Fix any two such paths �,�1, and consider the probability that !p� Y �1
q “ 1. The paths � and �1 are

vertex-disjoint by construction, but the events that � and �1 are open (i.e., that all of their paths are open) in
! need not be independent. To make them so, we wire all vertices at depths in the set

k`1§

i“0

tdi ´ 1, di, di ` 1u X r0, Rs .

Let ⇡̃B be the resulting random-cluster distribution. The monotonicity of the random-cluster measure im-
plies that

⇡⇠

B
p!p� Y �1

q “ 1q § ⇡̃Bp!p� Y �1
q “ 1q . (6.2)

The distribution ⇡̃B is a product measure over the Tij’s with boundary condition p1,öq in each Tij . Hence,
since � and �1 are such that for each i • 0, �i and �1

i
belong to distinct subtrees T�i , T�1

i
of the forest Fi,

and we have

⇡̃Bp!p� Y �1
q “ 1q “

kπ

i“0

⇡p1,öq

T�i
p�iq

kπ

i“0

⇡p1,öq

T�1
i

p�1

iq .

Let hi “ di`1 ´ di be the height of the trees in Fi. Then,

⇡̃Bp!p� Y �1
q “ 1q §

π

i:hi°
?
"R

⇡p1,öq

T�i
p�iq⇡

p1,öq

T�1
i

p�1

iq

Since G satisfies the p�, "q-volume-growth condition of Definition 2.3, for each subtree T�i of height at least
?
"R, for every vertex of T�i at distance at least "R from BT�i , we have |BT�i | § �hi . Hence, Lemma 2.7

implies that there exists a constant A ° 0 such that, uniformly over �,�1,

⇡̃Bp!p� Y �1
q “ 1q § A2L

π

i:hi°
?
"R

p̂2p1´
?
"qhi

“ A2Lp̂2p1´
?
"q

∞
i:hi°

?
"R hi

§ A2Lp̂2p1´
?
"qpR´4L´2L

?
"Rq

“ A1p̂2p1´p2L`1q
?
"qR ,

for a suitable constant A1
“ A1

pA,L,Kq. Plugging this bound into (6.1)–(6.2), we obtain

⇡⇠

B
p⌥B,⇠q § A1

rKp2L ` 1q!s2p̂2p1´p2L`1q
?
"qR ,
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and the result follows taking C “ 2A1
r4L

2
Kp2L ` 1q!s2. ⇤

6.2. Local mixing of the FK-dynamics. In this section, we prove the mixing time bound of Lemma 6.7 for
treelike graphs with sparse boundary conditions. We start by recalling some standard background concerning
mixing times, log-Sobolev inequalities, and the effects of random-cluster boundary conditions on these
quantities.

Log-Sobolev inequalities. For a Markov chain on a finite state space ⌦ with transition matrix P , reversible
with respect to a distribution µ, the Dirichlet form is defined for any function f : ⌦ Ñ R by

Epf, fq :“
1

2

ÿ

!,!1P⌦

µp!qP p!,!1
qpfp!q ´ fp!1

qq
2 , (6.3)

and its log-Sobolev constant is given by

↵pP q :“ min
f :Entµrf2s‰0

Epf, fq

Entµrf2s
, where Entµrf2

s “ Eµ

”
f2 log

f2

Eµrf2s

ı
. (6.4)

A log-Sobolev inequality takes the form Epf, fq • ↵Entµrf2
s for all functions f . It is a standard fact

that this inequality implies exponential convergence with rate ↵ in total-variation distance to the stationary
distribution (see, [21, Eq. (3.3)]).

Fact 6.2. Consider an ergodic Markov chain on a finite state space ⌦ with transition matrix P reversible
with respect to the distribution µ. If the chain has a log-Sobolev constant ↵ “ ↵pP q,

max
x0P⌦

}PpXx0
t

P ¨q ´ µ}TV §
1

?
2
e´↵t

´
log

1

minxP⌦ µpxq

¯1{2
,

where Xx0
t

is the chain after time t, started from initial state x0.

Boundary conditions and the FK-dynamics. Two “similar” random-cluster boundary conditions (in
terms of the wiring they induce) have similar effects on the underlying random-cluster distribution and on
the behavior of the corresponding FK-dynamics. In turn, the Dirichlet form, and log-Sobolev constants of
their corresponding dynamics should be “close” to one another. We compile here a number of definitions
and results that formalize this idea.

Definition 6.3 (Definition 2.1 from [5]). For two boundary conditions (partitions) � § �1, define Dp�,�1
q :“

cp�q ´ cp�1
q where cp�q is the number of components in �. For two partitions �,�1 that are not comparable,

let �2 be the smallest partition such that �2
• � and �2

• �1 and set Dp�,�1
q “ cp�q´cp�2

q`cp�1
q´cp�2

q.

The following lemma is then straightforward from the definition of the random-cluster measure (1.2).

Lemma 6.4 (Lemma 2.2 from [5]). Let G “ pV,Eq be an arbitrary graph, p P p0, 1q and q ° 0. Let � and
�1 be any two partitions of V , i.e., boundary conditions on G. Then, for all random-cluster configurations
! P t0, 1u

E , we have
q´2Dp�,�

1
q⇡�

1

G
p!q § ⇡�

G
p!q § q2Dp�,�

1
q⇡�

1

G
p!q .

The following corollary follows immediately from Lemma 6.4, the definition of the transition matrix of
the FK-dynamics, and Theorem 4.1.1 in [57].

Corollary 6.5. Let G “ pV,Eq be an arbitrary graph, p P p0, 1q and q ° 0. Consider the FK-dynamics on
G with boundary conditions � and �1, and let ↵, ↵1 denote their log-Sobolev constants, respectively. Then,

q´5Dp�,�
1
q↵1

§ ↵ § q5Dp�,�
1
q↵1 .

We now use the above to bound the rate of convergence to equilibrium on L-treelike balls of radius
p
1
2 ´ �q log� n.
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Lemma 6.6. Suppose G “ pV,Eq is L-Treelike. Let ⇠ be a K-Sparse boundary condition on G. For
every p P p0, 1q and q ° 0, there exists ↵0pp, q, L,Kq ° 0 (importantly, independent of G) such that the
log-Sobolev constant of the FK-dynamics on G with boundary condition ⇠ is at least ↵0.

Proof. Observe first that the FK-dynamics on any tree with free boundary condition has log-Sobolev con-
stant cp,q “ ⌦p1q. This follows from the observation that the random-cluster model on a tree with free
boundary condition is simply the product measure, where every edge is open independently with probability
p̂, and the standard fact that the entropy tensorizes over product spaces; see, e.g., [1].

Now, let H Ä E be a set of at most L edges such that pV,EzHq is a tree. Consider the tree T “ pV,EzHq

and let � be the boundary condition that includes all the connections from ⇠ and adds wirings between w
and w1 for every edge tw,w1

u P H . By Corollary 6.5, the log-Sobolev constant for the FK-dynamics on T

with boundary condition � is at least cp,q ¨ q´5pK`Lq.
The FK-dynamics on G with boundary condition � is a product Markov chain on t0, 1u

EzH
ˆ t0, 1u

H

with stationary distribution ⇡�

T
b

±|H|

i“1 ⌫i, where the ⌫i’s are independent Berppq distributions. Hence,
it follows that the log-Sobolev constant of the FK-dynamics on G with boundary condition � is at least
ĉp,q ¨ q´5pK`Lq for a suitable constant ĉp,q ° 0. Finally, we note that by Corollary 6.5, the log-Sobolev
constant on G with boundary conditions ⇠ (instead of �) is at least ĉp,qq´5pK`Lq´5L. ⇤

Combining the above, we arrive at the following bound on the rate of convergence of the FK-dynamics
on treelike graphs with sparse boundary conditions.

Lemma 6.7. Consider an L-Treelike graph G “ pV,Eq with a K-Sparse boundary condition ⇠. For every
p P p0, 1q and q ° 0, there exists ↵0 “ ↵0pp, q, L,Kq ° 0 such that

max
x0P⌦

}PpXx0
t

P ¨q ´ ⇡⇠

G
}TV §

1
?
2
e´↵0t

´
log

1

minxP⌦ ⇡⇠

G
pxq

¯1{2
.

Proof of Lemma 6.7. This follows by combining Lemma 6.6 and Fact 6.2. ⇤

7. PROOF OF MAIN THEOREM

Given the estimates proven in the preceding sections, we can now prove our main result, Theorem 1.6.

7.1. Proof of main theorem: upper bound. We begin with the proof of the upper bound.

Proof of Theorem 1.6: upper bound. Fix q ° 1, � ° 1 and p † pupq, �q. (It suffices to consider � ° 1
since lim�Ó1 pupq, �q “ 1, and if � • �1, then D�1, Ä D�,.) Let R “ p

1
2 ´ �q log� n, where � ° 0

is a small constant we choose later. For K and L fixed positive constants, " P p0, 1{2q and t • 0, let
�t “ �tpL,K, �, ", �q be the subset of (multi)graphs on n vertices with degree sequence dn given by:

�t “ tG : G is pL,Rq-Treelike, has p�, "q-volume growth

and PpX1
G,t is pK,Rq-Sparseq • 1 ´ n´5

u .

By Lemmas 2.2 and 2.4, as well as Theorem 2.12, for every � P p0, 1{2q and " P p0, 1{2q, there exist
constants pp, q, �, �q, Lp�q, Kpp, q, �, �q, and T pp, q, �q such that if pdnqn P D�, then PCMpdnqp�

c

T
q “

op1q . Hence, it suffices for us to prove that the mixing time of the FK-dynamics on any G P �T is Oplog nq.
Fix any G P �T . Let ppXx0

t
qt•0qx0 be the family of FK-dynamics initialized from all possible configu-

rations x0, coupled via the standard grand coupling for the FK-dynamics; i.e., using the same clock rings
and the same uniform random variables to make the edge updates while running the chain from different
initializations. Recall that this coupling is monotone when q • 1 so that for every t • 0, if Xx0

t
§ Xy0

t
, then

Xx0
t1 § Xy0

t1 for all t1
• t. Using the standard fact that the coupling time provides a bound on the mixing

time (see e.g., [48]), by a union bound over the edges, it suffices to show that under this grand coupling,

P
`
X1

T̂
peq ‰ X0

T̂
peq

˘
§ op1{|EpGq|q for every e P EpGq . (7.1)
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Now fix any such e “ tu, vu and for ease of notation, set Bv “ EpBRpvqq and Bc
v “ EpGqzBv. Consider

two auxiliary copies of the FK-dynamics Y 1
t and Y 0

t that censor (ignore) all updates on edges of Bc
v after

time T . The censoring inequality from [55] applied to the FK-dynamics [36, Theorem 2.5] implies that
Y 1
t • X1

t and Y 0
t § X0

t for all t • 0 and thus

P
`
X1

t peq ‰ X0
t peq

˘
§ P

`
X1

t peq “ 1
˘

´ P
`
X0

t peq “ 1
˘

§ P
`
Y 1
t peq “ 1

˘
´ P

`
Y 0
t peq “ 1

˘
.

Let Hv be the set of configurations on Bc
v such that the boundary conditions they induce on Bv are K-

Sparse. (Here and throughout the paper, the boundary condition induced by a configuration !pBc
q on a set

B wires two vertices w,w1
P V pBq if they are in the same connected component of !pBc

q.) By definition
of �T and monotonicity of the FK-dynamics, we have for every G P �T ,

PpY 0
T pBc

vq R Hvq § PpY 1
T pBc

vq R Hvq § n´5 .

Therefore, PpY 1
t peq “ 1q ´ PpY 0

t peq “ 1q is bounded by

max
�1,�0PHv

”
PpY 1

t peq “ 1 | Y 1
T pBc

vq “ �1
q ´ PpY 0

t peq “ 1 | Y 0
T pBc

vq “ �0
q

ı
` 2n´5

Now fix any �1,�0
P Hv. From the triangle inequality, we have

PpY 1
T`speq “ 1 | Y 1

T pBc

vq “ �1
q ´ PpY 0

T`speq “ 1 | Y 0
T pBc

vq “ �0
q

§

ˇ̌
PpY 1

T`speq “ 1 | Y 1
T pBc

vq “ �1
q ´ ⇡Gp!peq “ 1 | !pBc

vq “ �1
q

ˇ̌
(7.2)

`

ˇ̌
⇡Gp!peq “ 1 | !pBc

vq “ �1
q ´ ⇡Gp!peq “ 1 | !pBc

vq “ �0
q

ˇ̌
(7.3)

`

ˇ̌
PpY 0

T`speq “ 1 | Y 0
T pBc

vq “ �0
q ´ ⇡Gp!peq “ 1 | !pBc

vq “ �0
q

ˇ̌
. (7.4)

Observe that the chain pY 1
T`s

qs•0 may be viewed as an FK-dynamics on Bv with the boundary condi-
tion induced by �1, initialized from the (random) configuration Y 1

T
pBvq and with stationary distribution

⇡Gp!pBvq P ¨ | !pBc
vq “ �1

q “ ⇡�
1

Bv
; the analogous statement is true for pY 0

T`s
qs•0 and ⇡�

0

Bv
.

Setting T̂ “ T ` Ŝn where Ŝn “ Ĉ log n for a constant Ĉpp, q, �, L,Kq sufficiently large, since Bv is
L-Treelike and �1 is K-Sparse, we obtain from Lemma 6.7 that

ˇ̌
PpY 1

T̂
peq “ 1 | Y 1

T pBc

vq “ �1
q ´ ⇡Gp!peq “ 1 | !pBc

vq “ �1
q

ˇ̌
§ n´5;

the same bound holds for (7.4).
Finally, since both �1 and �0 induce K-Sparse boundary conditions on Bv and G is pL,Rq-Treelike with

p�, "q-volume growth, by Theorem 2.9 there exists C “ Cpp, q, L,K, �q ° 0 such that (7.3) is at most

}⇡�
1

Bv
p!pEvq P ¨q ´ ⇡�

0

Bv
p!pEvq P ¨q}TV § Cp̂2p1´C

?
"qR

§ Cp̂p1´2�qp1´C
?
"q log� n ,

where Ev is the set of edges incident to v, and we used R “ p
1
2 ´�q log� n. Setting ✓ “ p1´2�qp1´C

?
"q,

}⇡�
1

Bv
p!pEvq P ¨q ´ ⇡�

0

Bv
p!pEvq P ¨q}TV § Cp̂✓ log� n

“ Cn
´✓p1´

1
logp̂� � q

. (7.5)

Since p̂ † 1{�, logp̂� � † 0, there is some cp,� ° 0 such that the right-hand side is Cn´✓p1`cp,�q. By taking
", � sufficiently small, ✓ can be made arbitrarily close to 1, so that (7.5) is op1{nq.

Now notice that |EpGq| “ Opnq. To see this, observe that by Jensen’s inequality p
1
n

∞
v
dvq

2
§

1
n

∞
v
d2v,

and since pdnq P D�,, we also have
∞

v
d2v § p1`�q

∞
v
dv. Combining these two inequalities we find that

|EpGq| §
p1`�qn

2 . Therefore, each of (7.2)–(7.4) are op1{|EpGq|q, implying (7.1) as desired. ⇤

7.2. Lower bound on the mixing time of FK-dynamics. We now turn to proving the mixing time lower
bound of Theorem 1.6. Though the argument is a straightforward adaptation of the proof of the lower bound
in [4], given our results on p�, "q-growth of the random graph, and the exponential decay rate on random
trees from Lemma 2.7, we include the proof for completeness, demonstrating that our new results give the
requisite inputs to adapt the proof of [4].
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Claim 7.1. Fix " small. Suppose  is sufficiently large and pdnqn P D�,. With PCMpdnq-probability 1´op1q,
G satisfies p�, "q-volume growth, and there exist n1{5 vertices whose balls of radius 1

5 log� n are disjoint,
and are trees.

Proof. On the one hand, by Lemma 2.4, with probability 1´ op1q, G satisfies p�, "q-volume growth, as long
as  is sufficienlty large (depending on "). We prove the rest of the events have probability 1 ´ op1q by
repeated application of the breadth-first revealing of Process 4.6. Namely, consider the procedure where
we repeatedly take an arbitrary vertex v that has not been discovered yet, and reveal its ball of radius
R “

1
5 log� n via Process 4.6. Let vi be the i’th vertex to be selected in this procedure, and let Ai beî

j§i
EpBRpvjqq. Then, for integer m § n the probability that one of pBRpv1q, ..., BRpvmqq is not disjoint

trees, is at most

PCMpdnq

` m§

i“1

tBRpviq X Ai´1 “ H or BRpviq is not a treeu , G P p�, "q-volume growth | Ai´1

˘
.

Using the fact that G is of �, "-volume growth that we are intersecting with, the event can be rewritten as in
its first �R many matching attempts, none match with anything in Ai or any half-edge belonging to a newly
discovered half-edge of BRpviq. In any one edge matching, uniformly over what has already been revealed,
this probability is bounded by

}dn}
8
mn1{5

}dn}1 ´ }dn}
8
mn1{5

,

which, for m “ n1{5, is at most n´1{2 as long as  is sufficiently large, so that "˚pq † 1{10. As there are
at most n2{5 edges to match, the probability that no edge gets matched to an already discovered vertex, and
thus all the revealed balls form disjoint trees, is at most PpBinpn2{5, n´1{2

q ° 0q which is op1q simply by a
Markov inequality. ⇤

Fix ⌘ P p0, 1{5q to be taken sufficiently small later. For every G having n1{5 many vertices whose balls
of radius 1

5 log� n are disjoint trees, choose arbitrarily some n⌘ vertices amongst the n1{5 of Claim 7.1, and
for each vertex collect a representative edge incident to it to form the set C “ C⌘pGq. Our proof will rely on
a coupling of the restrictions of Xt,G and ⇡G to C to Berpp̂q product chains. For this, let:

‚ Xt “ Xt,G be a realization of the FK-dynamics;
‚ Yt “ Yt,G be a realization of the FK-dynamics that censors all updates in EpGqzC;
‚ ⌫ as the product measure over |C| many Berpp̂q random variables.

As before, let Y 0
t be the chain Yt initialized from the all-0 configuration.

Lemma 7.2. Let G be any graph satisfying p�, "q-volume growth for " † 1{6, and having at least n1{5

vertices whose balls of radius 1
5 log� n are disjoint trees. For every q ° 1, and p † pupq, �q, there exists

⌘ ° 0 sufficiently small such that we have the following for C “ C⌘pGq:
(1) For all T “ Oplog nq, for all t § T ,

}P pX0
t pCq P ¨q ´ P pY 0

t pCq P ¨q}TV § op1q .

(2) }⇡Gp!pCq P ¨q ´ ⌫}TV § op1q .

Proof. We start with part (1). Our aim is to show that under the grand coupling of X0
t and Y 0

t , for every
t § T “ Oplog nq, we have PpX0

t ‰ Y 0
t q § op1q. Under the grand coupling, let TT “ pt1, t2, ..., tspT qq

denote the sequence of times on which the updated edge is in C, so that spT q counts the number of updates
in C by time T . We can then bound

PpX0
t ‰ Y 0

t q § PpspT q ° n2⌘
q ` PpX0

t ‰ Y 0
t , spT q § n2⌘

q .

The first term on the right-hand side is at most the probability that PoispT |C|q • n2⌘ which is op1q by
standard tail estimates for Poisson variables. It thus suffices to work on the event spT q § n2⌘.



40 ANTONIO BLANCA AND REZA GHEISSARI

Let R :“ 1
6 log� n and let Zt be the FK-dynamics chain (coupled to Xt, Yt through the grand coupling)

that freezes the configuration on C Y pEpGqz
î

ePC
EpBRpeqqq to be all-1. Let Z0

t be the chain Zt initialized
from the configuration that is all-0 on

î
ePC

EpBRpeqqzteu (but all-1 on the frozen edges). Observe, trivially,
that X0

t § Z0
t for all t • 0. Also, observe that the updates of Z0

t are stochastically dominated by Glauber
updates on the union of 2|C| many d-ary trees pTe,1, Te,2qePC of depth R, rooted at the endpoints of the edges
of C, and each having p1,öq boundary conditions. By monotonicity of the FK-dynamics, for every t • 0,

P
ˆ
Z0
t

´ §

ePC

 
EpBRpeqqzteu

(¯
P ¨

˙
®

â

ePC

â

iPt1,2u

⇡p1,öq

Te,i
. (7.6)

For each time ti P TT , when an edge eti P C is updated, Y 0
ti

petiq is drawn from an independent Berpp̂q.
At the same time, X0

ti
petiq is drawn from Berpp̂q if the endpoints of eti are not connected in X0

ti
, which

in turn must occur if none of pTe,1, Te,2qePC have an open root-to-leaf path in Z0
t . We thus consider the

probability of this event.
Since G has p�, "q-volume growth for " † 1{6, every tree among pTe,1, Te,2qePC has at most �R many

leaves. Thus, by the stochastic domination of (7.6), and Lemma 2.7, the probability that the endpoints
of eti are connected in Z0

ti
is at most 2Cpp̂�q

R, which for ⌘ sufficiently small is Opn´3⌘
q. On the event

that tspT q § n2⌘
u, we can union bound the above probability over the spT q times in TT , to find that

PpX0
t ‰ Y 0

t , spT q § n2⌘
q is at most Opn´⌘

q “ op1q as desired.
For part (2), consider the 2|C| many d-ary trees pTe,1, Te,2qePC emanating from the endpoints of the edges

of C. Notice that if none of pTe,1, Te,2qePC have an open root-to-leaf path, then the values !pCq are condi-
tionally distributed as a product of Berpp̂q random variables, i.e., !pCq would conditionally be distributed
as ⌫pAq.

As such, the total-variation distance }⇡Gp!pCq P ¨q ´ ⌫}TV is bounded by the ⇡G-probability that one of
pTe,1, Te,2qePC has an open root-to-leaf path. By the stochastic domination

⇡G
´
!

´ §

ePC

Te,1 Y Te,2

¯
P ¨

¯
®

â

ePC

â

iPt1,2u

⇡p1,öq

Te,i
.

By a union bound, the left-hand side above is then at most
ÿ

ePC

ÿ

iPt1,2u

⇡p1,öq

Te,i
pe Ø BTe,iq ,

which the p�, "q-volume growth condition and Lemma 2.7 together show is at most 2n⌘
¨ Cpp̂�q

R. For "
sufficiently small (depending on p, q, �) this is op1q. ⇤

Proof of Theorem 1.6: lower bound. Take any n-vertex graph G having p�, "q-volume growth for " † 1{6
and with n1{5 many vertices whose balls of radius 1

5 log� n are disjoint trees. Note that by Claim 7.1, such
graphs have PCMpdnq-probability 1 ´ op1q. Take ⌘ sufficiently small per Lemma 7.2. Consider the event
A`

Ä t0, 1u
C that at least p̂n⌘

´ n2⌘{3 of the edges in C are open. Let pY sq be the (discrete-time) product
Markov chain over |C| “ n⌘ many i.i.d. Berpp̂q random variables, coupled to YtpCq via Y sptq “ YtpCq

for all t, where sptq counts the number of updates in C by time t. By item (1) of Lemma 7.2, for every
T “ Oplog nq,

PpX0
T pCq P A`

q § PpspT q ° cn⌘ log nq ` P
`
Y 0
T P A`, spT q § cn⌘ log n

˘
` op1q

§ PpspT q ° cn⌘ log nq ` max
s§cn⌘ logn

PpY
0
s P A`

q ` op1q .

(In the latter equation, we used the fact that the law of Y 0
s only depends on the sequence of times pt1, ..., tspT qq

through the number of total updates spT q.) Taking T :“ c2 log n for c ° 0 sufficiently small, the prob-
ability that spT q is more than cn⌘ log n is op1q by tail bounds of a Poisson random variable with rate
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T |C| “ c2n⌘ log n. Turning to the middle term above, by the standard coupon collector bound, for every
c ° 0 sufficiently small, sups§cn⌘ logn PpY

0
s P A`

q § op1q.
Combining the above, we obtain

PpX0
T pCq P A`

q “ op1q .

At the same time, by a Chernoff bound, ⌫pA`
q “ 1 ´ op1q and by item (2) of Lemma 7.2, then, ⇡GpA`

q “

1 ´ op1q. These two together imply that the (continuous-time) mixing time is at least T “ ⌦plog nq as
claimed. ⇤

8. HIGH-DEGREE VERTICES SLOW DOWN MIXING FOR POTTS GLAUBER DYNAMICS

Our lower bound on the mixing time of the Glauber dynamics for the Potts model in a random graph is
derived from a bottleneck argument. For the special case of the Erdős–Rényi random graph, the slow down
can be attributed to isolated stars whose central vertex has degree ⇥p

logn
log lognq. Such a star appears in the

random graph with high probability, and since it disconnected from the rest of G, the mixing time on the star
serves as a lower bound for the mixing time on the full graph. This straightforwardly gives a lower bound
of n1`⇥p

1
log logn q on the discrete-time mixing time of the Glauber dynamics; see [53, Proposition 1.8].

For more general degree sequences, especially when there exist vertices of degree !plog nq, the neigh-
borhoods of the high-degree vertices will not be isolated from the remainder of the graph, and in fact will
correspond to the denser parts of the random graph. We use the exponential decay of random-cluster con-
nectivities when p † pupq, �q to still leverage this star structure to give a lower bound on the mixing time of
the Potts Glauber dynamics on a random graph that are exponential in its largest degree.

We will work with the discrete-time Potts Glauber dynamics, which at each step selects a vertex v P V
uniformly at random, and resamples its spin �v according to the following conditional distribution:

µG,�,qp�v “ i | �pV ztvuqq “
e�

∞
pv,wqPE 1t�w“iu

∞
q

i“1 e
�
∞

pv,wqPE 1t�w“iu
, for i “ 1, . . . , q .

Proof of Theorem 1.7. Let v‹ be a vertex in G of maximum degree, and let mip�q denote the number of
vertices adjacent to v‹ that are assigned spin i in configuration �. Define the following bottleneck set:

A" :“
!
� : �v‹

“ 1,m1p�q ´ max
j‰1

mjp�q • t"dv‹
u
)
.

Our aim is to show that A" is a set of small conductance. Namely, we wish to show that there exists " ° 0
such that

�pA"q “
QpA",Ac

"q

µpA"qµpAc
"q

§ e´⌦pdv‹ q ,

where QpA",Ac
"q “

∞
�PA",�

1PAc
"
µp�qP p�,�1

q with P denoting the transition matrix of the discrete-time
Glauber dynamics.

For this, notice that we can expand QpA",Ac
"q into its contribution from transitions that exit A" by

flipping the spin of �v‹
, and those that exit A" by flipping the spin of a neighbor of v‹ in the configuration.

Hence, let

pA" :“
!
� P A" : m1p�q ´ max

j‰1
mjp�q “ t"dv‹

u
)
.

Namely, we can bound

�pA"q §

∞
�PA"

∞
q

j“2 µp�qP p�,�v‹Ñj
q

µpA"qµpAc
"q

`

∞
�P pA",�

1PAc
"
µp�qP p�,�1

q

µpA"qµpAc
"q

§
max�PA",j‰1 P p�,�v‹Ñj

q

µpAc
"q

`

µp pA"qmax
�P pA"

P p�,Ac
"q

µpA"qµpAc
"q

, (8.1)
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where �v‹Ñj is the configuration which agrees with � everywhere except on v‹ where it takes spin j.
Observe first of all, that by the spin symmetry of the model Potts model, µpA"q § 1{q and thus µpA

c
"q •

q´1
q

•
1
2 . Moreover, by the definition of the Glauber dynamics, the transition matrix P satisfies

max
�PA"

P p�,�v‹Ñj
q “

1

n
¨

e�mjp�q

∞
j
e�mjp�q

§
e�pmjp�q´m1p�qq

n
§

e´�"dv‹

n
.

Also, for every � P pA", it satisfies

max
�P pA"

P p�,Ac

"q §
dv‹

n
,

as one needs to select a neighbor of v‹ to update in order to move from � P pA" to A
c
". As such,

�pA"q §
2

n
e´�"dv‹ `

2dv‹

n

µp pA"q

µpA"q
. (8.2)

It remains to bound the ratio of the probabilities of the events pA" to A". It will be convenient to work with
the random-cluster representation of the Potts model. Let

A
RC
" :“

 
! P t0, 1u

EpGq : |te P Ev‹
: !peq “ 1u| • "dv‹

and |VEv‹
p!q| § "dv‹

{2
(
,

where we recall that Ev‹
is the set of edges incident to v‹ and VEv‹

p!q is the set of neighbors of v‹ in non-
trivial connected components in the configuration induced by !pEpGqzEv‹

q. In words this is the event that
an " fraction of the edges incident to v‹ are open, and at most "dv‹

{2 of the neighbors of v‹ are connected
to one another in the configuration outside the immediate neighborhood of v‹.

We first note that for some "pp, q, �q ° 0, with high probability under the random graph, the event
A

RC
" has high probability under the random-cluster measure ⇡. For this, observe that since ⇡ stochastically

dominates the independent edge percolation measure with edge probability p̂, and by a Chernoff bound, for
any G „ PCMpdnq

⇡Gp|te P Ev‹
: !peq “ 1u| † "dv‹

q § PpBinpdv‹
, p̂q † "dv‹

q § e´⌦pp̂dv‹ q ,

for " sufficiently small (say, less than p̂{2). By Lemma 5.22, if  is sufficiently large and pdnqn P D�,, for
every " ° 0, we have with probability 1 ´ op1q over the graph G „ PCMpdnq,

⇡Gp|VEv‹
p!q| ° "dv‹

{2q § e´⌦p"dv‹ q .

Hence, it follows from a union bound that there exists "pp, q, �q small, such that with probability 1 ´ op1q,
G „ PCMpdnq is such that

⇡GpA
RC
" q • 1 ´ e´⌦p"dv‹ q .

As such, as long as " ° 0 is sufficiently small, we can bound

µp pA"q

µpA"q
§

Ppµ,⇡qp
pA" | A

RC
4" q ` e´⌦p"dv‹ q

Ppµ,⇡qpA" | A
RC
4" qp1 ´ e´⌦p"dv‹ qq

,

where Ppµ,⇡q denotes the joint Edwards–Sokal distribution over spin-edge configurations; see [24, 38].
Now, consider a random-cluster configuration in A

RC
4" . Fixing a random-cluster configuration ! in A

RC
4" ,

we claim that the probability of A" given ! is at least the probability of the following event �", that
(1) the component Cv‹

p!q is given state 1; and
(2) amongst the vertices of

Vc

‹ :“ V pEv‹
qzpCv‹

p!q Y VEv‹
p!qq ,

the number of vertices in each state in rqs is within "dv‹
{2 of |Vc

‹|{q.
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To see this, note that on �", since Cv‹
p!q has size at least 4"dv‹

and |VEv‹
p!q| § 2"dv‹

, no matter which
state the vertices of VEv‹

p!q take, � will be such that

m1p�q ´ max
j‰1

mjp�q ° p4" ´ 2" ´ "qdv‹
“ "dv‹

.

(Here, the 4" comes from the sites in Cv‹
p!q, the ´2" comes from a worst-possible assignment of states to

sites of VEv‹
p!q, and the ´" comes from the maximal bias on the sites in Vc

‹.)
The probability of the event �", when coloring the components of ! independently, uniformly at random,

is at least 1{q (for the probability of coloring Cv‹
p!q in state 1) times

1 ´ qP
´ˇ̌

ˇBinp|Vc

‹|, 1{qq ´ |Vc

‹|{q
ˇ̌
ˇ ° "dv‹

{2
¯

• 1 ´ e´⌦p"dv‹ q .

(Here, we used a union bound over the q different states, and a Chernoff bound.) In particular, we find that
for "pp, q, �q ° 0 sufficiently small,

Ppµ,⇡qpA" | A
RC
4" q • min

!PA
RC
4"

Pp�" | !q •
1

q

´
1 ´ e´⌦p"dv‹ q

¯
.

On the other hand, the probability of pA", conditionally on A
RC
4" is bounded by the probability of the colorings

of Vc
‹ assigning at least 2"dv‹

` |Vc
‹|{q many of its vertices to some state j ‰ 1. By a union bound over the

q states, and a Chernoff bound, this has probability at most

qP
´ˇ̌

ˇBinp|Vc

‹|, 1{qq ´ |Vc

‹|{q
ˇ̌
ˇ ° 2"dv‹

¯
§ e´⌦p"dv‹ q .

At this point, we can plug the above bounds into (8.2) to deduce that for all "pp, q, �q ° 0 sufficiently small,

�pA"q §
1

n
e´⌦p�"dv‹ q .

(Notice that " sufficiently small, needed to scale as ⇥p1{pq, so that this is n´1e´⌦p�
2
dv‹ q for small �.)

Relying on the classical Cheeger bound (see e.g., [48, Theorem 7.4]), the inverse of �pA"q serves as a lower
bound on the mixing time of the Glauber dynamics for the Potts model. ⇤
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[1] C. Ané, S. Blachère, D. Chafaı̈, P. Fougères, I. Gentil, F. Malrieu, C. Roberto, and G. Scheffer. Sur les inégalités de Sobolev
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