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Behavior Trees (BT's) are high-level controllers that are useful in a variety of planning tasks and are
gaining traction in robotic mission planning. As they gain popularity in safety-critical domains, it
is important to formalize their syntax and semantics, as well as verify properties for them. In this
paper, we formalize a class of BT's we call Stateful Behavior Trees (SBT's) that have auxiliary variables
and operate in an environment that can change over time. SBT's have access to persistent shared
memory—often known as a blackboard—that keeps track of these auxiliary variables. We demonstrate
that SBT's are equivalent in computational power to Turing Machines when the blackboard can store
mathematical (unbounded) integers. We also identify conditions where SBT's have computational
power equivalent to finite state automata, specifically where the auxiliary variables are of finitary
types. We present a domain specific language (DSL) for writing SBT's and adapt the tool BehaVerify
for use with this DSL. This new DSL in BehaVerify supports interfacing with popular BT libraries in
Python, and also provides generation of Haskell code and nuXmv models, the latter of which are used
for model checking temporal logic specifications for the SBT's. We include examples and scalability
results where BehaVerify outperforms another verification tool (MoVe4BT) by a factor of 100.

1 Introduction

A Behavior Tree (BT) is a high-level controller that shares similarities with a hierarchical state machine,
yet distinguishes itself by offering greater flexibility and modularity in defining behaviors. At its core, a
BT organizes various behaviors within a tree structure, where leaf nodes encapsulate distinct behaviors
and higher-level nodes define the control flow. This hierarchical arrangement facilitates the design of
complex behaviors and is both scalable and adaptable to changing circumstances or requirements.

BTs were originally created for video game development and were devised to enhance the autonomy
and realism of Non-Playable Characters (NPCs). An NPC is an entity within a video game that operates
under the control of the game’s Artificial Intelligence (AI). BT's are useful for specifying such behaviors.
The explainability and versatility of BT's have also led to their widespread adoption in areas like robotics
and Al. Accordingly, BTs have been used for a variety of tasks, such as for controlling wheeled-legged
robots [10] and bipedal locomotion robots [16], in vision measurement systems of road users [24], and the
management swarms [18,20]. Additional applications can be found in this survey [19].

As BTs continue to be adopted to address new and existing challenges in various domains, especially in
real-world, safety-critical domains such as robotics, it is increasingly important to formalize their structure
and behaviors. Such formalization is crucial for the verification of safety and liveness specifications,
ensuring the systems behave reliably and as intended under all conditions. Toward this end, we provide
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2 Formalizing Stateful Behavior Trees

a formalization we call Stateful Behavior Trees (SBTs). SBTs are a class of BT's that have auxiliary
variables and operate in an environment. The primary contributions of this work are the following.

1. We formalize a novel class of models we call SBT's that operate in an environment and have global
variables stored in persistent shared memory.

2. We demonstrate equivalence of SBT's to Turing Machines and Finite State Automata under syntactic
assumptions, which is of critical importance for model checking BT's.

3. We present a domain specific language (DSL) for writing SBT's implemented in an entirely reworked
software tool called BehaVerify [25].

4. We compare the entirely reworked BehaVerify [25] to MoVe4BT [23] in different verification
examples and outperform in each; in one, BehaVerify outperformed by a factor of over 100.

2 Related Work

In this section, we discuss relevant literature, focusing on the verification of BT's and domain specific
languages (DSLs) for BT's. We highlight the contributions of this paper within these contexts.

Our Prior Work In our prior work we presented BehaVerify [25]. That version of BehaVerify [25] took
as input a Py Trees [27] object and walked the tree to create a nuXmv [5] model. The created nuXmv [5]
model was incomplete; it had composite and decorator nodes, but the leaf nodes were ‘stubs’ for the user
to fill in. The same was true of variables. The new version of BehaVerify [25] utilizes a Domain Specific
Language (DSL). It takes as input a BT specified using the DSL and produces as output a nuXmv [5]
model, a Py Trees [27] implementation of the BT, or a Haskell implementation of the BT. Crucially, the
nuXmv [5] model is now complete; there are no ‘stubs’ for the user to fill in as all the variables and leaf
nodes are fully and completely generated.

Existing Behavior Tree Frameworks To our knowledge, there are no existing DSLs for BT's, but there
are several related libraries and frameworks. [15] lists a variety of different DSLs, but we believe these
would more correctly be classified as library implementations of BT's (e.g. BehaviorTree.CPP [1] and
Py Trees [27]). PROMISE [14] is a DSL inspired by BT, but it is not a DSL for BT's. MoVe4BT [23],
which we compare against, uses an xml style for specifying BTs.

Verifying Behavior Trees There are several existing formal verification works for BT's. [2] utilizes SPOT
[12] for verification of BT's, but is limited to atomic propositions and boolean operators. Furthermore, the
examples provided seemed to take over an hour to run for very small trees. [6] does runtime verification
for a fragment of Timed Propositional Temporal Logic (TPTL), but not design-time model verification.
We compared against BTCompiler in our previous paper [25]. To the best of our knowledge, the only
other existing and available tools for model verification of BT's are ArcadeBT [17] and MoVe4BT [23].

ArcadeBT [17] is an automatic verification method for BT's that verifies safety properties by encoding
the BT using Linear Constrained Horn Clauses (LCHCs). To do this, ArcadeBT [17] includes an
implementation of BT's in C++ that can be automatically converted to LCHCs and verified using Z3 [22].
The tool has been evaluated on trees with up to 18 nodes. By comparison, our new DSL and implementation
in BehaVerify handles trees with 20000 nodes (see Section 7) and supports verification of linear temporal
logic (LTL) and computation tree logic (CTL) allowing for both liveness and safety to be verified.
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MoVe4BT [23] allows for the verification of LTL specifications over nodes, but it cannot verify LTL
specifications written as predicates over variables. In contrast, the implementation of SBT verification in
BehaVerify developed in this paper supports LTL specifications over variables and nodes. MoVe4BT [23]
supports nodes with true parallelism, while BehaVerify does not. However, Py Trees [27], a popular
implementation of BT's that BehaVerify targets, does not support true parallelism. A more detailed
comparison of the tools can be found in Section 7, including experimental evaluations that demonstrate
BehaVerify is able to verify trees 100 times bigger than MoVe4BT [23] (20000 vs 200 nodes).

BTs with State and Theoretical Foundation for Verification While not universal, it is common for
BTs to interact with memory, referred to here as a blackboard. [4] compares pure BT's (BTs without a
blackboard) to unrestricted BT's (BT's with a finite blackboard). While the unrestricted BT's are strictly
more powerful than the pure BT's, [3] points out that this violates the ‘reactive’ nature of BT's ( [3] states
“An architecture is reactive if its decision making depends only on the current state of the environment”).
Instead of using blackboards, the authors of [3] advocate for combining BT's with Stateful Components,
thereby preserving the benefits of BT's without loss of computational power. Regardless, practical major
implementations of BT's (such as Py Trees [27] and its Robotic Operating System (ROS) extension
PyTreesRos, BehaviorTree.cpp [1], and Unreal Engine [13]) all feature the blackboard. As such, there is a
practical need for a framework that addresses BT's with blackboards.

Other researchers take a different approach and treat BT's as deterministic functions with control
systems, as seen in the works by [29], [9], [28], [26], and [8], with [21] analyzing the potential of BT's as
alternatives to Controlled Hybrid Dynamical Systems. While these undoubtedly describe BT's with state,
there are crucial differences between this style and our formalization of SBT's. The issue at hand is that
‘state’ is an ambiguous term; it could refer to either memory or to the environment. For instance, it was not
assumed that pure BT's do not function in a persistent environment; rather, the assumption was that the BT
does not leverage its own persistent memory to augment its behavior. In essence, pure BT's are functional;
if presented with the same set of inputs, they will produce the same outputs. In this sense, the control
system approach utilizes pure BTs without memory; the state represents the environment rather than
memory. In contrast, SBT's consider both a blackboard and the environment. Moreover, the environment
in the control system model was fully under control of the BT. While this may be a reasonable assumption
in certain contexts, it makes it impossible to model uncertainty (such as the presence of wind for drones).
As such, our formalization allows for nondeterministic updates. This is extended to the environment,
which is allowed to change and develop according to user defined rules that can utilize nondeterminism.

Computational Power Finally, we consider the computational power of the resulting models. [7]
informally says BT's are the same as Finite State Machines (FSMs), but does not explicitly state any
assumptions, restrictions, etc. On the other hand, [4] creates a hierarchy of Teleo-reactive programs (TR),
Decision Trees (DT), BT's, and FSMs. They conclude that if you provide a TR, DT, or BT with access
to a finite blackboard that they can freely read from/write to, then they are equivalent to a FSM. Giving
a FSM access to a finite blackboard does not increase the computational power of the model, as this is
the equivalent of adding a finite number of additional states. We take this a step further and consider the
power of a SBT with an infinite blackboard (a blackboard capable of storing variables of unbounded size)
and conclude that such a model has the computational power of a Turing Machine.
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Figure 1: A BT for the Collatz conjecture (hailstone sequence) consisting of a selector node (a), a sequence
node (b), a check (c), and two actions (d, e). We use the ternary operator i?;: k to mean if i then j else k.
We use % for modulo. Tick indicates the number of times the tree has been ticked. ¢ is used to track the
number of times we have changed active nodes. Active is used to track where we are in the tree. Returns
indicates what the active node returns; a - indicates the node did not return. If a node is finished, then it
returns one of S, F, or R.

3 Behavior Tree Overview

We will utilize Figure 1 to provide an intuitive explanation of BT's. We will then provide additional details.

In Figure 1 we have a basic BT for calculating a hailstone sequence from a starting value. To calculate
such a sequence, start with a positive integer and use the following rules: if the number is even, divide by
2; otherwise, multiply by 3 and add 1. The root of the tree (a) is a selector node. As the name implies,
this node ‘selects’ a child. In this case, we want to select either ‘divide by 2’ or ‘multiply by 3 and add
1’. (b) is a sequence node; aptly named once more, this node executes a sequence, aborting if a failure is
encountered. Here our sequence is ‘number is even’ followed by ‘divide by 2’. (c¢) is a check node; it
checks if a condition is true or false. (d) and (e) are action nodes; they actually do stuff.

Our tree starts when it receives an external signal (a tick). This causes the root (a) to become active.
Execution will now, mostly, follow a depth first traversal (DFT). (a) hasn’t yet selected an option, so
it follows DFT and makes (b) active. (b) hasn’t completed the sequence or encountered a failure, so it
follows DFT and makes (c) active. (c) checks if x is even; since 6 is even it returns Success (S). (b) is
active again, but it still hasn’t completed a sequence or encountered a failure, so it follows DFT and makes
(d) active. (d) executes the action and halves the value of x and returns S. (b) is active again and the
sequence successfully finished, so § is returned. (a) is finally active again and it has selected an option, so
it returns S. The first tick is now over. The tree will now do nothing until it receives another tick. When it
does, (a) again becomes active, then (b), then (c). This time, however, X is not even, so (c) returns Failure
(F). Thus the sequence failed, so (b) returns F. (a) is now active again, but still hasn’t selected an option,
so (e) becomes active. (e) executes the action; x becomes 10 and S is returned. (a) has now selected an
option, so it returns S. The second tick is now over.

We now provide some more concrete requirements for BT's that were not covered by the example.
There must be a path from the root to every other node in the tree. Each node has exactly one parent, except
the root which has no parent. There are four possible states for nodes: Success (S), Failure (¥), Running
(R), and Invalid (/). Each node becomes / when a new tick arrives. When a node finishes executing it
returns one of S, R, or F. Finally, there are three types of nodes: leaf, decorator, and composite.

Leaf Nodes Leaf nodes are nodes that do not have any children, and they either check a condition
(check node) or do an action (action node). Check nodes return S if the associated condition is true and F
otherwise; they do not do anything else. Action nodes can perform various actions. Furthermore, they are
allowed to return S, F, or R and can utilize conditions to determine what to return. In Figure 1, (c) is a
check node while (d) and (e) are action nodes.
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Decorator Nodes A decorator node always has exactly one child. For our purposes, decorator nodes are
used to change the output of a child node without requiring the child node to be modified. Some common
decorator types are inverter, which swaps S and F, and R_Is_F which turns R into F.

Composite Nodes Composite nodes control the execution flow through a BT. There are three types of
composite nodes: selector, sequence, and parallel. The children are ordered and for convenience we will
use a left-to-right order.

1. Selector or fallback nodes, try to ‘select’ a child. A child is ‘selected’ if it returns S. Each child is
activated in order, from left to right, until one of them returns S or R. At that point, the selector
returns the same status. If every child returns F, the selector returns F.

2. Sequence nodes are identical to selector nodes, except S and F are swapped. While this is true and
useful to note, it is more practical to think of them in a more distinct manner. Sequence nodes are
used to execute a sequence to the end or a failure point. Each child is activated in order, from left to
right, until one of them returns F or R. At that point, the sequence returns the same status. If every
child returns S, then the sequence returns S.

3. Parallel nodes will not appear in this paper, but it is still important to mention them. As the name
implies, parallel nodes activate all their children simultaneously. We do not support this behavior
and neither does Py Trees [27], the Python implementation that BehaVerify targets. Instead, our
parallel nodes activate each child in order, one at a time, left to right. Unlike selector and sequence
nodes, there is no early termination condition for parallel nodes; each child will be activated. Once
all the children have returned, the parallel node consults a policy to determine what to return.

4 Formal Definition of Stateful Behavior Trees

Here we provide a formal definition of a SBT'. In service of this task, we start by defining a tree. A rooted
tree is a triple (V,r,E) such that

* V is a finite set representing the vertices of the tree.
* re&V is a vertex representing the root.

* Let VS be the set of all finite sequences vs = [vg,vi,...,V,| such that Vj k € Zs.t. (0 < jk <
n),(vj,vk € VA(vj=vr => j=k)). Thatis to say, the elements of the sequence are unique
vertices. If a and b are elements in a sequence, we will use <,>,<,> to indicate relative order of
the sequence. For example a < b means that a appears before b in the sequence.

* E:V—VSis afunction from vertices to sequences of vertices (the children). It must also meet the
following requirements

- YveV,r¢ E(v) (the root has no parent).
- W eVy#Y = E(v)NE(V')=@. Each vertex has at most one parent.

= WeVI3vo,vi,...,vn) st vo=rAv,=vAVjEZs.t. 0< j<n,vjy1 €E(v)).
There exists a path from the root to each vertex.

These conditions ensure that the tree is actually a tree.
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4.1 Stateful Behavior Tree

A SBT is a tuple (V,r,E Sspr,Ssr,Lspr,0s7) such that
* (V,r,E) is a tree.

* Sspr is a set representing the possible states of the blackboard of SBT. We discuss the implications
of this set being infinite vs finite in Subsection 4.2.

e sspr € Sspr 1s the initial state of the blackboard.
* Ygpr is a set representing the possible inputs (the environment).

* ST is the set of all functions st:V — {S,R,F.I'}. Each st € ST is a function that maps each vertex to
a status. S7 is not an element of the tuple; it arises from the elements.

o Sspr:V X ST x Sspr x Zgpr 2V ST *Sss1Here 2V *5T*Sss7 is the power set of V x ST x Sszr. The
function maps to sets to allow for the expression of nondeterminism. This function must also obey
the following:

Vv €V Vst st' € ST Vs,s' € Sspr Va € Zspr,(V ,st',s") € Sspr (v,st,s,a) =

(v=rAst(v) £l = (V' =rAs=s A\(W' eV’ (V') =I)))A
(vEr=W'eV,(V=v)vst(vV")=st'(V"))A
(V=v=rVWeEW)VveE())A
(veE(V) = st'(v) AN\

(VeE(v) = st(v)=st'(v)=st(v/)=I)A
(VeEW) =W'€eE@)st(v!) AIVV <V")

We will refer to v as the active node and V' as the next node while explaining the above. If the root
is active and not /, then we reset the status of the tree without changing anything else. In all other
cases, only the status of the active node can be updated. The next node is either the root, the child
of the active node, or the parent of the active node. If the next node is the parent of the active node,
then the next status of the active node will not be /. If the active node is the parent of the next node,
then the status of the active node and the next status of the active node are / and the status of the
next node is /. If the active node is the parent of the next node, then all children that appear earlier
in the sequence of active node’s children are not /. These rules ensure that we move through the
tree in the appropriate order.

Let [ag,ay,...] be a sequence of inputs from Xggr. Then a SBT trace is a sequence [(vo,st,50),(v1,5t1,51),-..]
such that vo=r, so=sspr, Ve V.sto(v)=1,and Vj€Z,j >0 = (vj41,5tj+1,5j+1) € Ospr (v},5},8},a;).

4.2 Translating Stateful Behavior Trees to Finite State Machines

Assuming that SBT has a finite alphabet set and a finite set of states, we will translate it into a nondeter-
ministic Finite State Machine (FSM). A FSM is a tuple (Spsy,Srsm,Lrsm,Orsm)-

e Srsy is a set of states and spgy € Spsyy 1S the initial state.
* Yrsum is a set of possible inputs.

o Spsy i Srsm X Zpsy — 257M is the transition function.
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Figure 2: Assume that f(sym,st)= (sym’,st’ dir), where f is the
transition function for the Turing Machine. Then this means that
at if the Turing Machine is in state st and reads sym from the tape
rapel =t head, it will write sym’ to the tape head, transition to s/, and move
ste=st'

himhdir the tape head according to dir. The subtree captures this behavior.
N

Update State

(sym=tape(h)/\
st=stc)1S:F

Let [ag,a1,...] be a sequence of inputs from Xrgy. Then a FSM trace is a sequence [so,s1,...] such that
so=spsy and VjEZ,j20:> S+l G(SFSM(Sj,aj).

Let SBT = (V,r,E,Sspr,Sspr,Xs87,0sp7 ). Assume Sspr and Xgpr are finite. Furthermore, let ST
be the set of all functions st : V +— {S,R,F,I} (as defined earlier). Since V is a finite set, ST is a
finite set. Then V x Sggr x ST is finite as well. Let n be the number of elements in V x Sggr x ST.
Create a one-to-one mapping BTSM from V x Sspr x ST to the integer interval [0,1,...,n — 1]. Let
Srsur:[0,1,...,n— 1] x Egpr 201111 be defined such that

Vv eV, Vs € Sspr,Vst € ST Na € Zgpr N(V,s' ;st') € Sspr (v,s,st,a)
BTSM(V s st") € Spsp (BT SM (v,s,5t),a).

Then ([0,1,...,n — 1],BTSM(r,sspr,sto),Lspr) is an equivalent FSM, where sty € ST such that Vv €
V,sto(v) =1. By translating the SBT to a FSM, we allow for verification with tools such as nuXmv [5].

Turing Complete In our translation, we assumed that Ssgr was finite. If the blackboard can store one
or more infinite variables (e.g. true integers), then Sgpr is not finite and SBT's are Turing Complete. To
see this, consider the following:

* While the ‘tape’ of a Turing Machine (T'M) is infinite, the alphabet of symbols that can appear in
each cell is finite. Assume that there are n such symbols. Then the ‘tape’ can clearly be represented
as an integer in base n where each cell is represented by a digit.

* There are finitely many states that the Turing Machine can be in. Thus, these can be enumerated
and stored using a finite integer.

* The location of the ‘tape head’ can be stored using an unbounded integer.

Thus by storing two unbounded integers and a bounded integer in the blackboard, we can fully capture the
state and tape of a TM. All that remains is to reproduce the transition function of the TM. Because the
transition function is a function from the set of finite states and finite alphabet to the set of finite states,
finite alphabet, and a tape motion (Left, Right), it can easily be captured using a BT. For each possible
input to the transition function that has a defined output, create a 3-node subtree as seen in Figure 2.
Finally, add a selector root node with the 3-node subtrees as children.

Turing Incomplete A TM that only has access to a finite tape is not Turing Complete. Similarly, if we
restrict the blackboard to storing finitely many finite variables, the SBT ceases to be Turing Complete, as
seen by the fact that a translation to a F'SM exists.
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S DSL and Implementation Details

In this section, we provide details regarding the BehaVerify DSL used to specify SBTs. The grammar
presented in Grammar 1 differs from the actual DSL (see ') for the following reasons:

1. Syntactic sugar. For example, the actual DSL allows for fixed size arrays. In practice, this
is equivalent to utilizing a large number of variables, but is more convenient (especially when
combined with some basic loop functions).

2. Visual divisions. The actual DSL uses far more pronounced visual dividers between sections (e.g., a
case result is written as ‘case { Code } result { Code, Code, ... }’). This ensures that a specification
written using the implementation is readable. However, it also injects a great deal of ‘text’ into the
grammar of the DSL, making it more difficult to parse here.

3. Other features. The actual DSL is still actively being developed for new features, many of which
are not relevant to this paper (e.g., hyperproperties). Such features were omitted.

4. Format. The actual DSL is written for use with textX [11] rather than with Backus-Naur Form.

(SBT) ::= (Enums) ;’ (Consts) “;” (BLVars) ;> (ENVVars) *;’ (Env) “;” (Chks) *;” (Acts) ;" 0
(Node) Y’ 5’ (Specs) *;’

(Status) ::= ‘success’ | ‘running’ | ‘failure’

(Code) ::= (Int) | (Boolean) | (String) | (ID) | *C (Function) ‘)’
#ID i1s used to reference variables, constants, etc

CodelList) ::= (Code) | (Code)*,’ (CodeList)

Function) ::= ‘add’ *,” (Code) °,” (CodeList) | ‘not’ ©,” (Code) | ...

(

{

(Enums) = €| “{’ (String) ‘Y’ (Enums) #¢ is the empty string
(Const) ::= (ID) “:=" (Int) | (ID) “:=" (Boolean) | (ID) ‘:=" (String)
(Consts) == €| {’ (Const) ‘}’ (Consts) #¢e is the empty string

{

Domain) ::= ‘BOOLEAN’ | ‘[* (Code) *,” (Code) ‘1’ | ‘{’ (CodeList) ‘}
#Code is used to allow constants and expressions

(CaseResult) ::= (Code) ‘7’ (CodeList) #If Case (left), then Result (right).
#Choose nondeterministically if multiple Results

(Assign) = ‘{’ (CaseResult) '}’ (Assign) | ‘{’ (CodeList) ‘}’
#Try each CaseResult until one works. Default to CodeList if all fail

(RCaseResult) ::= (Code) “?* (Status)
#Same as CaseResult but for status. Deterministic.

(RAssign) ::= ‘{” (RCaseResult) *,” (RAssign) ‘}’ | ‘{’ (Status) ‘}’

Uhttps://github.com/verivital/behaverify/blob/main/metamodel/behaverify.tx
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Statement) ::= (ID) ©,” (Assign) #Update variable ID using Assign
Statements) ::= €| ‘{’ (Statement) ‘}’ (Statements) #e is the empty string

Var) = (ID) *,” (Domain) *,” (Assign)

(
(
(
(BLVars) ::== €| ‘{’ (Var) ‘¥’ (BLVars) #¢ is the empty string
(ENVVars) ::= (BLVars)

(Envs) ::= (Statements)

(

Chk) ::= (ID) *,” (Code) #Code must resolve to a Boolean
#ID is the NodeType. Allows for reusage.

(Chks) ::= €1 {’ (Chk) ‘¥ (Chks) #¢ is the empty string

(Act) ::= (ID) *,” (Statements) (RAssign) (Statements)
#ID is the NodeType. Allows for reusage.

(Acts) == €1 L’ (Act) ‘Y (Acts)  #e is the empty string

(NodeBody) ::= ‘sequence’ ‘{’ (Children) ‘}’ | ‘selector’ ‘{’ (Children) ‘}’
| ‘parallel one’ ‘{’ (Children) ‘}’ | ‘parallel all’ ‘{’ (Children) ‘}’
| ‘inverter’ ‘{’ (Node) ‘}’ | ‘X_is_Y’ (Status) (Status) ‘{’ (Node) ‘}’
| (ID) ‘:=" (ID) #Name of leaf node (left) and NodeType (right)

(Node) ::= (ID) ,” (NodeBody)

(Children) ::= ‘{’ (Node) ‘}’ | ‘{’ (Node) ‘}* (Children)

(Spec) ::= ‘LTL” ‘{’ (Code) ‘}’ | ‘CTL’ ‘{°’ (Code) ‘}’ | ‘Invar’ ‘{’ (Code) ‘}’
(Specs) ::= €| (Spec) (Specs)  #e is the empty string

Grammar 1: Representation of BehaVerify DSL with slight changes. We avoid defining basic types
such as Int or ID (a letter followed by letters or digits).

Note that both Grammar 1 and the actual DSL allow for nonsensical statements (e.g. (add, 1, 'dog")).
It is possible to create a grammar to exclude such cases, but the practical implementation proved both
cumbersome to maintain and slow in practice. Instead, we made a semantic checker for basic type
checking along with other cases not covered by the grammar structure (e.g. ensuring that identifiers are

unique). Listing 1 is an example of how Grammar 1 would be used to create the SBT in Figure 4.

Listing 1: A basic example of a SBT specified using Grammar 1

;3 //no enumerations or constants

{x, [(neg, 1), 5], {0, 1}};

// "Bl var x, nondeterministically initialized to O or 1
{y. {0, 1}, {(eq, x, 0) ?2 0} {1}};

//"Env var y, initialized to 0 if x is 0, otherwise 1
{y, {(Ceq, y, 0) ?2 1} {0}};//between ticks , swap y value
{cN, (geq, (add, x, y), 3)};
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3

//"declare check cN, checks if x+y is more than
{aN1, {x, {(add, x, 1)}}, {success}}

//"declare action aNl, adds 1 to x (; only on last action)
{aN2, {x, {(sub, y, 1)}}, {success}};

//"declare action aN2, set x to y-I

{a, sequence {{b := aNl}{c := cN}{d := aN2}}};

//"Mtree structure

;//no specifications

Specifications The user may write specifications for the SBT using Linear Temporal Logic (LTL),
Computational Tree Logic (CTL), or using Invariants over first order logic with standard connectives (and,
or, etc.). In the case of LTL and CTL, temporal functions may be used that are otherwise unavailable. We
provide a brief overview on LTL, as we use it in Section 7 to specify the desired outcomes and confirm
that they occur (or provide a violation).

LTL operates on traces (sequences of states). Let tr = [so,s1,52,...] be a trace for a FSM. When
considering such a trace, time ¢ refers to s;. In general, we are interested in whether an LTL formula is
true for the entire trace; this is the same as asking if the LTL formula is true at time 0. Below we provide a
minimal Grammar 2 and then an overview of the presented functions and some syntactic sugar.

(LTL) :: ={a) #First Order Logic Formula
| = (LTL) | {LTL) v (LTL) #Boolean operators; in practice we allow more operators
| OULTL)) | (LTL))% ((LTL))  #Temporal operators next and until

Grammar 2: Minimal LTL Grammar.

O(¢) (next) is true at time ¢ if ¢ is true at time 7+ 1.

(¢1)% (¢2) (until) is true at time ¢ if 3¢” such that r < ¢” and ¢, is true at t” and V¢’ such that
t<t'<t”, ¢ is true at ¢’.

1 , ) (strong release) is true at time ¢ if J¢” such that 1 <¢” and ¢, is true at ¢ and V¢’ suc
M (strong release) is t tt f 3" such that t <t” and t t#” and V¢’ such
that £ <t' <¢”, ¢ is true at ¢’

O(¢) (globally) is true at time 7 if V¢’ such that r <¢’, ¢ is true at time .

O(¢) (finally) is true at time 7 if 3¢" such that 7 <¢’, ¢ is true at time 7’.

6 Fastforwarding Execution

Recall the example execution in Figure 1. The execution presented was intuitive and clear, but also
highlighted a clear drawback: it took 14 time steps to complete 2 ticks in a 5 node tree. This is not ideal
for verification. The total encoding, presented in our previous paper [25], was created to address this
issue. The experiments conducted in [25] clearly demonstrated the performance concerns associated with
stepping through nodes one at a time and demonstrated that the total encoding is an effective method
by which to mitigate this. However, that encoding required the user to edit the resulting model by hand:
an arduous task requiring not only expertise in nuXmv but in how BehaVerify encoded the model. We
have now addressed this issue (the user need only provide a specification file; everything else is handled
automatically) and will explain our solution below.
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Fastforwarding and a review of the total encoding The goal is to handle the entire tick in one step,
rather than stepping through each node one at a time. To that end, the total encoding represented the
status of each node as a function of other nodes. This is shown in Figure 3. Both the encoding and the
process of automatically creating the total encoding were part of our prior work. However, our prior
work required the user to manually handle the creation of functions such as userp in nuXmv, along with
creating appropriate variable updates in nuXmv. These limitations were the result of:

1. A lack of a DSL. Our prior work handled existing Py Tree objects to create the tree. Unfortunately,
this was not conducive to specifying how leaf nodes behave.

2. The complexity of variables in a total encoding. Suppose the variable x is O at the start of the tick
and 1 at the end; what value of x does the function userc use?

This is where our new work comes into play. The user uses our DSL to specify leaf nodes, defining what
status they return and how they change variables, and BehaVerify takes that information and automatically
creates an improved total encoding allowing for the fastforwarding of execution, complete with variable
updates and functions for leaf nodes, no additional input from the user required. BehaVerify resolves the
issue with variables through the use of variable stages. Each variable has at least one stage. For each
possible update to a variable, an additional stage is created representing the variable after the update. Thus,
the number of stages a variable has is equal to the number of possible updates to that variable during a
single tick plus one. This can be seen in Figure 4. Each stage describes the value of a variable during a
portion of the tick; BehaVerify tracks which stage the variable is in and references the appropriate stage in
other functions, thus resolving the issue posed above.

Specification Writing We found that fastforwarding often simplifies specification writing. Consider
Figure 4. Suppose we want to write that during each tick, (d) returns S (note that this specification is false;
during the first tick (d) is /). With fastforwarding, this can be written as an invariant condition, namely
status(d)=S. If we are not using fastforwarding, we must write this using LTL

O(status(a) =1 = ((status(a) =1)% (status(d) =S))).

This specification is far more complicated, because we now have to define the duration of a tick. In this
case, we accomplish this task by realizing that since (a) is the root, the tick ends when (a) returns. As
such, this specification says that it is always the case that if (a) is /, then (a) will stay / until (d) returns S.

Note that sequential properties can also be written with fastforwarding, though may require a little
more forethought. For instance, suppose we want to specify that (b) eventually returns S and until that

* act is a function that describes if a node is active or not during a given tick.
status is a function that describes the status of a node during a given tick.

s act(A)2 T, act(B) =act(A), act(C) Zact(A) A(status(B) =S)

F if status(B) =FVstatus(C)=F
Figure 3: . status(A)é 1 status(B) status(C)
g R if status(B) =RV status(C) =R

(L) 3 node tree.

(R) total encoding.
Note: x?y:z means * Let userp be a function specified by the user that depends on variables and

if x, then y, else z. outputs a status. Then status(B) = act(B)userg(vars) 1.

S if status(B) =S Astatus(C)=S

 Let userc be a function specified by the user that depends on variables and
outpus a status. Then status(C) = act(C)?userc(vars):1.
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Tick 1 1 1 1 1 2121222 2 2 2 Initial Between Ticks
t 0112|314 |5[6|7|8[9|10]| 11|12 x0€{0,1} =10=021:0
Active |a|b|a|c|a|a|blafc|a|d| a | a =X0=0001 [a]
Returns | - | S| -|F|F|-|S|-|S|-] S| S| -
X o(1 {111 (1}(22(2|2}1 1|1
ojofojofoj1jrjrfrjy1ry1ry11]0
Tick | 1|2 Figure 4: Here x is a blackboard variable and y is an environment variable (an input).
E ? g The input changes between ticks, so y; does not appear in the tree. The upper table
~TFETS shows what stepping through the tree one node at a time would look like. The lower
4 715 table shows what fastforwarding looks like. The tree itself includes stage subscripts that
X |0 |1 |Were added for readability; the user would normally create a tree without knowledge of
x; | 1 | 2 |the stages, as BehaVerify handles stage creation. Note that when fastforwarding, the
x, | 1|1 |valueof x; is set to that of x; if (d) does not execute. Furthermore, note that the value
0 | 1 |of x at the end of the tick (x,) is the value of x at the start of the next tick (xg).
110

happens, (c) does not returns S. Since (b) occurs before (c) in the tree, this specification can be written as
status(c) # S status(b) =S. The reverse, namely that (c) eventually returns S and until that happens (b)
does not return S, is slightly trickier. One might be tempted to write status(b) # S status(c) =S, but this
accepts the case where (b) and (c) both return S for the first time on the same tick. To account for this,
one should use .7 instead of %/ . In general, this example illustrates the point well; it is entirely possible
to describe sequential events when writing specifications for fastforwarded execution, but one must be
mindful of the structure of the tree. Finally, it is important to note that some sequential specifications are
trivially true, and their verification is not a major objective for BehaVerify. For instance, if (b) and (c) are
both active during a tick, then because (b) is before (c) in a depth first traversal of the tree, node (b) was
active before node (c). BehaVerify does generate a list of nodes in order of depth first traversal; if one
wishes to confirm such specifications, they may consult this order.

Optimizations An immediate concern raised by introducing stages is how this effects model size. After
all, if we went from storing a single variable with 10 states to storing 3 variables with 10 states each, then
the model is now spending 1000 states on this single variable. Fortunately, through optimizations, we can
generally avoid this issue. Specifically, if a variable update is deterministic, then the stage is a function of
the previous stage and doesn’t increase the model size. Furthermore, even if an update is nondeterministic,
we can sometimes avoid an increase in model size. Consider a very simple model with one variable, x,
which is updated nondeterministically twice per tick. Then, without optimizations, we would have three
stages xp, x1, and x», and each stage would increase the size of the model. Here xg is the value of x at the
start of the tick, x; the value after the first update, and x; the value after the second update. Note that the
next value of xg is the current value of x». This is true for all variables; the next value of stage 0 is equal to
the current value of the last stage. Furthermore, each other stage depends only on current values. In this
example, since nothing depends on the value of x, other than the next value of xo, we can safely remove
the last stage and simply make it so the next value of xq is the value that x, would have been assigned. It
is important to note that if a user writes a specification that checks the value of x at the end of a tick, this
optimization would change the result; we detect such cases and automatically disable the optimization for
the variable. Furthermore, if another variable or node depends on the value of x;, this optimization would
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f=min(999,
f+1)

fi=min(999,
I+

S

F=0?S:F[F=178F|[f =27S:F|[f =37S:F|[f=475:F]

[[=07S: A =175:F|[[=27S:F|[[=37S:F|[[=475:F]

Figure 5: Left is original, right is reworked for MoVe4BT. Number of nodes is counted using right tree
(10 in this case). f is the size of the ‘biggest fish’ so far. Each check returns S if the f is equal to its
number and F otherwise. If any check returns S, the left half of the tree returns S and f is incremented.

change the result and would therefore be disabled. In such cases, we can instead try to combine the 0
stage with the 1 stage using a similar process, with similar caveats. We can attempt this with the first and
last stage of each variable.

7 Verification Results for Stateful Behavior Trees

Here we present formal verification results and include comparisons to MoVe4BT [23] that demonstrate
BehaVerity scales significantly better in the size of the tree and overall state space. Additionally, we present
an interesting example demonstrating that BehaVerify is capable of finding complex counterexamples.
All results were generated on a Dell Inc. OptiPlex 7040 with 64 GiB of Memory with an Intel i7-6700
CPU @ 3.40GHz with 8 cores. The code used and instructions for reproducing the results are available 2.

We note here that BehaVerify takes a specification file written using the DSL and produces a nuXmv
model. The timing results for BehaVerify are based solely on the time it takes nuXmv to run on the
generated model. We do not include the time it takes for BehaVerify to generate the nuXmv model. This
is because we wanted to compare our encoding to that of the competing tool, MoVe4BT, and we felt this
was best demonstrated through a comparison of the model checking aspect. However, we also note that
the compile times do not meaningfully change the outcome of the results; compiling the simple robot
experiment takes fractions of a second even with a 30 by 30 grid and the same is true for the bigger fish
experiment with 1000 nodes.

Scaling Tree Experiment: Bigger Fish The bigger fish experiment (see Figure 5) scales the tree while
the blackboard and environment are unchanged. f is an integer between 0 and 1000 inclusive and is
initially 0. The upper limit was increased for the tests on 10000 and 20000 nodes. We intended to verify
O(O(f=n)) (variable attains and maintains a value), but MoVe4BT does not support LTL specifications
over variables; you are restricted to checking the statuses of nodes. We modified the tree and created
a node (named MoVedBT Check) to check the value of the variable (see Figure 5 for details). We then
tried to verify O(CJ(MoVedBT Check=S)). In BehaVerify, this specification states that eventually, during
each tick the check returns S. However, because MoVe4BT does not utilize fastforwarding (see Section 6
for details), MoVe4BT interprets this to mean that eventually the check is always active, which is false.
We instead had to settle for verifying ((MoVedBT Check=S). This means that instead of verifying that
the variable attains the value and maintains it, MoVe4BT only verifies that it attains it. It is crucial to

Zhttps://github.com/verivital/behaverify/tree/main/REPRODUCIBILITY/2024_FMAS_SBT
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—+— BehaVerify on Original Tree
40 --&- BehaVerify on MoVe4BT Tree

—+ MovedsT Figure 6: Time to verify ¢(O(f=n)) (original) and
O(f=n) (changed) where n is the number of nodes
minus 5. Starting at 250 nodes total, MoVe4BT ran
for over a minute, producing a blank screen with
no results; we interpret this as a timeout. We ran
BehaVerify with 10000 and 20000 nodes, taking
8.20 and 32.32 seconds. At 200 and 20000 nodes,
BehaVerity reported 196 and 19996 reachable states.
BehaVerify reports similar runtimes for both trees.
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Figure 7: Top right is the original, bottom is reworked
for MoVe4BT. The robot (blue) traces the shown path to
capture each flag (gray). The flags appear one at a time, in
order. The starting position of the robot is nondeterministic.
The location of each flag is also nondeterministic. (x,y) is

the robot location, (x,,v.) is the current flag location.
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stress that BehaVerify is capable of verifying the original condition; in fact, we include timing results for
both the original and new condition. Figure 6 shows BehaVerify scales well with tree complexity, while
MoVe4BT does not. The specification is true. If the model is changed so it is false (by removing a leaf in
the chain), both tools produce a counterexample.

Scaling Blackboard Experiment: Simple Robot The simple robot experiment (see Figure 7) scales
the blackboard while the tree is constant. A robot on a n by n board tries to reach a goal. Once reached, a
new goal is generated. We verify that eventually 3 goals are reached. The experiment scales by increasing
n from 2 to 30 in increments of 4. We compare to MoVe4BT for this experiment. MoVe4BT has no
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—+— BehaVerify on Original Tree A
501 .-a- BehaVerify on MoVe4BT Tree 3
—¥— MoVedBT

‘ Figure 8: Time in seconds to verify that finally, there
40| are no remaining goals: O(RG =0). Our tool ran on
i both the original tree and the changed tree. Starting
‘ at a 22 by 22 grid, MoVe4BT ran for over a minute
and then produced a blank screen; we interpreted this
as a timeout. At 18 by 18, BehaVerify reported about
219 reachable states. At 30 by 30, BehaVerify reported
about 222 reachable states.
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. Figure 9: The target (gray) is able to avoid the drone (blue) by circling a
- tree (green) that obstructs vision but not movement. The target’s initial

@ position and movement are nondeterministic; the drone’s are not. Note

that this was a counterexample generated by nuXmv from the generated

':. model.

concept of an environment so the environment has to become part of the BT. Furthermore, MoVe4BT
cannot assign values to variables nondeterministically; instead MoVe4BT nodes can nondeterministically
choose one of S, R, F, and a single accompanying ‘program’ with updates. Thus to achieve the effect of
nondeterminism, we had to use a series of nodes. Each node could nondeterministically choose to change
the value or not. Thus the tree is more complex and also grows in size with the blackboard. Finally, we
had to introduce an extra node (called MoVe4BT Check) so that MoVe4BT could verify the condition at
all. Refer to Figure 7 for a visual comparison of the trees. See Figure 8 for timing results.

Moving Target Experiment For this experiment, a drone is searching for a mobile target on a grid.
The drone has limited vision, which is further obscured by trees (the trees do not prevent movement).
We conduct two experiments for this setup: one where the target can move every 5 turns and one where
the target can move every 10 turns. When the target can move every 10 turns, we verify that eventually
the drone finds the target. When the target can move every 5 turns, we generate a counterexample (see
Figure 9). In both cases, the specification being verified is that we eventually ‘see’ the target. Given the
complexity of encoding the simple robot environment for MoVe4BT and the fact that this experiment is
more complex and nondeterministic, we did not attempt to recreate it in MoVe4BT.

Reasoning About Results We believe fastforwarding (see Section 6) is the main reason BehaVerify
outperforms MoVe4BT. Based on the traces that MoVe4BT produces, we believe that MoVe4BT jumps
from leaf to leaf during execution. This provides a performance boost over stepping through every
single node in the tree, but it is not enough. Consider the bigger fish experiment. With 20000 nodes,
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there are 19997 leaf nodes. During the first tick, 2 leaf nodes will be active. During the second tick,
there will be 3. Finally, there will be 19996 active leafs. Thus, MoVe4BT would have to step through
2434419996 =199,930,005 leaf nodes resulting in a very long trace. By comparison, the BehaVerify
trace would have less than 20000 states. Next, we consider the simple robot experiment, where changing
the tree had a huge impact. This is because MoVe4BT does not support nondeterministic variable
assignments; as such we had to create a series of nondeterministic nodes. Thus instead of having one
nondeterministic update for x and one for y, we had n—1 for each. This caused the number of total states
to jump from 273 to 289 while the number of reachable states was relatively unchanged. The changed tree
is close to a worst case scenario for BehaVerify; many variable updates, all of them nondeterministic.
Even in this worst case scenario, BehaVerify significantly outperformed MoVe4BT.

8 Conclusions and Future Work

We introduced and formally defined SBT's and demonstrated they are Turing Complete under certain
assumptions. We presented a DSL for specifying SBT's implemented in BehaVerify. Our experiments
demonstrate BehaVerify can complete a verification task on a tree with 20000 nodes in the time that
MoVe4BT, a different verification tool, verifies a property on a tree with 200 nodes, demonstrating two
orders of magnitude scalability improvement. Potential future work includes improving our encoding of
array variables, developing a graphical user interface for the creation of SBT's, visualization of counterex-
amples provided by nuXmv, general performance improvements, and expanding support for unbounded
variable types in nuXmv for bounded model checking (BMC).
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