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Cai et al. present a method, WEST, for
detecting the spatial domain with spatial
transcriptomics data. WEST exploits the
idea of ensemble learning to integrate the
embeddings from multiple deep learning-
based methods to improve performance.
WEST provides a new perspective for
improving the performance of the existing
methods.

e WEST identifies spatial domains in spatial transcriptomics
datasets

e By incorporating ensemble learning, WEST offers robust
performance and generalizability

e WEST outperforms existing methods in direct benchmarking

e We provide open-source Python code and tutorials
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MOTIVATION Spatial transcriptomics has spurred the development of many analytical approaches for inte-
grating spatial and expression information. These methods often process the data differently, yield different
results when applied to the same datasets, and may not be appropriate to use in every scenario. In order to
develop a more generalizable approach, we developed WEST, an ensemble method for identifying spatial
domains in spatial transcriptomics datasets that integrates the strengths of multiple approaches in order
to provide robust, generalizable performance.

SUMMARY

Spatial transcriptomics is a groundbreaking technology, enabling simultaneous profiling of gene
expression and spatial orientation within biological tissues. Yet when analyzing spatial transcriptomics
data, effective integration of expression and spatial information poses considerable analytical
challenges. Although many methods have been developed to address this issue, many are platform
specific and lack the general applicability to analyze diverse datasets. In this article, we propose a
method called the weighted ensemble method for spatial transcriptomics (WEST) that utilizes ensemble
techniques to improve the performance and robustness of spatial transcriptomics data analytics.
We compare the performance of WEST with six methods on both synthetic and real-world datasets.
WEST represents a significant advance in detecting spatial domains, offering improved accuracy
and flexibility compared to existing methods, making it a valuable tool for spatial transcriptomics data

analytics.

INTRODUCTION

Spatial transcriptomics technologies have witnessed remark-
able advancements in recent years, enabling the joint profiling
of gene expression and precise location at single-cell resolu-
tion.”™ The increasing availability of commercial platforms
underscores the growing significance of spatial transcriptom-
ics in biological studies.®>® Spatial transcriptomics offers both
unique opportunities and challenges.” In contrast to single-
cell or bulk sequencing techniques, which may compromise
the spatial structure of tissues during preparation, spatial tran-
scriptomics stands out by reconstructing spatial domains,
providing valuable biological insights.”® These spatial do-
mains prove instrumental in unraveling interactions among
various organs or understanding how distinct tissue compo-
nents respond to diverse microenvironments, particularly in
the examination of samples with multiple organs.®'° Despite
its potential, effective integration of spatial information with
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gene expression data remains a complex and ongoing
challenge.

Recently, several studies have utilized unsupervised deep
learning-based methods to overcome this challenge. Hu et al.
introduced SpaGCN, " which implements a graph convolutional
network as the main structure of the model and uses
unsupervised deep embedding'? to get a lower dimensional
embedding that integrates the spatial and gene expression infor-
mation and get the clustering results simultaneously. Ren et al.
introduced SpaceFlow, ' which uses Deep Graph Infomax'* to
encode the spatial and gene expression information. It exploits
a contrastive learning strategy to learn the encoder, where the
original graph is considered the positive sample, and the graph
with random node permutation is considered the negative sam-
ple. Xu et al. developed Spatial Embedded Deep Representation
(SEDR),"® which implements a variational graph autoencoder'®
as the main structure, along with a masked self-supervised
learning framework to integrate spatial and gene expression
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Figure 1. A summarized workflow of WEST

(A) WEST ensembles the embedding from multiple methods by calculating the ensemble similarity.

(B) A toy example of how to calculate the weight for one method.

information on a low-dimensional embedding space. Adaptive
Graph Attention Auto-encoder for Spatial Transcriptomics,
(STAGATE),"” developed by Dong et al., exploits graph attention
autoencoder'® to learn a latent representation. Xu et al. intro-
duced a customizable deep learning framework for spatial tran-
scriptomics (DeepST),'® which uses a complex autoencoder
structure. Itinserts a graph autoencoder into a denoising autoen-
coder to combine both the processed gene expression informa-
tion and the spatial information.

While these methods have impressive performance in various
datasets, it is also clear that further improvements can be made.
Due to the difference in the structure of each algorithm, they inte-
grate the gene expression and spatial information in different
ways. During our experiment, we find that each method has its
own strengths and weaknesses in different situations. To this
end, we introduce a method called the weighted ensemble
method for spatial transcriptomics (WEST), which tries to incor-
porate the strengths of different methods to improve model
performance by integrating the embeddings from each method.
By testing our method on both synthetic data and real data
generated from different platforms, including 10X Genomics Vis-
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ium, spatial transcriptomics (ST), and sequential fluorescence
in situ hybridization (seqgFISH), we show that our method is
more robust and accurate compared with other existing bench-
mark methods.

RESULTS

Overview of WEST

WEST utilizes the idea of weighted nearest neighbors (WNNs)>°
to integrate the embeddings from various existing deep learning-
based methods to enhance performance. The workflow of WEST
is illustrated in Figure 1A. The main idea of WEST is to construct a
similarity matrix that measures the similarity between each pair
of two spots using the embeddings from multiple methods.
Initially, WEST calculates the similarity score for the embeddings
of each method, denoted by 6(i,j) for method /, where i and j
represent two arbitrary spots on the tissue. Then, for spot i,
WEST calculates a weight for method /, denoted by w;(i).
Figure 1B presents a toy example to illustrate the calculation of
the weight for one method at one spot. For method 1 and spot
i, denote the average of its K nearest neighbors in method 1’s
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embedding space (marked in blue) as iy (marked in yellow). For
spot i’s K nearest neighbors in other embedding spaces (marked
in brown), consider their corresponding embedding learned by
method 1 (marked as brown in embedding 1). Then calculate
the similarity score between the spot i and the average of its cor-
responding neighbors, denoted by 6;(i.i)). Since (i, ;) measures

the similarity between spot i and its neighbors, the ratio % can
I\l

be used to compare the embedding quality between method 1
and method /. The weight for method 1 at spot i is calculated
as the sum of the aforementioned ratios to each method. The
final similarity matrix is calculated using a weighted summation
of the similarity of each individual method. The similarity matrix
can be used for multiple subsequent analyses, like spatial
domain detection, spatial network construction, and pseudo-
trajectory inference. The similarity matrix can also be converted
to new embedding using multidimensional scaling for further
diverse analyses.

Due to the generally high cost of deep learning-based methods,
ensembling excessive methods dramatically increases the
computational burden. Besides, from our experiments, we find
that the performance of the spatial domain identification shows a
very limited improvement after combining more than two methods.
Hence, in the real data analyses, we only test the performance of
WEST, which integrates two methods, and present the best perfor-
mance results. The individual methods are implemented in parallel
to save computation time if the computation resource allows. In
contrast, the computation time for the ensemble step is negligible
compared with the ensembled methods. Since the input of WEST
is the embeddings from different methods, whose dimension is
usually under 100, the computation time is not much affected by
the dimension of the data.

Application on the simulated data

To assess the performance of WEST, we applied it to several
simulated datasets featuring various shapes. For the simulated
dataset with a square shape, we consider an idealized situation
where the tissue has a square shape containing six distinct spatial
domains (Figure 2A). For the simulated dataset with an annular
shape, we consider an idealized situation where the tissue has
six distinct annular spatial domains (Figure 2B). The spots within
each domain are randomly sampled from the tissue following a
uniform distribution. As a further simplification, we assume that
each spatial domain is filled with only one cell type, which is the
source of variation of gene expression patterns. While these as-
sumptions cannot fully describe the complexity of biological var-
iations, the simplicity of the resulting spatial structure is ideal for
evaluating spatial domain detection methods. The expression
level of every gene is generated from a Negative Binomial distribu-
tion with different means in different domains. Based on that, we
vary the dispersion of the distribution and generate 10 replications
for each dispersion. More details about the simulation setting can
be found in the STAR Methods.

We compare the performance of WEST with SpaceFlow, '®
SpaGCN,"" SEDR,'® DeepST," STAGATE,"” and Leiden.”’
Among the aforementioned methods, Leiden exploits only the
gene expression level of each spot and can be considered the
baseline of the subsequent comparisons. We utilize the adjusted
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rand index (ARI)*” to evaluate each method’s clustering perfor-
mance. To make a fair comparison, in all subsequent analyses,
the input data of all the methods come from the same prepro-
cessing, and the parameters of every method are set to be the
default value. Figure 2 shows the visualized result of each
method on one replication. The results indicate that WEST
achieves the highest ARI score and performs the best in detect-
ing the spatial domains among all methods tested. Notably, due
to the similar gene expression means of domains B and D (4 and
3, respectively), STAGATE struggles to differentiate between
these two domains and clusters them as one. Conversely, while
DeepST can distinguish between domains B and D, it is unable to
separate domain E from domain F, which has gene expression
means of 8 and 6, respectively. By integrating the two methods,
WEST leverages the strengths and mitigates the weaknesses of
each, accurately identifying all spatial domains and outperform-
ing all individual methods.

The WEST results shown in Figure 2 and all subsequent
analyses are the results that ensemble the two best-performing
methods due to the high computation cost and limited
improvement with more than two methods. To further test the
performance of WEST, we also implement WEST with different
combinations of methods and different numbers of methods.
The detailed results can be found in Figures S4 and S5. Since
the performance of WEST highly depends on the methods it
ensembles, in some cases, the performance of WEST is not as
good as that of other methods. However, we found that the
performance is always better than that of the ensembled
methods, which indicates that WEST can be considered an extra
step that is able to improve the current performance. The
detailed results of other combinations are presented in the
supplemental information.

Application on human dorsolateral prefrontal cortex
tissue

To evaluate the performance of WEST in real datasets, we
analyze a publicly available 10X Genomics Visium dataset
obtained from the human dorsolateral prefrontal cortex
(DLPFC) study.® The data contain the expression levels of
33,538 genes on 12 DLPFC slices from three neurotypical adult
donors at ~55 um resolution. In the original study, each sample
is manually segmented into seven parts based on cytoarchitec-
ture and selected gene markers, including six cortical layers from
layer 1 (L1) to layer 6 (L6) of the human DLPFC and white matter
(WM). The rest of the spots are annotated as “not known.” Fig-
ure 3A shows the H&E image of one slice as an example, and
the manually annotated spatial domains are shown in Figure 3B.
The annotation reveals a laminar pattern for all the parts on all
slices, following the order of WM to L6 to L1. We use the manual
annotation as the ground-truth spatial domain to evaluate the
performance of our method and compare it with six existing
methods, including Leiden, SpaceFlow, SpaGCN, SEDR,
DeepST, and STAGATE. As before, we use the ARI to quantify
the accuracy of each method.

Figure 3C shows the boxplot of the ARI for each method on all
the slices, and WEST has a higher ARI than the rest of the
methods on the average of all samples. The visualization of the
comparison of the performance of spatial domain detection of

Cell Reports Methods 4, 100886, November 18, 2024 3
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(A) Comparison of the performance of spatial domain identification between WEST and other methods on the squared simulation dataset.
(B) Comparison of the performance of spatial domain identification between WEST and other methods on the annular simulation dataset.

one sample is shown in Figure 3D. The detailed performance of
WEST and other methods on the rest of the slices can be found in
Figure S6 and Table S1. We present the performance of WEST
that ensembles different methods in two ways of combination.
Both of them achieve a higher ARl compared with all the individ-
ual methods. Specifically, the selected combinations show
similar properties. Both SpaGCN and SEDR are able to capture
the laminar spatial pattern but with a relatively fuzzy boundary.
On the other hand, SpaceFlow and STAGATE have a much
smoother boundary, but the detected domains are not consis-
tent with the annotated domain, especially for L4 (purple)-L6

4 Cell Reports Methods 4, 100886, November 18, 2024

(green). After ensembling them using WEST, the result absorbs
the strength from each ensembled method, which inherits the
global pattern from SpaGCN and SEDR as well as the sharp
boundaries from SpaceFlow and STAGATE, thereby outper-
forming both individual methods. Similar results can be found
in other samples as well, which are presented in the supple-
mental information.

Application on mouse brain data
We also implement WEST on two mouse brain Visium datasets?
with different scales that use different imaging methods. One
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(D) Comparison of the performance of the spatial domain identification between WEST and other methods.

uses the fluorescence image, the other uses the H&E stain im-
age. The two datasets measure the gene expression of different
parts of the mouse brain. The detailed manually annotated
spatial domain is provided in Figures 4A and 4B. Due to the dif-
ferences in the techniques used in the two datasets, the size of
the data is also different. The fluorescence image data contain
the gene expression information of 16,562 genes on 704 spots,
and there are a total of 11 annotated spatial domains. The H&E
image data contain 18,078 genes’ expression on 2,688 spots
with 17 manually annotated spatial domains.

Figures 4C and 4D present the comparison of the performance
of the spatial domain identification between WEST and the other
methods for the fluorescence image and H&E image data,
respectively. WEST ensembles SpaGCN and STAGATE for the
fluorescence image data and ensembles Leiden and SEDR for
the H&E image data. The ARI of WEST has an improvement
compared to the ensembled methods and the other individual
methods. Due to the integration of spatial information, some

small spatial domains would be overwhelmed during the spatial
smoothing process; e.g., the fiber tract (colored light gray) in the
middle of the right side of the H&E image is not detected in
SEDR. However, after ensembling the embedding of Leiden,
which does not exploit spatial information, WEST could keep
the aforementioned domain. Besides, WEST can well identify
complex spatial patterns while keeping the boundary smooth,
which makes the identified spatial domains more consistent
with the annotated domains.

Application on the mouse embryo data

To test the performance of WEST on single-cell resolution ST
data, we apply our method to a published segFISH mouse em-
bryo dataset.’ The experiment detects 351 barcoded genes
at 19,416 cells, which are assigned to 24 distinct cell types based
on single-cell references, as shown in Figure 5A. Based on the

anatomic structures and gastrulation atlas®® as the reference,

Cell Reports Methods 4, 100886, November 18, 2024 5
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Two Visium datasets of mouse brains were used to test the performance of WEST.

(A) The manually annotated domains of the mouse brain tissue with a fluorescence
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6

Cell Reports Methods 4, 100886, November 18, 2024

2000 3000 4000 5000 6000 7000 000

image.

Cortex_1
Cortex_2
Cortex_3
Cortex_4
Cortex_5
Fiber_tract
Hippocampus
Hypothalamus_1

ceececec e

Hypothalamus_2
Lateral_ventricle
pyramidal_layer
Pyramidal_layer_dentate_gyrus
Striatum

Thalamus_1

Thalamus_2

SpaceFlow (ARI: 0.54)

1000
2000
3000

> 4000
s000

6000

7000

0 1000 2000 3000 4000 5000 6000 7000
x

DeepST (ARI: 0.64)

coccascsss
seeesesessee
1000 OO0
D
2000
3000
4000
5000
6000

7000

0 1000 2000

SpaceFlow (ARI: 0.51)

3000 4000 5000 6000 7000
x

2000

4000

6000

8000

10000

2000 3000 4000 5000 6000 7000 8000

DeepST (ARI: 0.61)

2000

4000

6000

8000

10000

2000 3000 4000 5000 6000 7000 8000



Cell Reports Methods

A True Cluster Allantois
Anterior somitic tissues
Cardiomyocytes

Cranial mesoderm

Definitive endoderm
Dermomyotome

Endothelium

Erythroid
Forebrain/Midbrain/Hindbrain
Gut tube

Haematoendothelial progenitors

-3

Intermediate mesoderm
Lateral plate mesoderm
Low quality

Mixed mesenchymal mesoderm
NMP

Neural crest

® Presomitic mesoderm
Sclerotome

Spinal cord

Splanchnic mesoderm
Surface ectoderm

- At
ey it -_A??W
=~ | o 1 2
loc_x

(o] Annotated Spatial Domain Leiden (ARI: 0.17)

¢? CellPress

OPEN ACCESS

-3

-2

® Ectoderm

® Endoderm
® Mesoderm

loc_y
°

-2 -1 o 1 2

SpaGCN (ARI: 0.32)

WEST (ARI: 0.33)

STAGATE (ARI: 0.17) DeepST (0.11)

SpaGCN+SpaceFlow

L

-2

-3

Figure 5. Analysis of the seqFISH mouse embryo data
(A) The manually annotated cell types for the mouse embryo.
(B) The annotated three germ layers (ectoderm, mesoderm, and endoderm).

=2 -1 0 1 2 -2 -1 0 1 2

(C) The comparison of the performance of the spatial domain identification between WEST and the other methods.

the embryo is manually segmented into three distinct germ
layers: ectoderm, endoderm, and mesoderm (Figure 5B).

We consider the three germ layers as the ground truth spatial
domains and use ARl to evaluate the performance of WEST and
other existing methods. As shown in Figure 5C, WEST has the
highest ARl compared to other methods. Since the seqFISH
data are at single-cell resolution, and the spatial domain is anno-
tated based on the cell type, which does not exploit the spatial
information, the annotated domains are not continuous, and
parts of the different domains overlap each other. Hence, the
performance of the existing methods has an unsatisfactory per-
formance in most areas. Compared with them, WEST has the
highest ARI and identifies the spatial domains that are most
consistent with the annotated domains. It proves the generaliz-
ability of WEST for different types of datasets.

Application on human pancreatic cancer data

To evaluate the performance of WEST on the low-resolution
dataset, we performed experiments on the ST dataset for the hu-
man pancreatic ductal adenocarinoma sample.’® The dataset
provides a comprehensive view of gene expression within the
tissue, captured at a spatial resolution of 100 um per spot. The
study detects 3,913 barcoded genes at 428 spots. Based on
the H&E image, four clusters are defined—cancer region,
nonmalignant duct epithelium, stroma, and normal pancreatic
tissue—based on distinct histological features, which are pre-
sented in Figure 6A.

We regard the four histologically distinct regions as ground-
truth spatial domains and use ARI to evaluate the performance
of WEST and six other methods, as shown in Figures 6B and
6C. Due to the size of the spot in ST, the boundary of the

Cell Reports Methods 4, 100886, November 18, 2024 7
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annotated spatial domains is not smooth and not even contin-
uous at some point. Therefore, the boundary of the spatial
domains detected by the existing methods is usually over-
smoothed. WEST solves the problem by integrating the spatial
pattern from the result of STAGATE and DeepST, providing the
most consistent spatial domains with the manually annotated
domains with the highest ARI.

DISCUSSION
As the field of ST progresses, tools designed to analyze ST data

are rapidly evolving. The methodologies behind these tools span
a spectrum from time-tested statistical techniques to cutting-

8 Cell Reports Methods 4, 100886, November 18, 2024

edge deep-learning approaches.’’° Given the inherent differ-
ences in their underlying structures, different methods can yield
different outcomes even when applied to the same dataset.
Thus, we introduce WEST, which integrates the embeddings
from multiple methods, harnessing their collective strengths
while offsetting their individual weaknesses. The idea of the
ensemble method can effectively reduce the bias and variance
in each individual method and improve the generalization,
robustness, and accuracy.®'° The results indicate that WEST
is more generally applicable and outperforms individual methods
when applied to varied datasets. Furthermore, WEST is able to
integrate embeddings from spaces of any dimensionality and
map the weighted similarity matrix to a target space, ensuring
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the preservation of most of the information. This adaptability
guarantees that WEST can process a wide array of ST data,
capturing the complex structures of tissues with precision.

WEST has demonstrated superior results on both sequence-
based data (DLPFC from Visium) and image-based data (mouse
embryo from segFISH). The structures reconstructed by WEST
align closely with annotated counterparts, and the performance
from the ensembled embedding is much better than each indi-
vidual method. The foundational concept of WEST holds great
potential for integration with more embedding methods or for
exploration in diverse ST tasks. As the landscape of data anal-
ysis methods evolves, we anticipate growing relevance of our
approach.

Limitations of the study

The concept behind WEST is akin to ensemble learning, which
leverages the strengths of each individual algorithm. While
WEST can enhance performance by borrowing information
from different individual algorithms, it does not directly process
the data, which means its improvement over individual algo-
rithms depends on the performance of the ensembled methods.
Additionally, if certain methods in the ensemble perform poorly,
then the overall performance may be unsatisfactory. Essentially,
the protocol can be viewed as a weighted average of the individ-
ual algorithms in the ensemble, making the results more robust
but still susceptible to outliers.
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REAGENT or RESOURCE

SOURCE

IDENTIFIER

Deposited data

10X Genomics Visium data of human
dorsolateral prefrontal cortex

10X Genomics Visium fluorescence image
data of mouse brain

10X Genomics Visium H&E image data
of mouse brain

segFISH data of mouse embryo

Spatial Transcriptomics (ST) data
of human pancreatic cancer

Maynard et al.”
Palla et al.?®
Palla et al.”®
Lohoff et al.**

Moncada et al.®

http://research.libd.org/spatialLIBD/

https://support.10xgenomics.com/spatial-
gene-expression/datasets
https://support.10xgenomics.com/spatial-
gene-expression/datasets
https://crukci.shinyapps.io/
SpatialMouseAtlas/

https://www.ncbi.nim.nih.gov/geo/query/
acc.cgi?acc=GSE111672

Software and algorithms

WEST This paper https://github.com/JiazhangCai/WEST/
tree/main
https://doi.org/10.5281/zenodo.14004971

SpaGCN Huetal." https://github.com/jianhuupenn/SpaGCN

SpaceFlow Ren et al.™® https://github.com/hongleir/SpaceFlow

SEDR Fuetal.' https://github.com/JinmiaoChenLab/SEDR

DeepST Xu et al.™ https://github.com/JiangBioLab/DeepST

STAGATE Dong and Zhang'’ https://github.com/QIFEIDKN/STAGATE

WNN Hao et al.?° https://github.com/dylkot/pyWNN

scanpy Wolf et al.** https://github.com/scverse/scanpy

squidpy Palla et al.”® https://github.com/scverse/squidpy

METHOD DETAILS

Data preprocessing
The raw data comprises two components: the gene expression level data X e RM*Po_ which records the counts of pg
expressed genes in Ny spots, and the spatial information data § e RMe*2, which records the 2-D coordinates of all N spots. The inter-
pretation of the term “spot” varies depending on the techniques employed. For example, in the DLPFC dataset, the “spot” corre-
sponds to the location on the Visium panel, as used in the 10x Genomics technology. In the mouse embryo segFISH dataset, the
“spot” represents a detected single cell. To improve the quality of the data, we filter out genes that are expressed in less than
100 spots and spots detected in less than three genes. The number of genes and spots that remain after filtering are denoted by
p and N, respectively.

Since the distribution of cells is not uniform across the tissue, it is challenging to relate gene expression in a spot to a known refer-
ence, such as single-cell RNA or marker gene profiles.” Therefore, our analysis focuses primarily on spatial domain segmentation
rather than cell type identification, and there is no need to consider the deconvolution process in subsequent analysis.

Data embedding

We consider a set of N spatially distinct spots, indexed by i = 1,...,N. Each spot i is associated with a two-dimensional spatial co-
ordinate s; = (sj1,S2) and a p-dimensional vector of filtered gene expression levels x; = (X1, ..., Xjp). The objective of the
ensemble method is to learn an embedding function € :RN*PxRN*2—RN*9 that integrates both the spatial and gene
expression information, projecting the data into a g-dimensional space. Specifically, the embedding should capture the
underlying spatial structure of the tissue while preserving the differences in gene expression levels. In this paper, we mainly
consider five deep learning-based methods: SpaGCN, SpaceFlow, SEDR, DeepST, and STAGATE. Besides, we include
Leiden, which only exploits the gene expression information, as the benchmark. These methods output a g-dimensional embedding,
which is set at 50 as the default, as the input for WEST. The detailed setting of each method is described in the Methods Compar-
ison part.
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Ensemble embeddings
Given the embeddings from L embedding methods, denoted as e"),...,ell), WEST integrates them by constructing a weighted sim-
ilarity matrix that indicates the pairwise similarity between every two spots in the dataset. This weighted similarity matrix enables us to
create a weighted nearest-neighbor graph for clustering or an ensemble embedding for other analyses.

To construct this matrix, we first generate the K-nearest neighbor network using the embeddings {e) },L: 1, Where the value of K is
predetermined. Let X) denote the embedding space of method /. In X?), we identify the K closest neighbors of a given spot i as
knnfq, ..,knn,(,qK , where knnfg is the nearest neighbor of spot /i, and knnqu is the farthest neighbor among its K neighbors. We

then define the similarity score between spot i and spot j in X by:

! ) ! !
d(e;)7e;)> - d(e,-(),e’(()n@)
! / 1 L

A

6/(’7/) = exXpy — o 0 0 = ey
d (e,- ,ekmﬂ ) —-d (e, ,eknn’(q)

where ef') and e;’) represent for the embedding vector of spotiand;jin X7, d(-, -) represents a distance metric, which is the Euclidean
distance as the default. The similarity score 6,(i,j) is defined as the difference between the distance from spot i to spotj and its nearest
neighbor, normalized by the difference between the distance from spot i to its nearest and furthest neighbor. Then the similarity score
is scaled by the exponential kernel, which makes the score go to one when spot j is close to spot i ’s nearest neighbor and goes to
0 when spot j is far away from spot i in X,

To ensemble multiple methods while retaining the strengths of each, we define a weight function w; (i) for each method / at spot i on
the tissue, satisfying Z,L: 4w (7). WEST determines the weight function through the performance of how well the embedded data re-
veals significant clustering patterns. To compare the clustering performance between two embedding methods /4 and />, we intro-

duce the average neighbor vector in X") using the neighbor set from another method 2, denoted by &/} = & S _ 1el<(’1 ) .- We calcu-
’ wen

late the similarity score from ef") to éfﬂ‘z) in '), which we denote by 01, (i1, ). This similarity score is small when the average distance

between spot i and its K neighbors in method /, is small. We can use the ratio of 6, (i, ) to 6, (i,i,) to compare the performance of
method /1 to method /». This ratio is large if the spot i together with its K neighbors detected in method /1 show a stronger clustering
pattern than method /» in X(1). We define the weight function for method / at spot i as the softmax transformation of the ratios from all

embedding methods:
0,(i,ir)
exp { ———>—
/Z;/ P {0[(i,i/2)+6}

EZG‘XD{ 0/1 (ijh) }

h b #1q 0/1 (i7 7/2)+6

W/(I) =

where ¢is a small constant to stabilize the computation. With the weight function, we can combine the similarity score from different
methods and get a weighted similarity matrix, where its (i,j)-th entry is

L
/-1
Notably, for two different spots i and j, since the similarity score is calculated based on their neighbors respectively, (i, j) is usually
not equal to A(j,i). To make the similarity matrix symmetric, we use the average of the two-way similarity score as the final result: 6(,

J) = 3(00.)) +00.0).

Subsequent analysis
The weighted similarity matrix combines information from both methods to produce a new neighbor distance. Using this matrix, we
construct a weighted nearest neighbors graph in our analysis. This graph integrates the strengths of each method, uncovering clus-
tering patterns that would have been missed if only one method had been used. The graph can be used for various bioinformatics
analyses, including tissue segmentation, pseudo-trajectory inference, and more, without being limited by the dimensions of the
embedding space.

For example, we apply the Leiden method®® to the weighted graph for spatial domain segmentation. Furthermore, by replacing the
original graph with the constructed weighted nearest neighbors graph, we can also generate a lower-dimensional embedding using
UMAP?® or multidimensional scaling methods.*’
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QUANTIFICATION AND STATISTICAL ANALYSIS

Simulation setting
The simulation dataset includes two types of spatial structures: squared and annular shapes. Each tissue consists of six clusters. The
squared design features six square regions, while the annular design contains six annular spatial domains.

First, we generate synthetic data on a rectangular tissue with a total of 2,400 spots, randomly assigned across the entire area. This
synthetic tissue is then divided into six domains of approximately equal areas (Figure 2A). For the annular tissue, we generate syn-
thetic data on a round tissue with a total of 3,082 spots, which is then divided into six regions (Figure 2B). The first cluster is an annular
region with a radius of 2 units. The subsequent clusters are annular regions, with each region’s inner and outer radii progressively
increasing. Specifically, the second cluster spans from an inner radius of 2 units to an outer radius of 3 units, the third cluster spans
from 3 to 4 units, the fourth from 4 to 5 units, the fifth from 5 to 6 units, and the sixth from 6 to 7 units. For each cluster, the number of
spots is proportional to the area of the region. In the annular region of the first cluster, spots are uniformly distributed up to the radius
of 2 units. In the annular regions of the subsequent clusters, spots are uniformly distributed within their respective inner and outer
radius.

Next, we generate the expression levels of 400 pseudo genes, consisting of 200 signal genes and 200 noise genes. The exact count
of each signal gene at each spot is generated using a negative binomial distribution. For the six regions of the rectangular tissue, the
mean values of signal gene expression are {1,4,2,3,8,6}, while for the six regions of the round tissue, the mean values are {1,2,3,5,7,9}.
The dispersion values of the negative binomial distribution are kept the same across all clusters. We simulate five scenarios, each
with different dispersion values for the signal genes, specifically {0.1,0.2,0.3,0.4,0.5}. The noisy gene expression is generated
from a normal distribution with a mean of 0 and a standard deviation of 0.8. The visualization of the change of gene expression using
UMAP is presented in Figure S1, where the first row is for the squared simulation data and the second row is for the annular simulation
data. It indicates that as the dispersion increases, different clusters get closer to each other, and there is more overlap between
different clusters.

We compared WEST with six other popular methods on the simulated data. The visualization of the embedding learned by each
algorithm using UMAP is presented in the second and fourth rows in Figure S2. Note that Leiden’s embedding is attained by the PCA
results of the gene expression. We can see that WEST shows a more separate pattern of ensembled embedding, compared with
STAGATE’s and DeepST’s embeddings. As for the annular shape shown in Figure S3, the dispersion parameter of each domain
is set as 0.3. When WEST achieves the best performance (ARI 0.85), the clustering structure of the ensemble embedding is more
distinct. The overlap between the two clusters is less compared with the embeddings of SpaceFlow and STAGATE. The proposed
ensemble learning method can improve the methods being ensembled by leveraging the strengths and mitigating the weaknesses. In
addition to ensembling the best-performed two methods, we also show the performance of WEST ensembled by all the combinations
of two or three deep learning-based methods in Figures S4 and S5, and they outperformed the ensembled methods.

Methods comparison

We compare the performance of six popular spatial domain detection methods with WEST on synthetic and real datasets, including
Leiden, SpaGCN, SpaceFlow, SEDR, STAGATE, and DeeST, to evaluate the quality of our proposed method. Leiden is a network
community detection algorithm that clusters the data by maximizing the modularity of the constructed spatial network. SpaGCN
combines spatial and gene expression information by constructing a weighted network with attributes and uses this network as
the graph structure in the graph convolutional network to get a lower dimensional embedding. SpaceFlow transforms the spatial in-
formation into an unweighted network, where the edge between two spots represents whether they are spatially far away. Then,
SpaceFlow uses a discriminator to train a graph convolutional network and get the low dimensional embedding. Similar to
SpaceFlow, SEDR also constructs an unweighted network to present the spatial relationship of every spot to help further fit the
model. The difference is that instead of using the graph convolutional network, SEDR uses the variational graph autoencoder to
get the lower dimensional embedding. STAGATE utilizes a graph attention module to learn how much attention should be drawn
to each location when learning the embedding. DeepST constructs a complex autoencoder structure that inserts a graph autoen-
coder into a denoising autoencoder to integrate the processed gene expression and spatial information.

Among the methods we introduced above, some use the H&E stain image to assist the spatial domain detection. Since the H&E
stainimage is not always provided with the dataset, and the quality of the image is different due to the difference in the environment of
different labs, different platforms, and different techniques to be used, we do not include the H\&E image in our experiments.

During the composition, all the parameters in the algorithms are set to be the default value. To make a fair comparison, the param-
eters used for adjusting the number of clusters are set to get a number of clusters close to the annotation or ground truth (for
simulation).
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