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Abstract—Natural language querying (NLQ) is an important
research direction in both natural language processing and
database communities. Over the past few years, using modern
deep learning language generation and semantic parsing tech-
niques to translate natural language questions to SQL queries,
namely Text-to-SQL, has become a promising research topic.
Despite the many limitations of using SQL queries for searching
due to the predefined data structures and functionality of SQL
databases, few attempts have been made beyond SQL query
generation. Although there are many well-known, efficient, and
scalable NoSQL databases and search engines, such as Mon-
goDB and Elasticsearch, very little work has been devoted to
developing NLQ tools for them and exploiting their potential.
This gap motivates us to forge and explore the new research
direction of NLQ on NoSQL databases. This vision paper aims
to investigate the unique characteristics of the NoSQL database in
the context of NLQ, examine the integration of NLQ with NoSQL
databases, identify emerging research opportunities, and outline
key challenges and potential research directions. We hope to
inspire and stimulate further research investigation into adopting
NoSQL databases for NLQ tasks.

Index Terms—Natural language querying, NoSQL database

I. INTRODUCTION

Natural language querying (NLQ) is a crucial natural lan-
guage processing (NLP) task that can significantly improve the
accessibility of specialized databases to a broader audience
[1]-[5]. This task is also an important preliminary step in
many advanced research fields, such as Retrieval-Augmented
Generation [6] and Large Language Models (LLMs) [7]. Pre-
vious research has focused on one of the NLQ branches called
Text-to-SQL, concentrating on the unique challenges related
to Structured Query Language (SQL) query generation on re-
lational databases [8]-[11]. Text-to-SQL aims to automate the
process where individuals utilize natural language for querying
and searching within relational databases. Specifically, this
involves the translation of naturally phrased questions into
executable SQL queries. Such a paradigm significantly en-
hances the accessibility of various specially tailored databases,
such as Wikipedia [12], Electronic Health Records (EHR)
[13] and Spider [8], [14] to a broader audience. For example,
it is notably beneficial for professionals like doctors and
scientists who lack expertise in database management or data
structures by enabling them to access comprehensive data
and address various problems efficiently. However, there are
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some limitations, with the functional constraints of SQL being
a significant factor leading to unexpected results in various
areas, such as full-text search and handling diverse information
types. For instance, in healthcare domain, EHR data usually
includes clinical notes and key components containing various
types of patient information, such as discharge summaries
and family history. Due to SQL’s limited full-text search
capabilities, it is challenging to search within these clinical
notes using SQL queries effectively. Furthermore, SQL is in-
herently designed for static datasets, making it less effective at
integrating dynamic external knowledge, which is a capability
that is particularly valuable for users in fields like healthcare.

This problem has been effectively addressed in the industry
through the use of non-relational databases, such as Elas-
ticsearch and MongoDB, which excel at handling complex
and dynamic data formats, thereby facilitating the extraction
of more valuable information. Non-relational databases are
widely employed in scenarios requiring rapid response and
complex information extraction [15]. Particularly with the
rapid growth of the recent LLMs, building advanced NLQ
models from complex data is increasingly reliant on NoSQL
databases, which offer efficient solutions for quicker infor-
mation extraction. In our previous work, we introduced and
formulated the Text-to-ESQ task for NLQ on the Elastic-
search database, making the first exploration of performing
NLQ tasks on NoSQL databases [16], [17]. Our findings
demonstrate both the effectiveness and efficiency of this new
strategy while highlighting the significant potential to be
further explored.

There are three primary challenges in this field. First, unlike
the standardized SQL syntax, NoSQL databases come in many
different types, each with its own advanced features. Selecting
the most suitable NoSQL database for a specific task and
designing the appropriate architecture are challenges still being
explored. Second, the reliance on NoSQL queries for data
extraction poses a significant barrier for researchers who are
more familiar with the widely-used SQL syntax. The diversity
of NoSQL queries can create additional challenges in real-
world applications. For example, Elasticsearch queries tend to
be much longer than SQL queries, which can lead to issues
like long-tail generation problems. Third, the lack of training
data and public datasets limits the development of tailored
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solutions that can effectively integrate NoSQL into various
research methodologies.

This vision paper discusses the emerging opportunities of
NoSQL databases for complex information, highlights the
unique challenges, and identifies new research directions in
this highly interdisciplinary area.

II. NOSQL DATABASES

In this section, we introduce several key NoSQL databases
along with their advantages. This overview aims to provide
valuable insights for those exploring this field.

A. Overview of NoSQL Databases

The emergence of NoSQL databases has significantly in-
fluenced various industry projects, frequently surpassing tra-
ditional SQL databases in applications. This shift is largely
attributed to the advanced capabilities inherent in NoSQL
technologies. However, within the academic domain, there re-
mains a notable lack of research leveraging this evolving field
for NLQ tasks. In this section, we provide a comprehensive
overview of five prominent NoSQL databases and highlights
their unique advantages.

1) Elasticsearch: Developed by Elasticsearch B.V., it is a
robust search and analytics engine built on the Apache Lucene
library [18]. It is extensively utilized for real-time distributed
search and data analytics, providing high availability and scal-
ability. With its schema-free JSON documents and advanced
search capabilities, Elasticsearch is particularly well-suited for
full-text search, log and event data analysis, and operational
intelligence applications.

2) MongoDB: Created by MongoDB Inc., is a document-
oriented database known for its flexibility and ease of use [19].
It stores data in JSON-like BSON documents, allowing for
dynamic schemas. MongoDB excels in handling large volumes
of unstructured data, making it suitable for applications re-
quiring real-time analytics, content management, and Internet
of Things (IoT) solutions. Its horizontal scaling and high
availability features ensure robust performance and reliability.

3) Cassandra: Is an open-source project managed by the
Apache Software Foundation and a highly scalable and dis-
tributed NoSQL database designed to handle large amounts of
data across many commodity servers [20]. Its peer-to-peer ar-
chitecture and support for multi-data center replication provide
exceptional fault tolerance and high availability. Cassandra is
particularly favored for handling time-series data, real-time
analytics, and applications demanding high write throughput.

4) Couchbase: Combines the strengths of both document
and key-value stores developed by Couchbase Inc [21]. It of-
fers a flexible JSON document model with SQL-like querying,
built-in caching for sub-millisecond data operations, and full-
text search capabilities. Couchbase’s distributed architecture
ensures high performance, availability, and scalability, making
it ideal for interactive fields that require real-time data access.
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5) Redis: An in-memory key-value store renowned for its
lightning-fast maintained by Redis Labs [22]. It supports a
wide array of data structures, such as strings, hashes, lists,
sets, and sorted sets. Redis’s in-memory nature enables sub-
millisecond response times, making it perfect for caching, ses-
sion management, real-time analytics, and message brokering.
Its simplicity, speed, and versatility have made Redis a critical
component in many high-performance applications.

In conclusion, all these listed NoSQL databases represent
the forefront of modern data management solutions, each
offering unique features and advantages tailored to meet the
diverse demands of today’s data-driven tasks.

B. Differences of NoSQL Databases from SQL Databases

In the domain of database management, SQL and NoSQL
databases embody two distinct paradigms for data storage
and retrieval, each tailored to different application needs and
workloads. A clear understanding of the key differences be-
tween SQL and NoSQL databases is essential for selecting the
appropriate database technologies for a given task. This section
details the primary distinctions between SQL and NoSQL,
emphasizing key aspects of databases such as data models,
scalability, schema flexibility, and consistency [23].

1) Data Models: SQL databases are based on a relational
model, where data is organized into tables with rows and
columns. Each table has a predefined schema that defines
the structure and type of data that can be stored. In contrast,
NoSQL databases employ a variety of data models, including
document, key-value, column-family, and graph models. These
models offer greater flexibility, allowing for the storage of
unstructured or semi-structured data. Document databases, for
instance, store data in JSON-like formats, which can vary from
document to document within the same database.

2) Schema Flexibility: SQL databases enforce a rigid
schema, where the structure of the data must be defined
before data entry. Any changes to the schema require migra-
tion processes, which can be complex and time-consuming.
NoSQL databases offer more flexible schema capabilities,
allowing for the storage of data without a predefined structure.
This flexibility makes it easier to accommodate evolving data
requirements and supports agile development practices.

3) Scalability: SQL databases scale vertically, meaning
they require more powerful hardware to handle increased data
loads [24]. This vertical scaling can become costly and may
eventually reach hardware limitations. NoSQL databases, on
the other hand, are designed to scale horizontally. They can
distribute data across multiple servers, allowing them to handle
large volumes of data traffic by adding more nodes to the
cluster, which provides greater scalability and fault tolerance.

4) Consistency: SQL databases prioritize Atomicity, Con-
sistency, Isolation, and Durability (ACID). properties to ensure
reliable transactions and consistency of data [25]. This strict
consistency model is essential for applications requiring pre-
cise and accurate data handling. NoSQL databases often fol-
low the theorem Consistency, Availability, Partition Tolerance
(CAP) and may sacrifice strict consistency for availability and
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partition tolerance. Many NoSQL systems implement eventual
consistency, where updates propagate to all nodes over time,
making them suitable for applications where absolute real-time
consistency is not critical.

In real-world applications, many fields require more flexible
databases. For example, Electronic Health Records (EHR) data
in healthcare often cover unstructured data, such as clinical
notes and discharge summaries, and don’t fit neatly into
predefined formats [26]. Some areas, like COVID-19 vaccine
data, require rapid response and dynamic management due to
the large volume of data being updated daily [27]. Other fields,
such as legal documents, need different structures for storage
[28]. The growing complexity and volume of data have out-
paced the capabilities of traditional SQL databases [29]. These
challenges also extend to data access and retrieval, creating
opportunities to explore the potential of NoSQL databases and
adopt them for more effective solutions in handling complex
problems, such as NLQ for automatic information retrieval.

III. NEW OPPORTUNITIES FOR NATURAL LANGUAGE
QUERYING ON NOSQL DATABASES

A. Why NLQ for NoSQL is Different?

Three key aspects make NLQ on NoSQL databases transfor-
mative compared to NLQ on SQL databases for information
retrieval.

First, the flexibility of NoSQL databases allows NLQ to
handle diverse types of information within a single database,
such as key-value pairs, document stores, column-family
stores, and graph data formats [30]. This capability supports
the management of semi-structured or unstructured data, en-
abling NLQ to address more complex real-world problems.
For example, in healthcare, where tasks frequently involve
the integration of numerical data with descriptive information,
NoSQL databases streamline the process by eliminating the
complexity found in existing approaches that require handling
different data types separately and subsequently linking the
results [31]. This greatly simplifies the architecture for tasks
involving multiple data formats.

Second, using NoSQL query languages tailored for JSON
documents facilitates seamless integration with other advanced
data processing frameworks, such as Hadoop [32], [33]. These
approaches significantly enhance the speed of processing large
datasets, break through traditional limits, and allow the NLQ
to deal with problems that need huge computing resources.
This is a critical requirement for the preliminary step in many
advanced research fields like preparing training data for LLMs
[34]. Additionally, it plays a crucial role in real-life events such
as COVID-19 prevention and control, due to the large number
of patients and the complexity of the information that needs
to be processed [35].

Third, the dynamic nature of NoSQL databases offers sig-
nificant advantages for emerging tasks that involve evolving
data, such as medical histories or online learning in LLMs.
Unlike the rigid table structures of SQL, NoSQL databases can
easily accommodate changes, enabling support for real-time
online learning. This adaptability allows NLQ task models to
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continuously learn and update with new data in real time, a
critical requirement for these applications.

B. Transformative Applications

With the above advantages, this emerging field is poised
to drive innovation across various domains due to its crucial
role in data preprocessing. Below are key areas expected to
be most significantly impacted by this new strategy.

1) Information Retrieval: Many previous information re-
trieval approaches have primarily focused on SQL databases,
retrieving standard information from tables by searching
through indexes or column names [36]. The strategy of
natural language querying on NoSQL databases presents an
innovative solution to handle unstructured or semi-structured
data, providing a user-friendly solution for navigating and
extracting insights. Unlike traditional SQL databases that
apply a uniform schema, NoSQL databases offer flexible,
schema-less structures that make the extraction processing
more efficient, it also enables NoSQL databases to handle
diverse data types, facilitating their use in more complex and
realistic applications.

2) NLQ for Multi-modal Data: NLQ for semantic searching
on multi-modal data plays a critical role in retrieval systems
[37]. Beyond traditional text and structured data, modern
applications generate vast amounts of unstructured content,
such as images and videos. By incorporating image and video
captions as textual metadata into NoSQL databases, NLQ
can be extended to facilitate rich semantic searches across
multiple modalities. This approach enables users to retrieve
visual content based on specific contexts described in natural
language queries. For instance, a user could search for videos
of “sunsets over mountains” or images of “people at a concert”
using NLQ, leveraging the contextual captions stored within
the database. NoSQL’s flexibility in handling diverse data
formats, combined with the NLQ, allows for a more intuitive
and accurate search experience, bridging the gap between text-
based queries and non-textual content, thus offering a more
dynamic way to interact with multi-modal datasets.

3) Large Language Models Finetuning: NLQ plays a cru-
cial role in fine-tuning LLMs because it allows people to
interact with the data in a more intuitive manner with-
out requiring complex programming or processing. NLQ on
NoSQL databases benefits fine-tuning by providing flexibility
in handling diverse unstructured data, enabling more efficient
training on large-scale datasets. Adopting NoSQL databases
for NLQ to support the fine-tuning of LLMs requires a
completely new architectural design [38] and benefits the
whole processing by two crucial points. Unlike traditional SQL
databases, the new strategy allows seamless integration with
other big data processing techniques, significantly improving
the accuracy of data extraction and the overall efficiency of the
fine-tuning pipeline. Furthermore, NoSQL databases offer a
variety of data formats that can be utilized directly, eliminating
the need for extensive preprocessing of data processing.
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IV. UNIQUE CHALLENGES

Despite the numerous advantages of applying NLQ on
NoSQL databases for various tasks, some unique challenges
still need to be addressed. These challenges are distinct from
those encountered with traditional methods for SQL databases,
requiring novel approaches to address them effectively.

First, selecting appropriate NoSQL databases is challenging
since unlike relational databases that follow a standardized
query language, NoSQL databases come in diverse structures
(e.g., key-value stores, document stores, column-family stores,
or graph databases) and use different query languages or APIs.
Each type has its own strengths and weaknesses, which require
careful evaluation during selection for intended tasks. It is
essential to select a NoSQL database that aligns well with
the needs of the specific NLQ task, particularly in terms of
data structure and scalability. Overcoming this challenge will
ensure the selected database can effectively handle natural
language processing and query translation tasks for NLQ.

Second, handling complex data structures in NoSQL
databases presents a significant challenge for NLQ. NoSQL
databases often handle unstructured or semi-structured data,
which can have complex nesting, hierarchical relationships,
or varying schemas. Translating natural language into queries
that can navigate these complex structures requires advanced
capabilities. The NLQ system must be able to accurately
interpret user intent and map it to the appropriate data model,
which can be both intricate and non-trivial due to the diversity
and complexity of the data formats. Therefore, it requires
robust and advanced algorithms to ensure that the queries
are generated accurately and that the data is finally correctly
retrieved from these complex structures in NoSQL databases.

Third, natural language queries are inherently ambiguous,
as users often use different keywords, synonyms, or fuzzy
terms to express their needs, which complicates the task
of translating these queries into accurate queries in NoSQL
databases. Unlike SQL databases, which operate with struc-
tured queries, NLQ on NoSQL databases must accommodate
this variability and support advanced search features such as
keyword expansion, synonym handling, and fuzzy matching.
The flexibility of NoSQL databases allows multiple ways to
achieve similar query outcomes, resulting in numerous similar
results. This introduces complexity into the final analysis and
increases the risk of errors. Implementing these features re-
quires sophisticated NLP algorithms and seamless integration
with NoSQL database search capabilities, which may not be
inherently supported.

V. FUTURE RESEARCH DIRECTIONS

Given that NLQ on NoSQL databases is a novel paradigm
of NLQ, it holds substantial potential for future research and
applications. Below, we highlight several areas where it could
advance current methodologies and drive new innovations.

A. Training Task-Specific NLQ Models on NoSQL Databases

Many existing models are developed and trained specifically
for NLQ tasks on SQL databases, but they often perform
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poorly on NLQ tasks on NoSQL databases due to the latter’s
complex and varied data formats. However, performance can
be significantly improved by adapting and training these mod-
els on the tailored specific tasks of NoSQL data and queries
for querying hierarchical structured data or extracting infor-
mation from document-based databases. Therefore, a potential
direction is to develop and train the task-specific models for
NLQ on the NoSQL databases to enhance task performance.
Traditional NLQ models on SQL databases struggle with
handling complex data structures and processing tasks. This
new NLQ paradigm offers potential opportunities for improved
accuracy and efficiency in diverse NoSQL environments.

B. Leveraging LLMs for NLQ on NoSQL Databases

LLMs possess the ability to understand complex natural
language queries in NLQ tasks, allowing users to interact with
databases without requiring proficiency in specific database
queries or syntax. Moreover, LLMs can understand the intent
behind the query, identify key entities, relationships, and con-
ditions from the natural languages, and translate natural lan-
guage inputs into NoSQL queries. Therefore, leveraging LLMs
for NLQ on NoSQL databases offers a promising research
direction, with the potential to improve user accessibility and
efficiency in interacting with NoSQL databases. Key areas
of investigation include evaluating the capability of LLMs
to manage complex queries involving nested conditions and
multiple entities, as well as examining how NoSQL schema
design impacts the performance of NLQ tasks. Understanding
these aspects will be crucial in optimizing LLMs-driven NLQ
on NoSQL databases.

C. Knowledge-Guided NLQ Task

Incorporating domain-specific knowledge into NLQ tasks
is crucial in improving query accuracy and relevance. One
potential direction is to build knowledge-guided NLQ systems
that leverage external knowledge bases to inform the query
interpretation process, enabling the system to better understand
and disambiguate complex queries [39]. This approach will
be particularly valuable in domains with rich and specialized
vocabularies. Traditional NLQ systems might struggle to deal
with different formats of user intent and reorganize them. NLQ
on NoSQL databases with specific knowledge can directly
extract information from multiple data types and form the
knowledge base in different formats like tree diagrams or
graph databases to support the query generation.

D. NLQ Enhanced Retrieval Augmented Generation (RAG)

Typically, LLMs generate responses for the user input based
on the information they were trained on. RAG enhances
this process by incorporating an external knowledge base to
improve the quality of the generated responses. To achieve
this, it is essential to use high-quality external data, which
may come from diverse data sources and cover multiple
formats. A major challenge is how to perform a relevancy
search to extract pertinent information. Unlike traditional rule-
based approaches, which often face difficulties with diverse
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and unstructured data, NLQ on NoSQL databases offers an
effective way to address this challenge by translating natural
language queries to database queries for retrieving high-
quality, precise data. This new strategy in data retrieval not
only enhances query accuracy but also lays a solid foundation
for further steps in RAG, such as enriching LLMs’ prompts
with additional context. By utilizing the accurate and relevant
data retrieved from NoSQL databases, subsequent generation
processes in LLMs can benefit from more reliable input,
leading to enhanced overall performance in applications that
require dynamic and real-time data processing.
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