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Plenoptic Point Cloud Compression Using Multiview
Extension of High Efficiency Video Coding
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Abstract—Plenoptic point clouds are more complete

representations of three-dimensional (3-D) objects than
single-color point clouds, as they can have multiple colors
per spatial point, representing colors of each point as seen
from different view angles. They are more realistic but also
involve a larger volume of data in need of compression.
Therefore, in this paper, a multiview-video-based framework
is proposed to exploit the correlations in color across different
viewpoints to compress plenoptic point clouds efficiently. To
the best of the authors’ knowledge, this is the first work to
exploit correlations in color across different viewpoints using a
multiview-video-based framework. In addition, it is observed that
some unoccupied pixels, which do not have corresponding points
in plenoptic point clouds and are of no use to the quality of the
reconstructed plenoptic point cloud colors, may cost many bits.
To address this problem, a block-based group smoothing and a
combined occupancy-map-based rate distortion optimization and
four-neighbor average residual padding are further proposed
to reduce the bit cost of unoccupied color pixels. The proposed
algorithms are implemented in the moving pictures experts group
(MPEG) video-based point cloud compression (V-PCC) and
multiview extension of High Efficiency Video Coding (MV-HEVC)
reference software. Compared with the V-PCC independently
applied to each view direction, the proposed algorithms can
provide a BD-rate reduction of over 70%.

Index Terms—Multiview extension of high efficiency video
coding, plenoptic point cloud, point cloud compression, rate
distortion optimization, video-based point cloud compression.

1. INTRODUCTION

POINT cloud is a set of three-dimensional (3-D) points
that can be used to represent a two-dimensional (2-D) sur-
face embedded in 3-D space. Each point has a spatial position
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(x,y,2) and a vector of attributes such as colors and material
reflectance. In this paper, we assume the attributes are colors rep-
resented as (R, G, B) tuples in RGB color space. Point clouds
can be used in many applications involving the rendering of 3-D
objects. For example, the point cloud is a better technical choice
than the 360-degree video for virtual reality because it can sup-
port 6 degrees of freedom (DoF) rather than 3 DoF [1]. It can
also be used in 3-D immersive telepresence due to its capability
to reconstruct 3-D objects [2]. For a more thorough review of
point cloud applications, refer to [3].

Point clouds can be divided into single-color point clouds
and plenoptic point clouds depending on the number of colors
per point. Single-color point clouds are simple yet sometimes
unrealistic since colors of real-world objects may vary signif-
icantly along with the change of viewpoints. Plenoptic point
clouds [4] are more complete representations of 3-D objects
than single-color point clouds, as they can have multiple col-
ors per spatial point, representing colors of each point as seen
from different view angles. They are more realistic but also in-
volve a larger volume of data. For example, for a static plenop-
tic point cloud with 13 views captured by 8i using the camera
plus depth sensors, it has approximately three million points
per frame. With each point represented by 12 x 3 = 36 and
13 x 8 x 3 = 312 bits for the geometry and colors, respectively,
a static plenoptic point cloud is as large as 124 MB (MB) with-
out compression. For a dynamic plenoptic point cloud with 30
frames per second, the bitrate without compression is as high as
3.7 GB (GB) per second. Therefore, there is an urgent need to
compress plenoptic point clouds efficiently.

Both the geometry and colors of plenoptic point clouds need
to be compressed. Many methods [5]-[11] have been used to
compress the geometry of plenoptic point clouds as it is the
same as that of single-color point clouds. Among them, the oc-
tree and the trisoup have been adopted by the moving pictures
experts group (MPEG) geometry-based point cloud compres-
sion (G-PCC) [11]. A patch-based projection method [12] has
been adopted by the MPEG video-based point cloud compres-
sion (V-PCC) [11].

In terms of colors of plenoptic point clouds, there are mainly
two groups of methods designed to compress them. The first
group is based on a combination of the region-based adap-
tive hierarchical transform and the Karhunen-Loe¢ve transform
(RAHT-KLT) [13]. In the RAHT-KLT, the RAHT exploits cor-
relations in color in the spatial dimension while the KLT ex-
ploits correlations in color across different viewpoints. For
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correlations in the spatial dimension, it has been shown in [14]
that the RAHT is less efficient in characterizing the correlations
than the V-PCC for dense point clouds especially in lossy sce-
narios. For correlations across different viewpoints, the colors
may be similar for some points while they can be quite different
for the other points. The wide distribution of colors across view-
points may make the KLT less efficient for each specified point.
In addition, the RAHT-KLT has not taken the temporal correla-
tions of dynamic plenoptic point clouds into consideration.

To overcome the limitations of the RAHT-KLT, the second
group of plenoptic point cloud compression methods is based
on the V-PCC. In [15], the V-PCC has been extended to support
plenoptic point cloud compression. The V-PCC is applied to each
view direction independently to exploit correlations in color in
the spatial domain. However, as the color correlations across
multiple viewpoints are not utilized, its coding performance is
quite limited. To the best of the authors’ knowledge, no report to
date has used a video-based solution to exploit the correlations
across different viewpoints to compress colors of plenoptic point
clouds.

In addition, there are many unoccupied pixels in the projected
videos under the V-PCC framework, which can cost many bits
but are of no use to the qualities of reconstructed point clouds.
Two groups of methods have been designed to handle those un-
occupied pixels in the temporal dimension. One method tried to
reduce their bit cost through pixel-based group smoothing [16]
due to the high correlations in the temporal dimension. However,
this method is unsuitable for the view dimension, in which the
correlations are not as high as those in the temporal dimension.
The other method introduced occupancy-map-based rate distor-
tion optimization (RDO) [17] and block-level average residual
padding [18] to minimize the bit cost of the unoccupied pixels.
However, the block-level average residual padding may lead
to unsmooth residual blocks, and thus result in serious quality
degradations.

Therefore, in this paper, a multiview-video-based framework
utilizing the high efficiency of the multiview extension of high
efficiency video coding (MV-HEVC) [19] is proposed to com-
press plenoptic point cloud colors efficiently. In addition, two
methods are proposed to reduce the bit cost of unoccupied pix-
els among various patches. The contributions of this paper are
summarized as follows.

1) Using the proposed multiview-video-based framework,
we first project a plenoptic point cloud onto its bound-
ing box to generate multiple color videos. Then, we com-
press these color videos efficiently using the MV-HEVC
to utilize the correlations across various viewpoints. To the
best of the authors’ knowledge, this is the first work that
compresses plenoptic point cloud colors with a multiview-
video-based framework.

2) We propose a block-based group smoothing instead of
pixel-based group smoothing to unify the unoccupied
color pixels across the view and temporal directions to
reduce the bit cost of some unoccupied color blocks. In
this way, the unoccupied blocks have zero residues after
prediction, and thus fewer bits are spent on the unoccupied
color pixels.
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3) We propose a four-neighbor average residual padding in-
stead of the block-level average residual padding to make
the residue, which is obtained by subtracting the predic-
tion from the origin, smooth to further reduce the bit con-
sumption of the unoccupied color pixels. The proposed
four-neighbor average residual padding is combined with
the occupancy-map-based RDO to minimize the bit cost
of the unoccupied color pixels.

The rest of this paper is organized as follows. The related work
is reviewed in Section II. The proposed multiview-video-based
compression framework is described in Section III in detail. The
proposed methods to handle the unoccupied color pixels are
introduced in Section IV. Section V presents the experimental
results and detailed analysis. Section VI concludes the entire

paper.

II. RELATED WORK

In this section, the point cloud color compression methods are
reviewed, covering the single-color and plenoptic point cloud
color compression methods in subsection II-A and subsection
II-B, respectively.

A. Single-Color Point Cloud Color Compression

Single-color point cloud color compression methods can be
divided into two groups: 3-D-based methods and 2-D-based
methods. 3-D-based methods compress colors in 3-D space and
can be divided into transform-based methods and prediction-
based methods. The transform-based methods utilize the point
cloud geometry to create a geometry-aware transform, which is
then applied to colors to remove the correlations among them.
Zhang et al. [20] first proposed using the graph transform to ex-
ploit the correlations in the geometry to compress colors. Shao
et al. [21] further introduced a group of graph transforms with
different Laplacian sparsities and selected one for each local
block. In addition, Queiroz and Chou [22] proposed the Gaus-
sian Process Transform (GPT) which is essentially the KLT of
the Gaussian process to compress colors. Although these meth-
ods lead to a good compression performance, a complex eigen-
problem needs to be solved to derive the transform, which sig-
nificantly increases the encoder and decoder complexities. To
address this problem, Queiroz and Chou [23] introduced the
RAHT to compress colors to obtain a better balance between
the complexity and the performance. The RAHT was essen-
tially a wavelet transform [24] weighted by the octree cell occu-
pancy. The RAHT has been adopted by the G-PCC [11] because
it shows a good trade-off between the compression efficiency
and the complexity. Recently, Chou et al. [25] proposed a vol-
umetric approach that generalizes the RAHT to higher orders
to compress attributes. In addition, Gu et al. [26] proposed a
geometry-guided sparse representation to compress colors.

In addition to transform-based methods, prediction is a com-
mon way to decorrelate signals. Cohen et al. [27] introduced
a 3-D intra prediction method using neighboring reconstructed
point colors to predict those of the current point. Shao et al. [28]
proposed decomposing a point cloud into two slices and intro-
duced intra prediction to predict them separately. These methods
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divided point cloud colors into multiple blocks and performed
intra prediction block by block. In addition, Mammou et al. [12]
introduced a layer-based structure and used point cloud colors
with coarse granularity to predict those with fine granularity.
A lifting scheme was further proposed in [29] to improve its
performance. This method shows a good performance and sup-
ports both lossy and lossless compression, and thus, it has been
adopted by the G-PCC [11]. During the standardization process,
several reports focus on deriving a better layer-based structure
using the kd-tree [30] or the neighboring information [31].

In 2-D-based coding methods, a single-color point cloud is
first projected onto single-view images or videos [32] and then
compressed using image or video compression standards such as
Joint Photographic Experts Group (JPEG) or H.265/HEVC [33].
A variety of methods have been proposed to project a single-
color point cloud to single-view videos. Mekuria et al. [34] first
proposed projecting point colors into a color image through a
depth-first tree traversal. The color image was then compressed
using JPEG. Budagavi et al. [35] proposed sorting point colors
directly into single-view videos using an octree or point position
in a lossless manner. However, the generated video is unsuitable
for the video compression framework due to its limited spatial
and temporal correlations. To address this problem, Schwarz et
al. [36] and He et al. [9] proposed projecting single-color point
cloud colors to single-view videos using a cube and a cylinder,
respectively. The generated videos have high spatial and tempo-
ral correlations. However, many points are lost during the projec-
tion process due to occlusion. In addition, the generated videos
may have large variances, which lead to large compression dis-
tortions. Lasserre et al. [37] proposed combining the projection
and octree together to reduce the number of occluded points.
Mammou et al. [12] proposed a patch-based method to project
a single-color point cloud to a cube in a patch-by-patch manner
and organized all the patches into a video. This method won
in the MPEG call for proposals for dynamic single-color point
cloud compression and became the base of the MPEG V-PCC.
In addition, it has been demonstrated as an effective method to
compress static single-color point clouds [38].

B. Plenoptic Point Cloud Color Compression

There are not many reports focusing on plenoptic point cloud
color compression. Sandri et al. [39] [13] first introduced the
concept of plenoptic point clouds and provided some variations
of the RAHT to compress them. The RAHT is used to exploit the
spatial correlations, while the RAHT, the KLT, or the Discrete
Cosine Transform (DCT) is used to exploit the color correla-
tions across different viewpoints. As reported by the authors, the
RAHT-KLT leads to the best compression performance. Most
recently, Krivokuca et al. [40] applied prior color clustering and
specular/diffuse component separation to derive a better KLT
for each specified point. Some performance improvements were
observed compared with the original RAHT-KLT. In addition,
Zhang et al. [41] proposed fitting multiple colors from differ-
ent viewpoints using a continuous interpolating function and
compressed its coefficients using the RAHT or the V-PCC. Fur-
thermore, Naik et al. [15] extended the V-PCC to support the
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plenoptic point cloud compression. They used the same projec-
tion process with the V-PCC to generate multiple color videos
that are compressed individually using the H.265/HEVC. How-
ever, the correlations between multiple videos are not exploited,
and thus the coding performance is limited.

III. PROPOSED MULTIVIEW-VIDEO-BASED FRAMEWORK FOR
PLENOPTIC POINT CLOUD COMPRESSION

Fig. 1 provides a high-level description of the proposed
multiview-video-based framework for plenoptic point cloud
compression. It can be roughly divided into two steps: multi-
view video generation and multiview video compression.

A. Multiview Video Generation

A plenoptic point cloud is projected onto its bounding box to
generate multiple single-view videos using the same approach
employed in the V-PCC [11]. To guarantee the completeness
of the proposed algorithm, the video generation process of the
V-PCC is briefly introduced as follows. The projection from a
point cloud to 2-D geometry and color videos in the V-PCC
can be roughly divided into three steps: patch generation, patch
packing, and patch padding.

1) Patch Generation: A point cloud is first divided into sev-
eral patches by projecting it onto its 3-D bounding box. Gener-
ally, each patch is generated by clustering the neighboring points
with similar normals together. Compared with the global method
in [36], the patch-based method has the following two benefits.
First, more points are projected so that the reconstructed point
cloud has a better quality. Second, the points with similar nor-
mals are clustered together so that a geometry video with fewer
variances is generated. Note that each 3-D patch is projected
onto two frames to handle the case of multiple points being
projected to the same pixel. The values of the co-located pix-
els in these two frames have small differences when one point
obstructs the other point. Most co-located pixels have the same
values, leading to strong temporal correlations between the two
video frames.

2) Patch Packing: A simple packing strategy is used to orga-
nize the patches into frames. The patch location is determined
through an exhaustive search in a raster scan order. The first
position that can guarantee an overlapping-free insertion of the
patch is selected, and all the grid cells covered by the patch
are marked as used. To utilize the temporal correlations among
neighboring frames, the patches are packed in a temporally con-
sistent manner. In addition, patch rotation is supported to allow
more flexible packing.

3) Patch Padding: A substantial amount of empty space
exists among various patches after patch packing. The patch
padding aims to fill the empty space to make the generated
frames more suitable for video compression. A variety of meth-
ods have been proposed for the padding of geometry and color
videos. For geometry videos, the padding is performed block
by block in a raster scan order using the neighboring occupied
pixels. For color videos, the push-pull algorithm [42] and the
harmonic background filling method [43] have been proposed to
improve its spatial continuity. The unoccupied pixels in the first
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Fig.2. Examples of the projected views from the plenoptic point cloud “Loot”.
These views are from the view index 0, 2, 5, 8, and 11. They have strong corre-
lations to be exploited. Their spatial resolutions are 5120 x 4800.

and second video frames projected from the same point cloud
frame undergo a further group smoothing scheme to increase
their temporal correlations [16].

As mentioned in Section I, the main difference between
single-color and plenoptic point clouds is the number of col-
ors per point. Therefore, the generated geometry video from a
plenoptic point cloud is the same as that from a single-color
point cloud. However, in contrast to the single-color point cloud
compression that generates only one color video, the plenop-
tic point cloud compression generates many color videos. The
number of color videos is determined by the number of cameras
from various directions. Fig. 2 shows one typical example of the
color frames generated from multiple viewpoints. It can be seen
that these frames are similar to each other despite some pixel
differences. The view correlations need to be fully utilized to
improve the compression efficiency of plenoptic point clouds.
In addition to the view correlations, each point cloud frame in

High-level description of the proposed multiview-video-based framework for plenoptic point cloud compression. The solid and dotted squares indicate

View direction

uondaIp [erodwa ],

Fig.3. Proposed multiview-video-based framework using 13 views as an ex-
ample. The squares with indices O to 12 in the horizontal direction represent the
13 views. Subscripts 0 to 3 in the vertical direction indicate the frame index in
the temporal direction. The arrows indicate the reference relationships between
different views and frames.

each view is projected onto two video frames to handle the case
of multiple points being projected to the same pixel. These two
video frames have strong temporal correlations to be exploited.

B. Multiview Video Compression

To fully utilize the temporal and view correlations, we propose
using MV-HEVC to compress these color videos efficiently. The
reference frame structure and bit allocation in MV-HEVC are
carefully designed to adapt the color videos generated from a
plenoptic point cloud.

1) Reference Frame Structure: We propose to use hierarchi-
cal [44] and low delay coding structures in the view and temporal
directions, respectively. Using a plenoptic point cloud with 13
views as an example, Fig. 3 shows the proposed reference frame
structure. In Fig. 3, the squares with indices O to 12 in the hori-
zontal direction represent the 13 views. Subscripts O to 3 in the
vertical direction indicate the frame index in the temporal di-
rection. Note that each point cloud frame is projected onto two
video frames. Therefore, the video frames 0 and 1 are projected
from the same point cloud frame. The arrows between different
views and frames indicate the reference relationships.
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(b) View difference

(a) Frame difference

Fig. 4. Comparison between the view and frame differences for the plenop-
tic point cloud “Loot”. Their spatial resolutions are 5120 x 4800. The frame
difference is calculated using frame 1 minus frame 0. The view difference is
calculated using view 1 minus view 0.

TABLE I
QP SETTINGS OF VARIOUS VIEWS AND FRAMES

Hierarchical level | Frame O | Frame 1
0 QPI+1 QP[+4
1 QP]+2 QP]+5
2 QPI+3 QPI+6
3 QP[+4 QP[+7

In the view direction, since we have 13 views that are more
than 8 but less than 16, we set the Group of Pictures (GoP) size
of the hierarchical coding structure to 8§ instead of 16. Here the
GoP indicates the period of the reference frame structure. The
even and odd views are coded as reference and non-reference
frames, respectively. All the views are coded with B frames using
uni-directional and bi-directional prediction to fully utilize the
correlations between different views.

In the temporal direction, the GoP size of the low delay cod-
ing structure is set to 2. For frame 1, only frame O with the same
view index is used as its reference frame since the temporal cor-
relations are much higher than the view correlations as indicated
by Fig. 4. It can be seen that the view difference is much larger
than the frame difference. For frame 2, frame 0 with the same
view index and the other views in the current frame are used as
its references.

2) Bit Allocation: In addition to the reference frame struc-
ture, the bit allocation between different views and frames is
important to the compression performance. In the hierarchical
coding structure with GoP size 8, all the views are divided into
four hierarchical levels. The more the view is referenced, the
lower the hierarchical level is, and vice versa. The view with
index 8 is assigned level 0. The view with index 4 is assigned
level 1. The views with indices 2 and 6 are assigned level 2. The
views with indices 1, 3, 5, and 7 are assigned level 3. The quan-
tization parameters (QPs) of various views and frames are set
based on their hierarchical levels and frame indices according
to the QP of the intra frame Q) P; as follows. First, the higher
the hierarchical level is, the larger the QP. In the view direction,
we set the QP of each hierarchical level as QPy + level + 1.
Second, the second non-reference frame uses a higher QP than
the first reference frame from the same point cloud frame. In the
temporal direction, we set the QP of QP as QP + 3. The de-
tailed settings of the QPs of all the frames and views are shown
in Table I.
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Fig. 5. Typical example of a projected view with the unoccupied pixels
set as black from the plenoptic point cloud “Loot”. Its spatial resolution is
5120 x 4800. The enlarged red square shows some examples of the isolated
unoccupied pixels. The enlarged blue square shows some examples of the con-
tinuous unoccupied pixels.

IV. EFFICIENT UNOCCUPIED PIXEL COMPRESSION

After patch packing as discussed in Section III-A3, there are
empty spaces in generated video frames to be padded, which
contain unoccupied pixels. The unoccupied pixels are of no use
to qualities of reconstructed plenoptic point clouds, and there-
fore, their bit cost needs to be minimized. Since the number
of unoccupied pixels in multiple color videos is much more
than that in one color video, this problem becomes much more
serious in the multiview-video-based framework for plenoptic
point cloud compression. In this section, we design two methods
to minimize the bit cost of the unoccupied pixels: block-based
group smoothing and combined occupancy-map-based RDO
and four-neighbor average residual padding.

A. Block-Based Group Smoothing

In the V-PCC reference software, several padding meth-
ods [42], [43] have been integrated to minimize the bit cost of
unoccupied pixels in the first frame. Then, a pixel-based group
smoothing is used to smooth all the unoccupied pixels using the
average values of the first frame and the second frame to mini-
mize the bit cost of the unoccupied pixels in the second frame.
This method exploits the temporal correlations of the unoccu-
pied pixels in the first and second frames to improve compression
efficiency. However, the difference between various views in the
view direction is much larger than that in the temporal direction
as shown in Fig. 4. The frame difference is difficult to recog-
nize while the view difference is large. The large difference may
render this method unworkable in the view direction.

Fig. 5 shows a typical example of a projected view with the
unoccupied pixels set as black. It can be seen that the unoc-
cupied pixels can be divided into two groups: the continuous
unoccupied pixels, as indicated by the enlarged blue square, and
the isolated unoccupied pixels, as indicated by the enlarged red
square. The continuous unoccupied pixels can be smoothed us-
ing the average value of all the unoccupied co-located pixels
across all the view directions. However, smoothing of the iso-
lated unoccupied pixels may destroy the spatial continuity of a
block containing both occupied and unoccupied pixels, as shown
in Fig. 6. It can be seen that the difference between the origi-
nal block and the prediction block is larger but smoother without
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Fig. 6. Influence of smoothing of isolated unoccupied pixels. The residual
block becomes unsmooth after smoothing.
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Fig. 7. Flowchart of the proposed block-based group smoothing scheme.

smoothing. After smoothing, the current block and its prediction
block are the same for the unoccupied pixels but different for the
occupied ones. In this way, the residual block has some singular
values, which leads to inefficiency for the following transform
process.

In this paper, a block-based group smoothing scheme is pro-
posed to address this problem as shown in Fig. 7. Using the
proposed block-based group smoothing scheme, an unoccupied
pixel goes through the following two steps: continuous unoccu-
pied pixel detection and smoothing.

1) Continuous Unoccupied Pixel Detection: For each unoc-
cupied pixel, a K x K block with it as the center pixel is first
found. Only when all the pixels in the &' x K block are unoc-
cupied, is the center pixel smoothed across the view direction.
In this way, the isolated unoccupied pixels are not smoothed,
and thus the spatial continuity of a block containing both occu-
pied and unoccupied pixels is kept. The continuous unoccupied
pixels are smoothed to reduce their bit cost to improve the com-
pression efficiency. Note that the proposed algorithm degener-
ates from block-based group smoothing to pixel-based group
smoothing [16] when K is equal to 1. The influences of differ-
ent K(s on the performances are discussed in the experimental
results.

2) Continuous Unoccupied Pixel Smoothing: The continu-
ous unoccupied pixels are smoothed using the average values of
the co-located continuous unoccupied pixels of all the views in

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 25, 2023

(b)

Fig. 8. Comparison of the residual frames with and without the block-based
group smoothing. These frames are from the 8¢h view of the plenoptic point
cloud “Loot” under the bitrate scenario rl defined in the V-PCC common test
condition [45]. (a) With block-based group smoothing. The variances of the
red and blue squares are 0.12 and 0.31, respectively. (b) Without block-based
group smoothing. The variances of the red and blue squares are 4.69 and 3.63
accordingly.

both frame O and frame 1,

N-1

9= Y _(fox+ frr)/(2N),i€0,1,5€[0,N—1], (1)
k=0

where N is the number of views of a plenoptic point cloud.
i is the frame index. j is the view index. f; ; and g; ; are the
values of continuous unoccupied pixels in the jth view of the
ith frame before and after group smoothing. After the above
smoothing scheme, in both the view and temporal directions,
good predictions can be obtained for the continuous unoccupied
pixels. A comparison of the residual frames of a specific view
with and without the block-based group smoothing is shown in
Fig. 8. It can be seen from the enlarged red and blue squares
that the proposed block-based group smoothing scheme leads
to smoother residues, and thus can significantly reduce the bit
cost.

B. Combined Occupancy-Map-Based Rate Distortion
Optimization and Four-Neighbor Average Residual Padding

The block-based group smoothing only deals with continuous
unoccupied pixels. In this subsection, both continuous and iso-
lated unoccupied pixels are handled by introducing a combined
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occupancy-map-based RDO and four-neighbor average residual
padding scheme.

In the default encoder of the MV-HEVC reference software,
encoding parameters P are determined by the rate distortion
(R-D) cost J:

N
min J = ; D;(P) + AR(P), )

where D;(P) is the distortion of pixel ¢ in the current block.
R(P) is the bit cost of the current block. N is the number of
pixels in the current block. A is the Lagrangian multiplier. In
different stages of RDO processes, the distortion can be the sum
of the absolute difference (SAD), the sum of the absolute trans-
formed difference (SATD), or the sum of the squared difference
(SSD).

As can be seen from (2), for a block containing both oc-
cupied and unoccupied pixels, the distortions of the occupied
and unoccupied pixels are accumulated together with the same
weights. This indicates that the default optimization target treats
the distortions of the occupied and unoccupied pixels equally.
However, different from the occupied pixels, the distortions of
the unoccupied pixels have no influences on the reconstructed
qualities of plenoptic point clouds. Therefore, the RDO scheme
in the MV-HEVC reference software is unsuitable for the pro-
posed multiview-video-based plenoptic point cloud compres-
sion framework.

In this paper, an occupancy-map-based mask is added to the
RDO scheme to address this problem [46] [17]. The R-D cost
of a block after adding the mask is calculated as

N
min J = 2 D;(P) x M; + »R(P), 3)

where M; is 1 when pixel ¢ is an occupied pixel, and M; is O
when pixel 7 is an unoccupied pixel. Using (3), only distortions of
occupied pixels are considered when calculating the R-D cost of
the current block. The proposed occupancy-map-based RDO is
applied to intra prediction, inter prediction, and sample adaptive
offset (SAO) in the MV-HEVC reference software.

In addition, even if distortions of unoccupied pixels are ig-
nored purposely, unoccupied pixels, especially isolated ones,
may still cost many bits. As it may be difficult to obtain good
predictions for isolated unoccupied pixels, the bit cost of the
residual block including both occupied and unoccupied pixels
is still high. The residual block here is obtained by subtracting
the prediction block from the original block. In our previous
work [18], a block-based average residual padding scheme is
proposed to pad the unoccupied pixels in a residual block. How-
ever, it may make residual blocks unsmooth especially for those
with isolated unoccupied pixels. In this paper, we propose to
iteratively pad the unoccupied pixels of a residual block us-
ing the average of the four-neighbor occupied or padded pixels,
as shown in Fig. 9. The blocks with orange and the other col-
ors represent the occupied and unoccupied pixels, respectively.
The blue blocks are padded first according to the four-neighbor
average of the orange blocks in the first iteration. The green
blocks are then padded according to the four-neighbor average

2013

t [F] 4

> <

ol M ol KMol
PR R R T
PP P T H

Fig.9. Examples of padding unoccupied pixels of an 8 x 8 residual block. The
orange blocks represent occupied pixels. The other blocks represent unoccupied
pixels. The arrows indicate the padding process of the current unoccupied pixels.

TABLE II
CHARACTERISTICS OF THE PLENOPTIC POINT CLOUDS

Name Points Cameras | Geometry/Color bit depth
Boxer 3496011 13 12/8
Loot 3021497 13 12/8
Soldier 4007891 13 12/8
Thaidancer | 3130215 13 12/8
Longdress 3100469 12 12/8
Redandblack | 2776067 12 12/8

of the blue blocks in the second iteration. Using the above resid-
ual padding scheme, the residual block becomes smoother as
the unoccupied pixels are padded with the average value of
its four-neighbors and is efficient for the following transform
process.

V. EXPERIMENTAL RESULTS

The proposed algorithms are implemented in the V-PCC ref-
erence software TMC2-7.0 [47] and MV-HEVC reference soft-
ware HTM-16.3 [48] to compare with the RAHT-KLT [13] and
the V-PCC independently applied to each view direction [15].
All the static and dynamic plenoptic point clouds defined in [4]
are tested to verify the effectiveness of the proposed algorithms.
The characteristics of the tested static plenoptic point clouds are
shown in Table II. Note that the static plenoptic point clouds are
voxelized into 11 bits to guarantee a fair comparison with the
RAHT-KLT. The tested dynamic point cloud is “Thaidancer”
with 30 frames per second (fps). We test 32 frames to show
the benefits of the proposed multiview-video-based framework.
Some examples of the rendered views of the tested plenoptic
point clouds are shown in Fig. 10.

For the static plenoptic point clouds, the all intra configuration
defined in the V-PCC common test condition [45] is tested. For
the dynamic plenoptic point clouds, the low delay configuration
is tested, as shown in Fig. 3. The QPs of the I frames in the
proposed multiview-video-based framework are set the same as
the color QPs from the low bitrate (r1) [45] to the high bitrate
(r5) [45] scenarios to verify the performance of the proposed
algorithm in a large bitrate range. The detailed configurations
of the MV-HEVC reference software are shown in Table III.
Note that lossless geometry is used when comparing with the
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Fig. 10.  Examples of rendered views of the tested plenoptic point clouds.

TABLE III
CONFIGURATIONS OF THE MV-HEVC CODING STRUCTURE

Notation Value
Number of layers 17
View encoding order 0,84,2,1,3,6,5,7,12, 10,9, 11
Frame encoding order 0,1
Interview references 3
Temporal references 1
Intra QP 42/37/32/27/22 (r1-15)

RAHT-KLT for a fair comparison while lossy geometry is used
when comparing with the V-PCC [15].

The total color bits for the Y, C 5, and Cr components across
all viewpoints are used as the bit cost. For the quality metric,
we first calculate the Peak-Signal-to-Noise-Ratio (PSNR) of the
Y, Cp, and Cr components using the MPEG “pc_error” soft-
ware [49] to measure the quality of each viewpoint. Then the
PSNRs of all the viewpoints are averaged to obtain the quality
of a plenoptic point cloud. In addition to the PSNR for each com-
ponent individually, the following formula is used to calculate
the PSNR of YCp Cr [50],

6-PSNRy + PSNR¢c,, + PSNRc,,

8
“)
where PSNRy, PSNR¢,,, PSNR¢, are the PSNRs for the
Y, Cp, and Cr components, respectively. Since various algo-
rithms may generate different bitrates, the Bjontegaard Delta
bitrate (BD-rate) [51] is employed for a fair comparison.

We first show the performance of the proposed multiview-
video-based framework without the efficient unoccupied pixel
compression algorithms compared with the RAHT-KLT and the
V-PCC independently applied to each view direction. Then, the
performances of the efficient unoccupied pixel compression al-
gorithms are shown step by step. After that, some figures regard-
ing the qualities of various views to show the quality variances
across various views are provided. Finally, some representative
R-D curves and subjective examples are shown to better illus-
trate the benefits of the proposed framework.

PSNRYCBCR =
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TABLE IV
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITHOUT THE EFFICIENT UNOCCUPIED PIXEL COMPRESSION
ALGORITHMS COMPARED WITH THE RAHT-KLT [13]

Name RAHT—KLT Mult@view—video Y
Color bits ~ Y-PSNR | Color bits  Y-PSNR | BD-rate
138869 33.27 167216 34.38
534974 36.58 312592 36.18
Boxer 1102667 38.51 609392 38.02 -31.9%
1740290 39.85 1269464 40.09
2506516 41.02 2729384 42.27
122169 32.84 145448 33.64
505156 36.47 305688 36.15
Loot 1036214 38.57 622192 38.69 -35.7%
1604170 39.97 1245248 41.07
2252251 41.16 2487784 43.28
279712 30.03 251280 30.90
1193244 34.15 546656 33.32
Soldier 2361547 36.60 1138136 35.79 -37.1%
3514995 38.24 2345992 38.15
4777745 39.63 4921416 40.55
434126 28.46 277056 29.01
1719585 33.63 577528 31.70
Thai 3058823 36.63 1133280 34.21 -34.5%
4292715 38.52 2302576 36.51
5599587 40.03 5243640 39.39
519371 28.01 280816 28.87
2081546 33.01 539944 31.31
Long 3770193 36.19 1027848 33.73 -52.1%
5245716 38.36 2043576 36.09
6701977 40.16 4536824 38.81
224020 31.82 167128 32.65
903125 35.90 308184 34.62
Red 1736193 38.43 570992 36.85 -46.4%
2510406 40.15 1104824 39.04
3313844 41.59 2217960 41.34
Average — — — — -39.7%

A. Performance of the Proposed Multiview-Video-Based
Framework

Table IV shows the BD-rate reductions of the proposed
multiview-video-based framework without the efficient unoccu-
pied pixel compression algorithms compared with the RAHT-
KLT. It can be seen that the proposed multiview-video-based
framework leads to a BD-rate reduction of 39.7% compared with
the RAHT-KLT on average. For the plenoptic point cloud “Long-
dress,” the proposed framework achieves a BD-rate reduction as
high as 52.1%. The experimental results demonstrate that the
proposed multiview-video-based framework can compress the
plenoptic point clouds more efficiently than the RAHT-KLT. The
performance improvements are consistent for all tested plenoptic
point clouds. Note that we only compare the R-D performance
of the Y component since only the Y-PSNR is shown in [13]. The
color bits are the total bits for the Y, Cp, and Cr components.

The benefits of the proposed framework mainly come from the
following two aspects. First, the V-PCC outperforms the RAHT
in terms of exploiting the spatial correlations. Second, as we
mentioned in Section I, the wide distribution of colors across
viewpoints may make the KLT less efficient for each specified
point. However, various local blocks can choose different predic-
tion modes depending on the contents. This is why the proposed
framework can better exploit the view correlations to achieve
a better R-D performance. In addition, the computational com-
plexity of the RAHT-KLT can be quite high especially at the
decoder since the KLT needs to be trained online.
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TABLE V
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITH THE EFFICIENT UNOCCUPIED PIXEL COMPRESSION
ALGORITHMS COMPARED WITH THE V-PCC WITHOUT USING THE
CORRELATIONS AMONG VARIOUS VIEWS [15]
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TABLE VI
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITH THE BLOCK-BASED GROUP SMOOTHING COMPARED WITH
THE FRAMEWORK WITHOUT IT

Name Y Cp Cr YCpCr
Name Y Cp Cgr YCgCgr Boxer -151% -14.1% -14.1% —14.9%
Boxer -653%  -577%  -582% —63.7% Loot -152%  -13.8%  -13.9% -14.9%
Loot -693%  -67.6% —67.7%  —68.9% Soldier -9.3% -8.2% -8.1% -9.0%
Soldier -75.3% -73.6% -73.9% ~74.9% Thaidancer -10.8% -10.4% -10.7% -10.8%
Thaidancer -827%  -829%  -82.6% -82.7% Longdress -9.1% —9.0% —9.2% -9.1%
Longdress -85.8% -857%  -85.7% -85.7% Redandblack -135% -144% -14.5% —13.7%
Redandblack ~78.1% —78.4% ~-792% _78.2% Thaidancer (Dynamic) | -12.3% -12.4% -12.2% -12.3%
Thaidancer (Dynamic) | —78.3% -79.3% -79.3% ~78.5% Average (Static) -122% -11.6% -11.8% -121%
Average (Static) -761% -743% -745% -75.7% Enc.time (self) 104%
Enc.time (self) 100% Enc.time (child) 86%
Enc.time (child) 157% Dec.time (self) 100%
Dec.time (self) 100% Dec.time (child) 95%
Dec.time (child) 135%
TABLE VII

Table V shows the BD-rate reductions of the proposed
multiview-video-based framework without the efficient unoc-
cupied pixel compression algorithms compared with the V-PCC
independently applied to each view direction [15]. It can be
seen that the proposed algorithm leads to BD-rate reductions
of 76.1%, 74.3%, and 74.5% for the static point clouds com-
pared with the V-PCC for the Y, Cp, and Cr components, re-
spectively. For the dynamic point cloud “Thaidancer,” the pro-
posed algorithm achieves BD-rate reductions of 78.3%, 79.3%,
and 79.3% accordingly. The performance improvements for all
tested plenoptic point clouds are significant and consistent. The
experimental results show that the MV-HEVC can better ex-
ploit the correlations across different viewpoints compared with
HEVC to significantly improve the R-D performance.

In Table V, the Enc.time (self), Enc. time (child), Dec. time
(self), and Dec. time (child) denote the V-PCC encoding time ra-
tio, MV-HEVC encoding time ratio, V-PCC decoding time ratio,
and MV-HEVC decoding time ratio of the proposed algorithm
compared with the reference algorithm, respectively. The ratios
are the average values of all tested static plenoptic point clouds.
It can be seen that, for the V-PCC reference software, the pro-
posed multiview-video-based framework without the efficient
unoccupied pixel compression algorithms leads to the same en-
coding and decoding complexities compared with the V-PCC
independently applied to each view direction since the changes
to the V-PCC reference software are the same with respect to the
two algorithms. However, the proposed multiview-video-based
framework without the efficient unoccupied pixel compression
algorithms costs 157% and 135% of the encoding and decoding
time for the MV-HEVC reference software, respectively, as the
inter-view prediction involves more complex motion estimation
and motion compensation processes.

B. Performance of the Block-Based Group Smoothing

Table VI shows BD-rate reductions of the proposed
multiview-video-based framework with the block-based group
smoothing compared with that without it. The block size is set
to 4 in the experimental results shown in Table VI. It can be
seen that the proposed block-based group smoothing can lead

BD-RATE REDUCTIONS OF THE PROPOSED BLOCK-BASED GROUP SMOOTHING
WITH DIFFERENT BLOCK SIZES

Name Y BD-rate
K=1 K=2 K=4 K=8 K=16
Boxer 160.0% -142% -151% -149% -14.0%
Loot 112.1% -144% -152% -147% -132%
Soldier 95.7% -8.5% -9.3% -8.6% -7.1%
Thaidancer | -10.7%  -109%  -10.8% -10.2% -9.6%
Longdress 0.9% —9.4% -9.1% -8.7% -8.1%
Redandblack | 114.2%  -12.0% -13.5% -132% -12.5%
Average 787%  -11.6% -122% -11.7% -10.7%

to an average of 12.2%, 11.6%, and 11.8% performance im-
provements for the Y, Cp, and Cr components, respectively.
The experimental results show that the proposed algorithm ef-
fectively reduces bit cost of the unoccupied pixels, and thus leads
to significant BD-rate savings.

In terms of the complexity, the block-based group smooth-
ing leads to a 4% encoder complexity increase for the V-PCC
reference software due to the smoothing operations. For the
MV-HEVC reference software, the block-based group smooth-
ing decreases the encoding time by 14% as some unoccupied
pixels choose skip mode in advance. In addition, the block-based
group smoothing decreases the decoding complexity by 5% be-
cause large blocks are chosen for motion compensation.

To show the influences of different K values on the perfor-
mances of the block-based group smoothing, the BD-rate re-
ductions using various K values are shown for different static
plenoptic point clouds in Table VII. It can be seen that the block
size of 4 achieves the best performance among all the values on
average. Although the block size of 2 is the best choice for the
plenoptic point clouds “Thaidancer” and “Longdress,” the per-
formance differences between the block sizes of 4 and 2 for these
two point clouds are small. Therefore, K can be set to 4 in prac-
tical applications. In addition, the block size 4 is the same as the
minimum block size for the MV-HEVC intra prediction. There-
fore, a 4 x 4 block including only unoccupied pixels can be an
independent prediction unit or transform unit in the MV-HEVC
encoder. In this way, the negative effects of the distortions of the
unoccupied pixels on occupied pixels are minimized.

The BD-rate reductions of the block-based group smoothing
are essentially determined by a trade-off between the number of
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TABLE VIII
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITH THE COMBINED OCCUPANCY-MAP-BASED RDO AND
FOUR-NEIGHBOR AVERAGE RESIDUAL PADDING COMPARED WITH THE
FRAMEWORK WITHOUT IT
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TABLE IX
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITH THE OCCUPANCY-MAP-BASED RDO COMPARED WITH THE
FRAMEWORK WITHOUT IT

Name Y Cp Cr YCgpCgr
Name Y Cp Cr YCpCr Boxer -21.4% -12.8% -12.7% -19.5%
Boxer 24.1%  -103% -8.8% -21.3% Loot -193% -151% -147% -18.2%
Loot -25.0% -16.0%  -15.0% -23.1% Soldier -16.2% -5.8% -1.5% -13.9%
Soldier -23.9% -3.1% -3.6% -19.8% Thaidancer -135% -125% -12.4% -13.2%
Thaidancer -163% -147% -142% -15.9% Longdress -199% -11.8% -12.2% -18.0%
Longdress -33.6% -17.0% -17.4% -29.8% Redandblack -22.5%  -231%  -262% -23.0%
Redandblack -332%  -298% -382% -33.5% Thaidancer (Dynamic) | -17.1%  -155% -14.4% -16.6%
Thaidancer (Dynamic) | -20.4% -17.6% -16.5% -19.6% Average (Static) -188% -13.5% -143% -17.6%
Average (Static) -26.0% -151% -162%  -23.9% Enc.time (self) 101%
Enc.time (self) 101% Enc.time (child) 102%
Enc.time (child) 115% Dec.time (self) 100%
Dec.time (self) 100% Dec.time (child) 95%
Dec.time (child) 95%
TABLE X

averaged continuous and isolated unoccupied pixels. The more
the averaged continuous unoccupied pixels, the better the per-
formance. The less the averaged isolated unoccupied pixels, the
better the performance. When K is equal to 1, all continuous
and isolated unoccupied pixels are averaged. The isolated un-
occupied pixels destroy the spatial continuity of many blocks,
and thus degrade the average R-D performance significantly.
Along with the increase of K from 1 to 4, the number of av-
eraged isolated and continuous unoccupied pixels decreases.
However, the reduction of the isolated points is the major in-
fluence, and thus, the R-D performance is improved gradually.
If K further increases, the number of averaged isolated un-
occupied pixels remains approximately unchanged, while the
number of averaged continuous unoccupied pixels continues
to decrease. Therefore, the R-D performance becomes slightly
WOrSse.

C. Performance of the Combined Occupancy-Map-Based
RDO and Four-Neighbor Average Residual Padding

Table VIII shows BD-rate reductions of the proposed
multiview-video-based framework with the combined
occupancy-map-based RDO and four-neighbor average resid-
ual padding scheme compared with the framework without
it. It can be seen that the combined occupancy-map-based
RDO and four-neighbor average residual padding scheme
achieves BD-rate reductions of 26.0%, 15.1%, and 16.2% for
the Y, Cp, and Cr components, respectively. The combined
occupancy-map-based RDO and four-neighbor average resid-
ual padding scheme leads to significant BD-rate reductions
as we have not taken the distortions of the unoccupied pixels
into consideration and smoothed the residual blocks. It leads
to a better performance improvement compared with the
block-based group smoothing as it considers the bit cost of both
the continuous and isolated unoccupied pixels. Comparing Ta-
bles VIII and VI, it can be seen that the performance difference
between the block-based group smoothing and the combined
occupancy-map-based RDO and four-neighbor average residual
padding scheme for the plenoptic point cloud “Thaidancer” is
the smallest since the number of its isolated unoccupied pixels
is the smallest. In terms of the complexity of the MV-HEVC
reference software, the combined occupancy-map-based RDO

BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO-BASED
FRAMEWORK WITH THE COMBINED OCCUPANCY-MAP-BASED RDO AND
BLOCK-BASED AVERAGE RESIDUAL PADDING SCHEME COMPARED WITH THE
FRAMEWORK WITHOUT IT

Name Y Cp Cr YCgCr
Boxer -5.1% -275%  -30.5% -9.5%
Loot -5.4% -357%  -33.9% -10.9%
Soldier —4.7% -252%  -233% -6.9%
Thaidancer -164% -14.6% -14.1% -15.9%
Longdress -5.1% 22.2% 26.9% 2.4%
Redandblack -13.7% -9.7% 3.9% -10.5%
Thaidancer (Dynamic) | -21.0% -18.5% -17.6% -20.2%
Average (Static) -8.4% -151% -11.8% -8.6%
Enc.time (self) 101%
Enc.time (child) 107%
Dec.time (self) 101%
Dec.time (child) 95%

and four-neighbor average residual padding scheme results in a
15% encoding time increase due to the padding of the residual
blocks, while saving approximately 5% of decoding time due
to the large block size for motion compensation.

Table IX shows BD-rate reductions of the proposed
multiview-video-based framework with the occupancy-map-
based RDO [17] compared with the framework without it. Note
that the residual padding is disabled when showing the perfor-
mance of occupancy-map-based RDO in Table IX. Comparing
Tables IX and VIII, it can be seen that the residual padding yields
an extra 7.2% BD-rate reduction for the Y component. The ex-
perimental results demonstrate that the proposed four-neighbor
average residual padding algorithm can further reduce the bit
cost of the unoccupied pixels.

Table X shows BD-rate reductions of the proposed multiview-
video-based framework with the combined occupancy-map-
based RDO and block-based average residual padding
scheme [18] compared with the framework without it. The
combined occupancy-map-based RDO and block-based average
residual padding scheme leads to an average of 8.4% BD-rate
reduction for the Y component, which is much less than 26.0%
achieved by the combined occupancy-map-based RDO and four-
neighbor average residual padding scheme. The block-based
average residual padding algorithm may make the residual
blocks with isolated unoccupied pixels unsmooth, and thus
result in much less performance improvements compared with
the proposed algorithm in this paper.
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(a) With combined occupancy-map-based RDO and four-neighbor
average residual padding

(b) Without combined occupancy-map-based RDO and four-
neighbor average residual padding

Fig. 11.  Comparison between the reconstructed multiview-video frame of the
plenoptic point cloud in the YCp Cp color space with and without the com-
bined occupancy-map-based RDO and four-neighbor average residual padding
scheme. These frames are from the 8th view of the plenoptic point cloud “Loot”
under the bitrate scenario r3 defined in the V-PCC common test condition [45].
The bit cost with and without the combined occupancy-map-based RDO and
four-neighbor average residual padding scheme is 1241488 and 1515400, re-
spectively.

To better show why the combined occupancy-map-based
RDO and four-neighbor average residual padding scheme can
achieve significant BD-rate reductions, we show the comparison
between the reconstructed multiview-video frame of the plenop-
tic point cloud in the YCpg Cp color space with and without the
combined occupancy-map-based RDO and four-neighbor aver-
age residual padding scheme in Fig. 11. It can be seen that the
unoccupied pixels are coded with much worse qualities when
the combined occupancy-map-based RDO and residual padding
scheme is used as much fewer bits are assigned to them. The
combined occupancy-map-based RDO and four-neighbor aver-
age residual padding scheme devotes bits to the reconstruction
of occupied pixels and avoids wasting bits on coding areas which
contain unoccupied pixels.

D. Performance of the Combination of the Block-Based Group
Smoothing and the Combined Occupancy-Map-Based RDO
and Four-Neighbor Average Residual Padding

Table XI shows BD-rate reductions of the proposed
multiview-video-based framework with the proposed block-
based group smoothing and the combined occupancy-map-
based RDO and four-neighbor average residual padding com-
pared with the framework without them. It can be seen that the
proposed combination achieves a BD-rate reduction of 26.1%
for the Y component on average. Comparing Tables XI and VIII,
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TABLE XI
BD-RATE REDUCTIONS OF THE PROPOSED MULTIVIEW-VIDEO FRAMEWORK
COMBINING THE PROPOSED BLOCK-BASED GROUP SMOOTHING AND THE
COMBINED OCCUPANCY-MAP-BASED RDO AND FOUR-NEIGHBOR AVERAGE
RESIDUAL PADDING COMPARED WITH THE FRAMEWORK WITHOUT THEM

Name Y CB CR YCBCR
Boxer —24.1% -10.2% -8.4% -21.2%
Loot -25.0%  -169% -159% -23.3%
Soldier -24.0% -2.9% -3.8% -19.9%
Thaidancer -163% -148% -142% -15.9%
Longdress -33.6% -17.0% -17.5% -29.9%
Redandblack -333% -30.0% -383% -33.5%
Thaidancer (Dynamic) | -20.5% -17.9% -16.9% -19.7%
Average (Static) -261% -153% -16.3% -23.9%
Enc.time (self) 104%
Enc.time (child) 116%
Dec.time (self) 100%
Dec.time (child) 95%

it can be seen that the proposed combination achieves similar
BD-rate reductions compared with the combined occupancy-
map-based RDO and four-neighbor average residual padding
scheme. For the static plenoptic point clouds “Soldier” and
“RedandBlack,” the proposed combination achieves a BD-rate
reduction of 0.1% for the Y component.

Since the combined occupancy-map-based RDO and four-
neighbor average residual padding scheme handles both the
continuous and isolated unoccupied pixels, it covers the per-
formance provided by the proposed block-based group smooth-
ing, which can only deal with the continuous unoccupied pix-
els. Note that these two algorithms actually have slightly differ-
ent use cases. The combined occupancy-map-based RDO and
four-neighbor average residual padding scheme makes changes
to the MV-HEVC encoder while the block-based group smooth-
ing only changes the V-PCC encoder. If the users want to reuse
the MV-HEVC encoder or other video encoders in the market,
they can choose the block-based group smoothing. If the users
want to optimize the performance and can make changes to the
MV-HEVC encoder, they can select the combined occupancy-
map-based RDO and four-neighbor average residual padding
scheme.

E. R-D Curves

1) Comparison With V-PCC: Fig. 12 shows representative
R-D curves to compare the proposed framework with the V-PCC
independently applied to each view direction [15] to illustrate
its benefits. It can be seen that the V-PCC leads to the worst
performance since no inter view correlations are utilized. The
multiview-video-based framework outperforms the V-PCC sig-
nificantly through considering the inter view correlations. The
proposed block-based group smoothing can lead to a better R-D
performance by reducing the bit cost of the continuous unoc-
cupied pixels. The combined occupancy-map-based RDO and
four-neighbor average residual padding scheme is able to further
achieve some R-D performance improvements by considering
the bit cost of both the continuous and isolated unoccupied pix-
els. In addition, it can be seen that the R-D performance improve-
ments of the proposed efficient unoccupied pixels compression
algorithms are larger at high bitrate scenarios. As the blocks with
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Fig. 12.  Representative R-D curves of the plenoptic point clouds compared
with V-PCC [15].
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Fig. 13. Representative R-D curves of the plenoptic point clouds compared
with the RAHT-KLT [13].

unoccupied pixels are smoother than those with occupied pix-
els, many of them may select skip mode and only cost a small
number of bits in the low bitrate range even without the effi-
cient unoccupied pixels compression algorithms. That is why
the proposed algorithms lead to smaller R-D gains in low bitrate
scenarios.
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Y-PSNR variances of different views for various plenoptic point

2) Comparison With the RAHT-KLT: Fig. 13 shows repre-
sentative R-D curves to compare the proposed framework with
the RAHT-KLT [13] to illustrate its benefits. It can be seen
that the proposed multiview-video-based framework without ef-
ficient unoccupied pixel compression algorithms outperforms
the RAHT-KLT especially in the medium bitrate case. The pro-
posed algorithm achieves significant BD-rate reductions com-
pared with the RAHT-KLT for most plenoptic point clouds under
all bitrate scenarios. However, it can also be seen that the pro-
posed algorithm suffers some performance losses in the high
bitrate case for the plenoptic point cloud “Thaidancer”.

F. Quality Variance Across Various Views

In addition to the average R-D performance, Fig. 14 shows
the Y-PSNR variances of different views for various plenoptic
point clouds to explain the influence of hierarchical bit allo-
cation on the quality fluctuation. From Fig. 14, it can be seen
that the PSNR differences across various views are within 1 dB
for various plenoptic point clouds in both low and high bitrate
scenarios. The experimental results demonstrate that the pro-
posed multiview-video-based framework does not result in se-
rious quality variances across various views.

G. Subjective Quality

Fig. 15 shows the subjective quality comparisons between
the proposed multiview-video-based framework and the V-
PCC [15]. From left to right, sub-figures show original point
clouds without compression, reconstructed point clouds from
the V-PCC, and reconstructed point clouds from the proposed
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(a) Original

(b) V-PCC (Bit cost: 18514056)

(c) Proposed (Bit cost: 13027680)

(d) Original

Fig. 15.

(e) V-PCC (Bit cost: 18979056)

(f) Proposed (Bit cost: 12266088)

Subjective quality comparison between the proposed multiview-video-based framework and the V-PCC. Sub-figures from (a) to (c) are cropped from

the point cloud “Loot” and sub-figures from (d) to (f) are cropped from the point cloud “RedandBlack”.

multiview-video-based framework with the efficient unoccupied
pixel compression algorithms. Sub-figures from (a) to (c) are
cropped from the point cloud “Loot” and sub-figures from (d)
to (f) are cropped from the point cloud “Redandblack”. From
sub-figure (b), we can see that the texture of the shirt of the
man is blurred. In addition, from sub-figure (e), we can see that
there are some serious color artifacts at the boundary between
the clothes and the hand of the woman. However, those arti-
facts are not shown in sub-figures (c) and (f) generated from the
proposed algorithm. The experimental results show that the pro-
posed multiview-video-based framework can achieve significant
subjective quality improvements compared with the V-PCC.

VI. CONCLUSION

In this paper, we propose a multiview-video-based framework
to compress plenoptic point cloud colors efficiently. First, we
propose projecting a plenoptic point cloud to its bounding box
using a projection process similar to that of the moving pic-
tures experts group (MPEG) video-based point cloud compres-
sion (V-PCC) [11] to generate a geometry video and multiple
color videos from various viewpoints. The multiple color videos
are then proposed to be compressed using the Multiview exten-
sion of High Efficiency Video Coding (MV-HEVC). Second,
we propose a block-based group smoothing algorithm to unify
the unoccupied pixels in the view direction to reduce the bit
cost of the continuous unoccupied pixels. Third, we propose a
combined occupancy-map-based RDO and four-neighbor aver-
age residual padding scheme to further reduce the bit cost of the
unoccupied pixels. The proposed framework is implemented in
the MEPG V-PCC and the MV-HEVC reference software. The

experimental results show that the proposed multiview-video-
based framework with and without the efficient unoccupied pixel
compression algorithms significantly outperforms the combina-
tion of the region-based adaptive hierarchical transform and the
Karhunen-Logve transform (RAHT-KLT) and the V-PCC inde-
pendently applied to each view direction.
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