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We prove that all 3D steady gradient Ricci solitons are O.2/-symmetric. The O.2/-symmetry is the most
universal symmetry in Ricci flows with any type of symmetries. Our theorem is also the first instance
of symmetry theorem for Ricci flows that are not rotationally symmetric. We also show that the Bryant
soliton is the unique 3D steady gradient Ricci soliton with positive curvature that is asymptotic to a ray.
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1 Introduction

1.1 Statement of the main results

The concept of Ricci solitons was introduced by Hamilton [49]. Ricci solitons generate self-similar
solutions of Hamilton’s Ricci flow [48], and often arise as singularity models of Ricci flows; see also
Hamilton [50; 51], Cao [22] and Chen and Zhu [31]. They can be viewed as the fixed points under the
Ricci flow in the space of Riemannian metrics modulo rescalings and diffeomorphisms. Ricci solitons are
also natural generalizations of the Einstein metrics and constant curvature metrics.
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688 Yi Lai

A complete Riemannian manifold .M; g/ is called a Ricci soliton, if there exist a vector field X and a
constant � 2R such that

RicD 1
2

LXgC�g:

The soliton is called shrinking if � > 0, expanding if � < 0, and steady if �D 0. Moreover, if the vector
field X is the gradient of some smooth function f , then we say it is a gradient Ricci soliton, and f is the
potential function. In particular, a steady gradient Ricci soliton satisfies the equation

RicDr2f:

The goal of this paper is to study steady gradient Ricci solitons with bounded curvature in dimension 3.
We assume they are nonflat.

In dimension 2, the only steady gradient Ricci soliton is Hamilton’s cigar soliton [49], which is rotationally
symmetric. In dimension n�3, Bryant [19] constructed a steady gradient Ricci soliton which is rotationally
symmetric. See Cao [23], Feldman, Ilmanen and Knopf [47] and Lai [60] for more examples of Ricci
solitons in dimension n� 4.

In dimension 3, we know that all steady gradient Ricci solitons are nonnegatively curved (Chen [30]),
and they are asymptotic to sectors of angle ˛ 2 Œ0; ��. In particular, the Bryant soliton is asymptotic to a
ray (˛ D 0), and the soliton R� cigar is asymptotic to a half-plane (˛ D �). If the soliton has positive
curvature, it must be diffeomorphic to R3 (Petersen [67]), and asymptotic to a sector of angle in Œ0; �/
(Lai [60]). If the curvature is not strictly positive, then it is a metric quotient of R� cigar (Morgan and
Tian [63]).

Hamilton conjectured that there exists a 3D steady gradient Ricci soliton that is asymptotic to a sector
with angle in .0; �/, which is called a 3D flying wing; see Cao [23], Cao and He [26], Catino, Mastrolia
and Monticelli [27], Chow, Chu, Glickenstein, Guenther, Isenberg, Ivey, Knopf, Lu, Luo and Ni [35],
Deng and Zhu [42] and Chow, Lu and Ni [38]. The author [60] confirmed this conjecture by constructing
a family of Z2 �O.2/-symmetric 3D flying wings. More recently, the author showed that the asymptotic
cone angles of these flying wings can take arbitrary values in .0; �/. It is then interesting to see whether a
3D steady gradient Ricci soliton with positive curvature must be either a flying wing or the Bryant soliton.
This is equivalent to asking whether the Bryant soliton is the unique 3D steady gradient Ricci soliton with
positive curvature that is asymptotic to a ray. Our first main theorem gives an affirmative answer to this.

Theorem 1.1 (uniqueness theorem) Let .M; g/ be a 3D steady gradient Ricci soliton with positive
curvature. If .M; g/ is asymptotic to a ray, then it must be isometric to the Bryant soliton up to a scaling.

We mention that there are many other uniqueness results for the 3D Bryant soliton under various additional
assumptions. First, Bryant [19] showed in his construction that the Bryant soliton is the unique rotationally
symmetric steady gradient Ricci solitons. More recently, a well-known theorem by Brendle [12] proved
that the Bryant soliton is the unique steady gradient Ricci soliton that is noncollapsed in dimension 3.
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See also Deng and Zhu [42], Cao and Chen [25], Cao, Catino, Chen, Mantegazza and Mazzieri [24],
Chen and Wang [32], Munteanu, Sung and Wang [65] and Catino, Mastrolia and Monticelli [27] for more
uniqueness theorems for the Bryant soliton and cigar soliton.

Our Theorem 1.1 is the Ricci flow analog of X J Wang’s well-known theorem [71] in mean curvature
flow, which proves that the bowl soliton is the unique entire convex graphical translator in R3. Note that
the analog of 3D steady Ricci solitons in mean curvature flow are convex translators in R3, where the
rotationally symmetric solutions are called bowl solitons. Moreover, a 3D steady Ricci soliton asymptotic
to a ray can be compared to a convex graphical translator whose definition domain is the entire R2.

There have been many exciting symmetry theorems in geometric flows; see for instance Huisken and
Sinestrari [56], Brendle, Huisken and Sinestrari [17], Angenent, Brendle, Daskalopoulos and Šešum [2],
Bamler and Kleiner [8], Brendle [13], Zhu [73; 74], Bourni, Langford and Tinaglia [10; 11], Brendle
and Choi [14; 15], Brendle and Naff [18], Brendle, Daskalopoulos, Naff and Sesum [16] and Du and
Haslhofer [44]. If one views the rotational symmetry as the “strongest” symmetry, then theO.2/-symmetry
is naturally the “weakest”, and the most universal symmetry in all ancient Ricci flow solutions. For
example, in dimension 2, the nonflat ancient Ricci flows are the shrinking sphere, the cigar soliton, and
the sausage solution (see Daskalopoulos, Hamilton and Sesum [40] Daskalopoulos and Sesum [41]),
and they are all rotationally symmetric (ie O.2/-symmetric). In dimension 3, the author’s flying wing
examples and Fateev’s examples [46] (see also Bakas, Kong and Ni [3]) are all O.2/-symmetric but not
rotationally symmetric (ie O.3/-symmetric).

It was conjectured by Hamilton and Cao that the 3D flying wings are O.2/-symmetric. Our second main
theorem confirms this conjecture. In particular, this is the first instance of a symmetry theorem for Ricci
flows that are not rotationally symmetric.

Theorem 1.2 Let .M; g/ be a 3D flying wing. Then .M; g/ is O.2/-symmetric.

Here we say a complete 3D manifold is O.2/-symmetric if it admits an effective isometric O.2/-action,
and the action fixes a complete geodesic � , such that the metric is a warped product metric on M n�
with S1-orbits. It is easy to see the Bryant soliton and R� cigar are also O.2/-symmetric. Therefore,
combining Theorems 1.1 and 1.2, we see that all 3D steady gradient Ricci solitons are O.2/-symmetric.

Theorem 1.3 Let .M; g/ be a 3D steady gradient Ricci soliton , then .M; g/ is O.2/-symmetric.

In mean curvature flow, the “weakest” symmetry is the Z2-symmetry, which are usually obtained using
the standard maximum principle method. More precisely, if we compare 3D steady gradient Ricci solitons
with convex translators in R3, then the O.2/-symmetry is compared with the Z2-symmetry (reflectional
symmetry) there. The convex translators in R3 have been classified to be the tilted Grim Reapers, the
flying wings, and the bowl soliton, all of which are Z2-symmetric; see Hoffman, Ilmanen, Martín and
White [55]. However, as its analogy in Ricci flow, the O.2/-symmetry is not “discrete” at all, and no
maximum principle is available.
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690 Yi Lai

We also obtain some geometric properties for the 3D flying wings. First, we show that the scalar
curvature R always attains its maximum at some point, which is also the critical point of f . The analog
of this statement in mean curvature flow is that the graph of the convex translator has a maximum point,
which relies on the well-known convexity theorem by Spruck and Xiao [70].

Theorem 1.4 Let .M; g; f / be a 3D steady gradient Ricci soliton with positive curvature. Then there
exists p 2M which is a critical point of the potential function f , and the scalar curvature R achieves the
maximum at p.

We study the asymptotic geometry of 3D flying wings. First, we show that the soliton is Z2-symmetric
at infinity, in the sense that the limits of R at the two ends of � are equal to a same positive number.
Here � is a complete geodesic fixed by the O.2/-isometry. After a rescaling we may assume this positive
number is 4, then we show that there are two asymptotic limits, one is R� cigar with R.xtip/D 4, and
the other is R2 �S1 with the diameter of the S1-factor equal to � . Note that in a cigar soliton where
RD 4 at the tip, the diameter of the S1-fibers in the warped-product metric converges to � at infinity.
See Hamilton [51], Kotschwar and Wang [57], Deruelle [43], Chow, Deng and Ma [37] and Lai [60] for
more discussions on the asymptotic geometry of Ricci solitons.

Theorem 1.5 (Z2-symmetry at infinity) Let .M; g; f / be a 3D flying wing. Then , after a rescaling ,

lim
s!1

R.�.s//D lim
s!�1

R.�.s//D 4:

For any sequence of points pi ! 1, the pointed manifolds .M; g; pi / smoothly converge to either
R� cigar with R.xtip/ D 4, or R2 � S1, with the diameter of the S1-factor equal to � . Moreover , if
pi 2 � , then the limit is .R� cigar; xtip/, and if dg.�; pi /!1, then the limit is R2 �S1.

We also obtain a quantitative relation between the limit ofR along � , the asymptotic cone angle, andR.p/,
where p is the critical point of f . This is also true in the Bryant soliton, and thus is true for all 3D steady
gradient Ricci solitons with positive curvature.

Theorem 1.6 Let .M; g; f; p/ be a 3D steady gradient Ricci soliton with positive curvature. Assume
.M; g/ is asymptotic to a sector with angle ˛. Then we have

lim
s!1

R.�.s//D lim
s!�1

R.�.s//DR.p/ sin2
�
1
2
˛

�
:

It has been conjectured that there is a dichotomy of the curvature decay rate of steady gradient solitons,
that is, that the curvature decays either exactly linearly or exponentially; see Munteanu, Sung and
Wang [65], Deng and Zhu [42], Chan and Zhu [29] and Chan [28]. In dimension 3, the curvature of Bryant
soliton decays linearly in the distance to the tip, and the curvature in R� cigar decays exponentially in
distance to the line of cigar tips. In this paper, we prove that in a 3D flying wing, the curvature decays
faster than any polynomial function in r , and slower than an exponential function in r , where r is the
distance function to � .
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Theorem 1.7 Let .M; g; f; p/ be a 3D flying wing. Suppose lims!1R.�.s//D 4. Then for any �0>0
there exists C.�0/ > 0, and for any k 2N there exists Ck > 0, such that for all x 2M,

C�1e�2.1C�0/ dg.x;�/ �R.x/� Ck d
�k
g .x; �/:

1.2 Outline of difficulties and proofs

In Ricci flow, the “strongest” symmetry, ie the rotational symmetry, was first studied by Brendle [12; 13]
in dimension 3 with many novel ideas that successfully generalize to prove rotational symmetry in higher
dimensions; see also Brendle and Naff [18] and Brendle, Daskalopoulos, Naff and Sesum [16]. In
contrast to the rotational symmetry, one of the major difficulties in studying any weaker symmetries is the
nonuniqueness of asymptotic limits. For the O.2/-symmetry, this requires us to study the two different
asymptotic limits R� cigar and R2 �S1 separately and combine these estimates in a delicate way. Our
O.2/-symmetry theorem is the first instance of tackling this issue in Ricci flow. Our method may be
generalized to study the O.n�k/-symmetry for k D 1; : : : ; n� 2, which is weaker than the rotational
symmetry, ie O.n/-symmetry. For example, for each dimension n � 4, the author [60] constructed
n-dimensional steady solitons with Rm � 0 that are noncollapsed, O.n�1/-symmetric but not O.n/-
symmetric. It is then interesting to see whether noncollapsed 4D steady solitons with Rm� 0. In mean
curvature flow, Choi, Haslhofer and Hershkovits [34; 33] recently classified all noncollapsed translators
in R4, and in particular showed that they are all O.2/-symmetric.

Therefore, we need to develop new tools and methods to prove the O.2/-symmetry. Some of our methods
are independent of the soliton structure and the dimension, such as the distance distortion estimates,
the curvature estimates, and the symmetry improvement theorem, which may have more applications
in studying ancient Ricci flows. In particular, as a consequence of the nonuniqueness issue of limits,
Brendle’s construction of the Killing field is not applicable in our setting. So we introduce a new stability
method to construct the Killing field; see more in Sections 7 and 8. Our stability method generalizes
Brendle’s method (see [12, Lemma 4.1]) in the sense that it also works on ancient flows but not only on
steady solitons. For example, our method was recently applied by Zhao and Zhu [72] to study the rigidity
of the noncollapsed Bryant soliton in any dimension n� 4.

We now outline the structure of the paper. In the following we assume .M; g; f / is a 3D steady gradient
Ricci soliton that is not the Bryant soliton. Let f�tgt2R be the diffeomorphisms generated by rf , �0D id,
and let g.t/D ���tg. Then .M; g.t// with t 2 .�1;1/ is the Ricci flow of the soliton.

In Section 2 we give most of the definitions and standard Ricci flow results that will be used in the
following proofs.

In Section 3 we study the asymptotic geometry of the soliton in this section. First, by the splitting theorem
of 3D Ricci flow we can show that for any sequence of points xi 2M going to infinity as i !1, the
rescaled manifolds .M; r�2.xi /g; xi / converge to a smooth limit which splits off a line, where r.xi / > 0
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is some noncollapsing scale at xi . We show that such an asymptotic limit is either isometric to R� cigar
or R2 �S1. Moreover, we find two integral curves �1; �2 of rf tending to infinity at one end, such that
the asymptotic limits are isometric to R� cigar along them, and are R2 �S1 away from them. The two
integral curves also correspond to the two edge rays in the sector which is the blowdown limit of the
soliton.

Second, we prove the existence of the maximum point of R in Theorem 1.4. This is also the unique
critical point of f . We do this by a contradiction argument. Suppose there does not exist a maximum
of R. Then we can find an integral curve 
 of rf which goes to infinity at both ends. We show that R
is nonincreasing along the curve and has a positive limit at one end. Using that the asymptotic limits
along both ends of 
 are isometric to R� cigar, we can compare the geometry at the two ends, and by a
convexity argument, we can show that R is actually constant along 
 , so that the soliton is isometric to
R� cigar. This is a contradiction to our positive curvature assumption. So we have a closed subset � ,
which is the union of the critical point and two integral curves of rf , such that � is invariant under the
diffeomorphisms generated by rf , and the soliton converges to .R� cigar; xtip/ under rescalings along
the two ends of � .

Next, we prove a quadratic curvature decay away from the edge � . This corresponds to the case when
k D 2 in Theorem 1.7. The proof uses Perelman’s curvature estimate, which gives the upper bound
R.x; 0/ � C=r2 on scalar curvature in a nonnegatively curved Ricci flow .M; g.t// with t 2 Œ�r2; 0�,
assuming the flow is noncollapsed at x on scale r . In our situation, we will show by methods of metric
comparison geometry that the soliton is not collapsed at x on scale dg.x; �/ in a local universal covering.
So we can apply Perelman’s curvature estimates on the local universal covering and obtain the desired
quadratic decay R.x/� C=d2g .x; �/.

Lastly, we prove Theorems 1.1 and 1.5. In proving the two theorems, we will work in the backwards
Ricci flow .M; g.��// with � � 0, and reduce the change of various geometric quantities to the distortion
of distances and lengths under the flow. More specifically, for a fixed point x 2M at which .M; g.��//
is close to R2 �S1 on scale h.�/. Let H.�/ be the g.��/-distance from x to � . Then we can show

H 0.�/� C�1 � h�1.�/ and h0.�/� C �H�2.�/ � h.�/:

We can then show that h.�/ stays bounded, and H.�/ grows at least linearly as � !1. Using this we
can show that R has two positive limits R1; R2 at the two ends of � , and the asymptotic cone angle is
nonzero. To show R1 DR2, first we can find two points x1; x2 at which the soliton .M; g/ is �.�/-close
to R2 � S1, on the scales 2R�1=21 and 2R�1=22 . Here �.�/! 0 as � !1. Then we can show that
x1 and x2 stay in a bounded distance to each other as we move backwards long the Ricci flow, and hence
.M; g.��// is �.�/-close to R2 �S1 at x1; x2 on a uniform scale. So R1 DR2 follows by controlling
the scale change at x1; x2 in the flow. Theorem 1.5 is a key ingredient in proving the O.2/-symmetry
theorem.
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In Section 4 we prove Theorem 1.7 of the curvature estimates in this section. It is needed in the proof
of the O.2/-symmetry. First, we derive the exponential curvature lower bound of R, which needs an
improved Harnack inequality for nonnegatively curved Ricci flows. For a Ricci flow solution with
nonnegative curvature operator, the following conventional integrated Harnack inequality can be obtained
by integrating Hamilton’s differential Harnack inequality and using the inequality Ric.v; v/� jvj2R:

R.x2; t2/

R.x1; t1/
� exp

�
�
1

2

d2
g.t1/

.x1; x2/

t2� t1

�
:

See for example Morgan and Tian [63, Theorem 4.40]. We observe that the inequality Ric.v; v/� jvj2R
can be improved to Ric.v; v/� 1

2
jvj2R, using which we can prove the improved Harnack inequality

R.x2; t2/

R.x1; t1/
� exp

�
�
1

4

d2
g.t1/

.x1; x2/

t2� t1

�
:

Using this improved Harnack inequality and some distance distortion estimates we can prove the expo-
nential curvature lower bound. Note that this exponential lower bound C�1.�0/e�.2C�0/ dg. � ;�/ is sharp,
because �0 can be arbitrarily small, and in R�cigar where RD 4 at the cigar tip, we have � DR�fxtipg

and R decays like e�2dg. � ;�/.

Next, we derive the polynomial upper bound of R, which states that R decays faster than d�kg . � ; �/ for
any k 2N. We prove this by induction. First, the case of k D 2 is proved in Section 3. Now assume by
induction that R � Ck d�kg . � ; �/ for some k � 2. Since R evolves by @tRD�RC 2jRicj2.x; t/ under
the Ricci flow, for all s < t we have the reproduction formula

R.x; t/D

Z
M

G.x; t Iy; s/R.y; s/ dsyC 2

Z t

s

Z
M

G.x; t I z; �/jRicj2.z; �/ d�z d�;

where G is the heat kernel of the heat equation @tuD�u. Using a heat kernel estimate on G and the
inductive assumption, we can show the first term goes to zero as we choose s!�1, and the second
term is bounded by C � d�.2k�1/

g.t/
.x; �/. Note that k � 2 implies 2k � 1 > k, completing the induction

process.

In Section 5 we prove a local stability theorem, which is another key ingredient of the O.2/-symmetry
theorem. It states that the degree of SO.2/-symmetry improves as we move forward in time along the Ricci
flow of the soliton. Here SO.2/-symmetric means that the manifold admits an isometric SO.2/-action
whose principal orbits are circles.

First, we prove the symmetry improvement theorem in the linear case. For a symmetric 2-tensor h on
an SO.2/-symmetric manifold, it has a decomposition as a sum of a rotationally invariant mode and
an oscillatory mode. We show that if h satisfies the linearized Ricci De Turck flow @thD�Lh on the
cylindrical plane R2 �S1, then the oscillatory mode of h decays exponentially in time. By a limiting
argument, we generalize this theorem to the nonlinear case for the Ricci De Turck flow perturbation,
whose background is an SO.2/-symmetric Ricci flow that is sufficiently close to R2 �S1.
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Moreover, the symmetry improvement theorem also describes the decay of jhj in the case that it is bounded
by an exponential function instead of a constant. More precisely, for x0 2M, if jhj. � ; 0/ � e˛ dg.x0;� /

for any ˛ 2 Œ0; 2:02�, then jhj.x0; T /� e�ı0 T � e2˛ T holds for some ı0 > 0. Applying the theorem to a
3D flying wing in which R limits to 4 along the edges, the increasing factor e2˛ T will be compensated
for by the cigar tip contracting along the edges under the Ricci flow. It is crucial that ˛ can be slightly
greater than 2, using which we can construct an SO.2/-symmetric approximating metric in Section 6, so
that the error decays like e�.2Cı/ dg. � ;�/ for some small but positive ı. So the error decays faster than
that of R by the exponential lower bound in Theorem 1.7. We will use this fact to construct a Killing
field in Sections 7 and 8.

In Section 6 we construct an approximating SO.2/-symmetric metric xg satisfying suitable error estimates.
First, we construct an SO.2/-symmetric metric xg1 away from � which satisfies

(1-1) jxg1�gjC100 � e
�.2C�0/ dg. � ;�/

for some �0 > 0. To show this, we impose the following inductive assumption.

Inductive assumption one There are a constant ı 2 .0; 0:01/ and an increasing arithmetic sequence
˛n > 0, with ı � ˛nC1�˛n � 0:01, such that if ˛n � 2:02, then there is an SO.2/-symmetric metric ygn
such that

(1-2) jygn�gjC100 � e
�˛ndg. � ;�/:

If this is true for all n 2N, then ygN will satisfy (1-1) for a large enough N 2N.

Now assume inductive assumption one holds for n. To show it also holds for nC 1, we want to apply
the symmetry improvement theorem to the Ricci flow of the soliton. After applying the symmetry
improvement theorem i times, the error to a symmetric metric will decay by C�i for some C > 0. So for
points at larger distance to � , we need to apply the symmetry improvement theorem more times to achieve
the error estimate e�ı dg. � ;�/. Therefore, we need a second induction to apply the symmetry improvement
theorem infinitely many times, so that eventually the error estimate e�ı dg. � ;�/ holds everywhere.

Inductive assumption two There is a sequence of SO.2/-symmetric metrics fygn;kg1kD1 such that ygn;k
satisfies (1-2), and for some C > 0 we have

(1-3) jygn;k �gjC100 � e
�˛ndg. � ;�/ �C�i on ��iD for i D 0; : : : ; k;

where ��iD D fx 2M W dg.x; �/� iDg. If inductive assumption two is true for all k 2N, we take ygnC1
to be a subsequential limit of ygn;k as k!1, then ygnC1 satisfies (1-2) for nC 1.

Inductive Assumption Two clearly holds for k D 0 by taking ygn;0 D ygn and using Inductive Assumption
One for n. Now assume it holds for k � 0, we verify it for kC 1 by applying the symmetry improvement
theorem. More precisely, we consider the harmonic map heat flow from .M; g.t// to the Ricci flow
ygn;k.t/ starting from ygn;k on Œ0; T �. Then the error between g.t/ and ygn;k.t/ is then described by the
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Ricci De Turck flow perturbation. Let ygn;kC1 be the final-time metric ygn;k.T / modulo the rotationally
invariant part of the error and a diffeomorphism. Since oscillatory part of the error decays exponentially
in time by the symmetry improvement theorem, we can show that ygn;kC1 satisfies (1-3). This completes
the two inductions and hence we obtain an SO.2/-symmetric metric xg1 satisfying (1-1).

Lastly, we modify the metric xg1 to obtain the desired approximating SO.2/-symmetric metric xg, which
satisfies both (1-1) and

(1-4) jxg�gjC100.x/! 0 as x!1:

Note that xg1 already satisfies (1-4) as we move away from � , we just need to extend this estimate near � .
Since the soliton converges along the two ends of � to R� cigar which is SO.2/-symmetric, we can
obtain xg by gluing up xg1 with R� cigar in suitable neighborhoods of the two ends of � .

The goal of Sections 7 and 8 is to construct a nontrivial Killing field of the soliton. We do this by a
global stability argument using a heat kernel method, which is consistent with our curvature estimates
and estimates of approximating metrics.

In this section, we study the solution to the following initial value problem of the linearized Ricci De Turck
flow equation,

(1-5)
�
@th.t/D�L;g.t/h.t/;

h.0/D LXg;

where X is the Killing field of the approximating SO.2/-symmetric metric obtained in Section 6. By
the conditions (1-1) and (1-4), and the exponential lower bound from Theorem 1.7, we can deduce that
jLXg=Rj.x/! 0 as x!1. We show that jh.t/j ! 0 as t !1.

To prove this, we first observe by Anderson–Chow curvature pinching [1] that jhj satisfies the inequality

(1-6) jh.x; t/j �

Z
M

G.x; t Iy; 0/jhj.y; 0/ d0y;

where G.x; t Iy; s/ is the heat kernel to the heat-type equation

(1-7) @tuD�uC
2jRicj2.x; t/
R.x; t/

u:

Our key estimate is to show a vanishing theorem of the heat kernel G.x; t Iy; s/ for any fixed pair .y; s/
at t D1. Using this vanishing theorem we can show that the integral in (1-6) in any compact subset is
arbitrarily small when t!1. For the integral outside the compact subset, by the initial condition it is an
arbitrary small multiple of R integrated against the heat kernel G, which is bounded by the maximum
of R, seeing that R is also a solution to (1-7).

In Section 8 we construct a Killing field of the soliton metric. Let X be the Killing field of the approxi-
mating SO.2/-symmetric metric obtained in Section 6. Let .M; g.t// be the Ricci flow of the soliton.
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LetQ.t/D @t�t�.X/��g.t/�t�.X/�Ricg.t/.�t�.X// and Y.t/ be a time-dependent vector field which
solves �

@tY.t/��Y.t/�Ric.Y.t//DQ.t/;
Y.0/D 0:

Moreover, let X.t/ WD �t�.X/�Y . Then X.t/ solves the initial value problem�
@tX.t/��X.t/�Ric.X.t//D 0;
X.0/DX;

and the symmetric 2-tensor field LX.t/g.t/ satisfies the equation (1-5). Therefore, by the result from
Section 7, we see that LX.t/g.t/ tends to zero as t!1. So the limit of X.t/ as t!1 is a Killing field
of .M; g/.

To show that the Killing field is nonzero, we first show that Q.t/ satisfies a polynomial decay away
from � as a consequence of (1-1) and the polynomial curvature upper bound from Theorem 1.7. Then by
some heat kernel estimates on jY.t/j we show that it also satisfies the polynomial decay away from � ,
which guarantees the nonvanishing of the limit of X.t/ as t !1.

In Section 9 we prove Theorem 1.2 of the O.2/-symmetry. First, let X be the Killing field obtained
in Section 8, and �� for � 2R be the isometries generated by X . We show that the �� commute with
the diffeomorphisms �t generated by rf . Then we show that �� is an SO.2/-isometry. This uses the
existence of a maximum point of R, which must be fixed by the isometries �� . Since the maximum point
of R is also a critical point of f , it follows that f is invariant under the isometries. Using this we can
show that �� is an SO.2/-isometry and fixes the edge � .

Lastly, in order to show that the soliton is also O.2/-symmetric, it remains to show that the curvature form
of the SO.2/-isometry vanishes everywhere. By using the soliton equation and the curvature formula
under the SO.2/-isometry, we can reduce this to the vanishing of a scaling invariant quantity at a point
on � . By a limiting argument and the scaling invariance, this can be further reduced to the Euclidean
space R3, where the SO.2/-isometry is the rotation around the z-axis, and hence the vanishing assertion
clearly holds.
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2 Preliminaries

In the following we present most of the definitions and concepts that are needed in the statement and
proofs of the main results of this paper.
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2.1 Steady gradient Ricci solitons

Definition 2.1 (steady Ricci soliton) We say a smooth complete Riemannian manifold .M; g/ is a
steady Ricci soliton if it satisfies

(2-1) RicD 1
2

LXg

for some smooth vector field X . If, moreover, the vector field is the gradient of some smooth function f ,
then we say it is a steady gradient Ricci soliton, and f is the potential function. In this case, the soliton
satisfies the equation

RicDr2f:

By a direct computation using (2-1), the family of metrics g.t/D ��t .g/, with t 2 .�1;1/, satisfies the
Ricci flow equation, where f�tgt2.�1;1/ is the one-parameter group of diffeomorphisms generated by
�rf with �0 the identity. We say g.t/ is the Ricci flow of the soliton.

Throughout the paper, we use the triple .M; g; f / to denote a steady gradient soliton .M; g/ and a
potential function f , and use the quadruple .M; g; f; p/ to denote the soliton when p 2M is a critical
point of f .

For 3D steady gradient Ricci solitons, by the maximum principle they must have nonnegative sectional
curvature [30]. Moreover, by the strong maximum principle, see eg [63, Lemma 4.13, Corollary 4.19], we
see that a 3D steady gradient Ricci soliton must be isometric to quotients of R� cigar if the curvature is
not strictly positive everywhere. Therefore, throughout the paper we will assume our soliton has positive
curvature. So by the soul theorem, the manifold is diffeomorphic to R3; see eg [67].

There are several important identities for the steady gradient Ricci solitons due to Hamilton; see eg [38].
In particular, we will use frequently

(2-2) hrR;rf i D �2Ric.rf;rf / and RCjrf j2 D const:

By the second equation, a critical point of f must be the maximum point of R. For a 3D steady gradient
Ricci soliton, since the Ricci curvature is positive, the first equation implies that a maximum point of
R is also a critical point of f . We will show in Section 3 that the critical point exists in all 3D steady
gradient Ricci solitons.

Hamilton’s cigar soliton [49] is the first example of Ricci solitons. It is rotationally symmetric and has
positive curvature. The cigar soliton is an important notion in this paper. In the following we review the
definition of the cigar soliton and some properties we will use, including a precise description of the
curvature decay and the tip contracting rate.

Definition 2.2 (cigar soliton; cf [49]) Hamilton’s cigar soliton is a complete Riemannian surface
.R2; gc ; f /, where

gc WD
dx2C dy2

1C x2Cy2
and f D log.1C x2Cy2/:
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As a solution of Ricci flow, its time-dependent version is

gc.t/ WD
dx2C dy2

e4t C x2Cy2
:

Let s denote the distance to the cigar tip .0; 0/. Then we may rewrite gc as

(2-3) gc D ds
2
C tanh2 s d�2;

and the scalar curvature of gc is

(2-4) R† D 4 sech2 s D
4

.esC e�s/2
:

In particular, R.xtip/D 4 andK.xtip/D 2. For a fixed �0 2 Œ0; 2�/, the curve 
.s/ WD .�0; s/ is a unit-speed
ray starting from the tip, and we can also compute that

(2-5)
Z r

0

Ric†.
 0.s/; 
 0.s// ds D
Z r

0

2 sech2 s ds D 2 tanh sjr0 D 2
�
1�

2

e2r C 1

�
;

which converges to 2 as r!1. Note that this integral is the speed of a point at distance r drifts away
from the tip in the backward Ricci flow gc.t/.

Throughout the paper, by abuse of notation, we will use gc to denote both the metric on the cigar, and
also the product metric on R� cigar such that R.xtip/D 4; and use gstan to denote the product metrics on
R�S1 and R2 �S1 such that the length of the S1-fiber is equal to 2� .

With this convention, it is easy to see from (2-3) that for any sequence of points xi !1, the pointed
manifolds .cigar; gc ; xi / smoothly converge to .R�S1; gstan/ in the Cheeger–Gromov sense.

Next, we introduce the concept of collapsing and noncollapsing.

Definition 2.3 (collapsing and noncollapsing) Let .M n; g/ be an n-dimensional complete Riemannian
manifold. We say that it is noncollapsed (resp. collapsed) if there exists (resp. does not exist) a constant
� > 0 such that the following holds: For all x 2M, if jRmj.x/ < r�2 on Bg.x; r/ for some r > 0, then

volg.Bg.x; r//� �rn:

It is easy to see that an n-dimensional Riemannian manifold is collapsed if there is an asymptotic limit
isometric to Rn�2 � cigar.

Lemma 2.4 Let .M n; g/ be an n-dimensional complete Riemannian manifold. Suppose there exists a
sequence of points xi 2M and constants ri > 0 such that the pointed manifolds .M; r�2i g; xi / smoothly
converge to Rn�2 � cigar. Then .M; g/ is collapsed.

Proof By assumption we may choose a sequence of points yi 2M such that .M; r�2i g; yi / converge to
Rn�1�S1. So there is a sequence of constantsAi!1 such that jRmjr�2

i
g �A

�2
i onBr�2

i
g.yi ; Ai /, and

lim
i!1

volr�2
i
g Br�2

i
g.yi ; Ai /

Ani
D 0:
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After rescaling, this implies jRmjg � .Airi /�2 on Bg.yi ; Airi / and

lim
i!1

volg Bg.yi ; Airi /
.Airi /n

D 0:

So .M; g/ is collapsed.

In Section 3 we will see that the converse of Lemma 2.4 is also true for all 3D steady gradient Ricci
solitons, ie any collapsed solitons have an asymptotic limit isometric to R� cigar. Note all 3D steady
gradient Ricci solitons except the Bryant soliton are collapsed [12].

2.2 Local geometry models

We will show in Section 3 that both R�cigar and R2�S1 are asymptotic limits in any 3D steady gradient
Ricci solitons that are not Bryant solitons. In this subsection we define �-necks, �-cylindrical planes and
�-tip points, which are local geometry models corresponding to these asymptotic limits. Moreover, to
obtain the asymptotic limits, we need to rescale the soliton by factors that are comparable to volume scale
at the points.

Definition 2.5 (volume scale) Let .M; g/ be a 3D Riemannian manifold. Define the volume scale r. � /
to be

r.x/D supfs > 0 W volg.Bg.x; s//� !0s3g;

where !0 > 0 is chosen such that r.x/D 1 for all x 2R2�S1. It is clear that !0 is less than the volume
of the radius one ball in the Euclidean space R3.

We measure the closeness of two pointed Riemannian manifolds by using the following notion of
�-isometry.

Definition 2.6 (�-isometry between manifolds) Let � > 0 and m 2 N. Let .M n
i ; gi / for i D 1; 2 be

n-dimensional Riemannian manifolds, and let xi 2Mi . We say a smooth map � W Bg1.x1; �
�1/!M2

with �.x1/D x2 is an �-isometry in the Cm-norm if it is a diffeomorphism onto the image, and

(2-6) jr
k.��g2�g1/j � � on Bg1.x1; �

�1/ for k D 0; 1; : : : ; m;

where the covariant derivatives and norms are taken with respect to g1. We also say .M2; g2; x2/ is
�-close to .M1; g1; x1/ in the Cm-norm. In particular, if mD Œ��1�, then we simply say .M2; g2; x2/ is
�-close to .M1; g1; x1/ and � is an �-isometry.

Definition 2.7 (�-isometry between Ricci flows) Let � > 0. Let .M n
i ; gi .t// with t 2 Œ���1; ��1� for

i D 1; 2 be an n-dimensional Ricci flow, and let xi 2Mi . We say a smooth map � WBg1.0/.x1; �
�1/!M2

such that �.x1/D x2 is an �-isometry between the two Ricci flows if it is a diffeomorphism onto the
image, and for k D 0; 1; : : : ; Œ��1�,

jr
k.��g2.t/�g1.t//j � � on Bg1.0/.x1; �

�1/� Œ���1; ��1�;

where the covariant derivatives and norms are taken with respect to g1.0/. We also say .M2; g2.t/; x2/ is
�-close to .M1; g1.t/; x1/.

Geometry & Topology, Volume 29 (2025)



700 Yi Lai

In the following, we will choose the target manifolds to be the cylinder and cylindrical plane, and call the
regions that are close to them the �-neck and �-cylindrical plane.

Definition 2.8 (�-neck) We say a 2D Riemannian manifold .N; g/ is an �-neck at x0 2M for some
� > 0 if there exists a constant r > 0 such that .N; r�2g; x0/ is �-close to the cylinder .R�S1; .0; 0//.

We say Bg.x0; r��1/ is the �-neck, r is the scale, x0 is the center, and the preimage of f0g �S1 under
the �-isometry is the central circle. On R�S1, let the function x WR�S1!R be the projection onto
the R-factor, and let @x be the vector field. Then by abuse of notation, we will denote the corresponding
function and vector field on N modulo the �-isometry by x and @x .

Definition 2.9 (�-cap) Let .M; g/ be a complete 2D Riemannian manifold. We say a compact subset
C � M is an �-cap if C is diffeomorphic to a 2-ball and the boundary @C is the central circle of an
�-neck N in .M; g/. We say that the points in C nN are centers of the �-cap.

Definition 2.10 (�-cylindrical plane) Let � > 0. We say a 3D Riemannian manifold .M; g/ is an
�-cylindrical plane at x0 2M if there exists a constant r > 0 such that .M; r�2g; x0/ is �-close to the
cylindrical plane R2�S1. By abuse of notation, we also refer to the image subset of the �-isometry as an
�-cylindrical plane of g.

We say r is the scale of the �-cylindrical plane, and x0 is the center of the �-cylindrical plane. Let
x; y W R2 � S1! R and � W R2 � S1! S1 be the projection to the three product factors. By abuse of
notation, we use @x; @y ; @� to denote the corresponding vector fields on M modulo the �-isometry. In
particular, we call @� the SO.2/-Killing field of the �-cylindrical plane.

At the center of an �-cylindrical plane, we introduce another scale in the following definition, which is
comparable to the volume scale. Since this scale is measured by the length of curves, it is more useful than
the volume scale in the Ricci flow of the soliton when combined with suitable distance distortion estimates.

Definition 2.11 (scale at an �-cylindrical plane) Let .M; g/ be a 3D Riemannian manifold. Suppose
x 2M is the center of an �-cylindrical plane. We denote by h.x/ the infimum length of all closed smooth
curves at x that are homotopic to the S1-factor of the �-cylindrical plane in B.x; 1000r.x//, where
r.x/ > 0 is the volume scale at x. It is clear that h.x/ is achieved by a geodesic loop at x.

Moreover, by the definition of volume scale we have r.x/D 1 and h.x/D 2� for all x 2R2 �S1. So
when � is sufficiently small, we have

1:9�r.x/� h.x/� 2:1�r.x/:

Next we describe points on 2D manifolds that are close to the tip of the cigar.

Definition 2.12 (�-tip point) Let � >0. Let .M; g/ be a 2D Riemannian manifold, x 2M. If there is an �-
isometry from .M; r�2.x/g; x/ to .cigar; r�2.x0/gc ; x0/, for some x0 2 cigar such that dgc .x0; xtip/� �,
then we say x is an �-tip point.
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Similarly, if .M; g/ is a 3D Riemannian manifold, x 2 M. Suppose there is an �-isometry from
.M; r�2.x/g; x/ to .R � cigar; r�2.x0/gc ; x0/ for some x0 2 R � cigar such that dgc .x0; xtip/ � �,
where xtip is the tip of the cigar with the same R-coordinate as x0. Then we say that x is an �-tip point.

2.3 Distance distortion estimates and curvature estimates

In this subsection, we review some standard distance distortion estimates and curvature estimates, which
are originally due to Hamilton [51] and Perelman [66]. A key observation in obtaining these estimates is
the following. Let .M; g.t// with t 2 Œ0; T � be a Ricci flow. Assume 
 W Œ0; 1�!M is a smooth curve.
For any t 2 Œ0; T �, write L.t/ for the length of 
 with respect to g.t/. Then

(2-7) L0.t/D�

Z 1

0

Ricg.t/.
 0.s/; 
 0.s//
j
 0.s/jg.t/

ds:

In particular, the following lemma gives an upper bound on the speed of distance shrinking between
two points, using only local curvature bounds near the two points. The proof uses the second variation
formula; see eg [36, Theorem 18.7].

Lemma 2.13 Let .M; g.t//t2Œ0;T � be a Ricci flow of dimension n. Let K; r0 > 0.

(1) Let x0 2 M and t0 2 .0; T /. Suppose that Ric � .n � 1/K on Bt0.x0; r0/. Then the distance
function d.x; t/D dt .x; x0/ satisfies , in the outside of Bt0.x0; r0/, the inequality

.@t ��/jtDt0d � �.n� 1/
�
2
3
Kr0C r

�1
0

�
:

(2) Let t0 2 Œ0; T / and x0; x1 2M. Suppose

Ric.x; t0/� .n� 1/K

for all x 2 Bt0.x0; r0/[Bt0.x1; r0/. Then

@t jtDt0dt .x0; x1/� �2.n� 1/.Kr0C r
�1
0 /:

The next lemmas control how fast a metric ball shrinks and expands along Ricci flow, using the nearby
curvature assumptions. They can be proved by using the Ricci flow equation; see eg [69, Lemmas 2.1
and 2.2].

Lemma 2.14 Let .M; g.t//t2Œ0;T � be a Ricci flow of dimension n, and let x0 2M. Let K;A > 0.

(1) Suppose Ricg.t/ � �K on Bt .x0; A/bM for all t 2 Œ0; T �. Then for all t 2 Œ0; T �,

B0.x0; A e
�KT /� Bt .x0; A e

�K.T�t//:

(2) Suppose Ricg.t/ �K on Bt .x0; R/bM for all t 2 Œ0; T �. Then for all t 2 Œ0; T �,

Bt .x0; A e
�Kt /� B0.x0; A/:
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The following curvature estimate is also due to Perelman [66, Corollary 11.6]. It provides a curvature
upper bound at points in a Ricci flow, if the local volume has a positive lower bound. For a more general
version of this estimate, see [5, Proposition 3.2].

Lemma 2.15 (Perelman’s curvature estimate) For any � > 0 and n 2N, there exists C > 0 such that the
following holds. Let .M n; g/� Œ�T; 0� be an n-dimensional Ricci flow (not necessarily complete). Let
x2M be a point withBg.x; r/�Œ�r2; 0�bM�Œ�T; 0� for some r >0. Assume also vol.Bg.x; r//��rn.
Then R.x; 0/� C=r2.

2.4 Metric comparisons

We need the following notions and facts from metric comparison geometry; see [21]. Let .M; g/ be a
complete n-dimensional Riemannian manifold with nonnegative sectional curvature.

Lemma 2.16 (monotonicity of angles) For any triple of points o; p; q 2M, the comparison angle z]poq
is the corresponding angle formed by minimizing geodesics with lengths equal to dg.o; p/, dg.o; q/ and
dg.p; q/ in Euclidean space.

Let op and oq be two minimizing geodesics in M between o; p and o; q, and let ]poq be the angle
between them at o. Then ]poq� z]poq. Moreover , for any p02op and q02oq, we have z]p0oq0� z]poq.

In a nonnegatively curved complete noncompact Riemannian manifold, we can equip a length metric on
the space of geodesic rays. Moreover, a blowdown sequence of this manifold converges to the metric
cone over the space of rays in the Gromov–Hausdorff sense; see eg [63, Proposition 5.31].

Let 
1 and 
2 be two rays with unit speed starting from a point p 2M. The limit limr!1 z]
1.r/p
2.r/
exists by the monotonicity of angles, and we say it is the angle at infinity between 
1 and 
2, and denote
it as ].
1; 
2/.

Lemma 2.17 (space of rays) Let p 2 M and S1.M; p/ be the space of equivalent classes of rays
starting from p, where two rays are equivalent if and only if the angle at infinity between them is zero ,
and the distance between two rays is the limit of the angle at infinity between them. Then S1.M; p/ is a
compact length space.

Lemma 2.18 (asymptotic cone) Let p 2M and T.M; p/ be the metric cone over S1.M; p/. Then for
any �i !1, the sequence of pointed manifolds .M; ��1i g; p/ converges to T.M; p/, with p converging
to the cone point in the pointed Gromov–Hausdorff sense. Moreover , for p; q 2M, we have that T.M; p/

is isometric to T.M; q/. We say .M; g/ is asymptotic to T.M; p/, and T.M; p/ is the asymptotic cone
of M.

It is clear that the asymptotic cone T.M; p/ is in fact independent of the choice of p. It is easy to see that
the asymptotic cones of the Bryant soliton and R� cigar are a ray and a half-plane. In [60], the author
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constructed a family of 3D steady gradient Ricci solitons that are asymptotic to metric cones over an
interval Œ0; a�, where a 2 .0; �/. We will show in Section 3 that this is true for all 3D steady gradient
Ricci soliton with positive curvature that is not a Bryant soliton.

In the rest of this subsection we introduce a very useful technical notion called strainer [21]. It is similar
to the notion of an orthogonal frame in the Euclidean space Rn, that provides a local coordinate system
in the metric space.

Definition 2.19 (.m; ı/-strainer) Let ı > 0 and 1�m 2N. A 2m-tuple .a1; b1; : : : ; am; bm/ of points
in a metric space .X; d/ is called an .m; ı/-strainer around a point x 2X if8̂̂̂<̂

ˆ̂:
z]aixbj > 1

2
� � ı for all i; j D 1; : : : ; m with i ¤ j;

z]aixaj > 1
2
� � ı for all i; j D 1; : : : ; m with i ¤ j;

z]bixbj > 1
2
� � ı for all i; j D 1; : : : ; m with i ¤ j;

z]aixbi > � � ı for all i D 1; : : : ; m:

The strainer is said to have size r if d.x; ai /D d.x; bi /D r for all i D 1; : : : ; m. It is said to have size
at least r if d.x; ai /� r and d.x; bi /� r for all i D 1; : : : ; m.

We also introduce the notion of
�
mC1

2
; ı

�
-strainers. Similarly, this notion provides a local coordinate

system in the metric space that looks like a half-plane Rn
C
DRn �RC.

Definition 2.20
��
mC1

2
; ı

�
-strainer

�
Let ı > 0 and 1 � m 2 N. We call a .2mC1/-tuple of points

.a1; b1; : : : ; am; bm; amC1/ in a metric space .X; d/ an
�
mC1

2
; ı

�
-strainer around a point x 2X if8̂̂̂<̂

ˆ̂:
z]aixbj > 1

2
� � ı for all i D 1; : : : ; mC 1 and j D 1; : : : ; m with i ¤ j;

z]aixaj > 1
2
� � ı for all i; j D 1; : : : ; mC 1 with i ¤ j;

z]bixbj > 1
2
� � ı for all i; j D 1; : : : ; m with i ¤ j;

z]aixbi > � � ı for all i D 1; : : : ; m:

The strainer is said to have size r if d.x; ai /D d.x; bj /D r for all i D 1; : : : ; mC1 and j D 1; : : : ; m. It
is said to have size at least r if d.x; ai /� r for all i D 1; : : : ; mC1 and d.x; bj /� r for all j D 1; : : : ; m.

2.5 Heat kernel estimates

We prove a few lemmas using the standard heat kernel estimates of the heat equations under the Ricci
flows. Let G.x; t Iy; s/, where x; y 2M and s < t , be the heat kernel of the heat equation @tuD �u
under g.t/, that is,

(2-8) @tG.x; t Iy; s/D�x;tG.x; t Iy; s/; lim
t&s

G. � ; t Iy; s/D ıy :

It is easy to see that G.x; t Iy; s/ is also the heat kernel of the conjugate heat equation, that is,

�@sG.x; t Iy; s/D�y;sG.x; t Iy; s/�R.y; s/G.x; t Iy; s/; lim
s%t

G.x; t I � ; s/D ıx :

We have the following Gaussian upper bound for G.
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Lemma 2.21 (upper bound of the heat kernel for an evolving metric, cf [36, Theorem 26.25]) Let
.M n; g.t// be a complete Ricci flow on Œ0; T � with jRmj �K. There exists a constant C1<1 depending
only on n, T and K such that the conjugate heat kernel satisfies

(2-9) G.x; t Iy; s/�
C1

vol1=2
�
Bs

�
x;

q
1
2
.t � s/

��
� vol1=2

�
Bs

�
y;

q
1
2
.t � s/

�� exp
�
�
d2s .x; y/

C1.t � s/

�
for any x; y 2M and 0� s < t � T .

Using this we can prove the following lemma, which gives a time- and distance-dependent upper bound
on nonnegative subsolutions to the heat equation, depending on initial upper bounds.

Lemma 2.22 For any K;T; ˛ > 0, there is a constant C.K; T; ˛/ > 0 such that the following holds:

Let .M; g.t/; y0/ be a complete Ricci flow on Œ0; T �. Assume that

(1) jRmj.x; t/�K for all x 2M and t 2 Œ0; T �, and

(2) u WM � Œ0; T �! Œ0;1/ is a smooth function with @tu��u and

u.x; 0/� e˛ d0.x;y0/:

Then for all D > 0, u.x; t/� Ce.˛C1/D for any .x; t/ 2 B0.y0;D/� Œ0; T �.

Proof First, by the curvature assumption jRmj �K, it follows immediately from the Ricci flow equation
that the metrics at different times are comparable to each other, ie

e�CKg.s/� g.t/� eCKg.s/:

From now on we will use C to denote all constants that depend only on T , K and ˛, whose values may
vary.

By the reproduction formula we have

(2-10) u.x; t/�

Z
M

G.x; t Iy; 0/ �u.y; 0/ d0y:

Now let D > 0 and assume x 2 B0.x0;D/, and split the integral into two parts

u.x; t/D

Z
B0.x;1/

G.x; t Iy; 0/ �u.y; 0/ d0yC

Z
MnB0.x;1/

G.x; t Iy; 0/ �u.y; 0/ d0y:

For the first part, note that for any y 2 B0.x; 1/, we have

d0.y; x0/� d0.y; x/C d0.x; x0/� 1CD:

So by the assumption on u we have u.y; 0/� e˛.1CD/, and hence

(2-11)
Z
B0.x;1/

G.x; t Iy; 0/ �u.y; 0/ d0y � e
˛.1CD/

Z
B0.x;1/

G.x; t Iy; 0/ d0y � e
˛.1CD/:
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To estimate the second part in (2-10), we first claim that for any y 2M nB0.x; 1/,

(2-12) G.x; t Iy; 0/� C � exp
�
�
d20 .x; y/

C t

�
:

To this end, we note that if t � 1, the volumes of the two balls B0.x;
p
t=2/ and B0.y;

p
t=2/ are

bounded below by C�1. So the claim follows immediately from (2-9). If t < 1, then by the assumption
on the injectivity radius and the curvature, we see that the volumes of the two balls B0.x;

p
t=2/ and

B0.y;
p
t=2/ are bounded below by C�1.t=2/n=2. Note also that for large enough C we have

�
1
2
t
��n=2

� C � exp
�

1

2C1t

�
� C � exp

�
d20 .x; y/

2C1t

�
;

where we used d0.x; y/� 1, and C1 > 0 is the constant from (2-9). So by Lemma 2.21 this implies

G.x; t Iy; 0/� C
�
1
2
t
��n=2 exp

�
�
d20 .x; y/

C1t

�
� C � exp

�
�
d20 .x; y/

2C1t

�
;

which proves the claim.

Note for any y 2M nB0.x; 1/, we have

u.y; 0/� e˛d0.x0;y/ � e˛.d0.x0;x/Cd0.x;y// � e˛D � e˛d0.x;y/:

Combining this with (2-12), we see that the second part in (2-10) satisfies

(2-13)
Z
MnB0.x;1/

G.x; t Iy; 0/ �u.y; 0/ d0y � Ce
˛D

Z
M

exp
�
�
d20 .x; y/

C t

�
� e˛d0.x;y/ d0y

� Ce˛D
Z
M

exp
�
�
d20 .x; y/

C t

�
d0y

� Ce˛D;

where in the last inequality we used the curvature bound jRmj �K and t � T , which allows us to apply
a volume comparison to estimate the last integral term; see also [58, Lemma 2.8]. Combining the two
inequalities (2-11) and (2-13) we get juj.x; t/� Ce.˛C1/D , which proves the lemma.

3 Asymptotic geometry at infinity

In this section, we study the asymptotic geometry of a 3D steady gradient soliton that is not a Bryant
soliton. We show that it dimension reduces to the cigar soliton along two integral curves of rf . Moreover,
we show that the asymptotic cone of the soliton is isometric to a metric cone over an interval Œ0; a�, where
a 2 .0; �/. We also prove a few other geometric properties of the soliton, one of which is that the scalar
curvature attains its maximum at some point.
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3.1 Classification of asymptotic limits

The main result in this subsection is Lemma 3.3, which states that there are two asymptotic limits in the
soliton, which are R2 �S1 and R� cigar. In taking limits, we will often need to rescale the metrics by
the volume scale r.xi / at the basepoint xi , to guarantee the limit is smooth and also not trivial. Recall by
Definition 2.5, volume scale is the maximum radius such that the volume ratio is not less than !0 > 0,
and volume scale is 1 everywhere on R2 �S1.

We will use the following lemma to show that R�T 2 cannot be an asymptotic limit.

Lemma 3.1 Let .M; g/ be a 3D complete Riemannian manifold with positive curvature , and suppose
R�T 2DR�S1�S1 is equipped with some product metric g0 (in which the lengths of the two S1-fibers
are not necessarily equal ), and let x0 2R�T 2. Then there exists an �0 > 0 such that for any y 2M, the
pointed manifold .M; r�2.y/g; y/ is not �0-close to .R�T 2; r�2.x0/g0; x0/.

Proof Suppose �0 does not exist. Then there exists a sequence of points yk 2 M such that the
sequence .M; r�2.yk/g; yk/ smoothly converges to .R�T 2; r�2.x0/g0; x0/. It is clear that yk!1,
because otherwise the manifold is isometric to R� T 2, a contradiction to the positive curvature. So
there exists a sequence �k ! 0, an open neighborhood Uk of yk and a diffeomorphism �k such that
�k W Œ��

�1
k
; ��1
k
��T 2!Uk �M, which maps x0 2 f0g�T 2 to yk , and is such that �k is an �k-isometry.

We say T 2
k
WD �k.f0g �T

2/ is the central torus, which is homeomorphic to T 2.

In the rest of the proof we show that a connected component of the level set of the function dy0. � / WD
dg.y0; � / at yk is homeomorphic to a 2-torus. Suppose this claim is true. Then for k sufficiently large,
dg.y0; yk/ is sufficiently large, which contradicts the fact that a level set of a distance function to a fixed
point in a positively curved 3D Riemannian manifold must be homeomorphic to a 2-sphere at all large
distances; see eg [63, Corollary 2.11]. Then this will prove the lemma.

To show the claim, without loss of generality we may assume after a rescaling that r.yk/ D 1. Let
s WR�T 2!R be the coordinate function in the R-direction of R�T 2, and let X D �k.@x/ be a vector
field on Uk �M. For any small � > 0, it is easy to see that for all large k, the angle formed by any
minimizing geodesic from y0 to a point p 2 Uk and X.p/ is less than �. Let ��, with � 2 .�100; 100/,
be the flow generated by X on �k..�100; 100/�T 2/�M. Then the distance function dy0. � / increases
along �� at a rate bounded below by 1�C0�, where C0 > 0 is a universal constant. In particular, an
integral curve of X intersects a level set of dy0. � / in a single point.

Therefore, there is a continuous function zs W T 2
k
!R such that for any x 2 T 2

k
, we have dy0.�zs.x/.x//D

dy0.yk/. Let F W T 2
k
! d�1y0 .dy0.yk// be defined by F.x/D �zs.x/.x/, then F is continuous. We show

that F is an injection: suppose F.x1/DF.x2/Dy. Then xi D��zs.xi /.y/ for i D 1; 2. Since x1; x2 2T 2k ,
it follows that .��1

k
/�s.x1/D .�

�1
k
/�s.x2/D 0 and

0D .��1k /�s.x1/� .�
�1
k /�s.x2/D zs.x2/�zs.x1/:
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So zs.x2/D zs.x1/, and hence x1 D x2. Since T 2
k

is compact, F is a homeomorphism from the 2-torus
onto the image which is a connected component of d�1y0 .dy0.yk//. This proves the claim.

The following lemma will be used to show that all asymptotic limits split off a line.

Lemma 3.2 Let .M; g/ be a complete Riemannian manifold with nonnegative sectional curvature and let
fykg

1
kD0
�M be a sequence of points with dg.y0; yk/!1. Then after passing to a subsequence of

fykg
1
kD0

, there exists a ray � W Œ0;1/!M with �.0/D y0 and a sequence of numbers sk !1 such
that for zk D �.sk/, we have dg.zk; yk/D dg.y0; yk/ and

z]y0ykzk! � as k!1:

Proof A standard metric comparison argument. See for example [4, Lemma 5.1.5].

Now we prove the main result in this subsection.

Lemma 3.3 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant soliton.
Let p 2M be a fixed point. Then for any � > 0, there is D.�/ > 0 such that for all x 2M nBg.p;D/,
the pointed manifold .M; r�2.x/g; x/ is �-close to exactly one of the following:

(1) .R� cigar; r�2.zx/gc ; zx/, or

(2) .R2 �S1; gstan; zx/.

We call these two limits the asymptotic limits of the soliton.

Proof First, we show that for all x 2M nBg.p;D/, there exists D > 0 such that .M; r�2.x/g; x/ is
�-close to some product space with an R-factor. This suffices to show that for any sequence of points
fykg

1
kD0

, the rescaled Ricci flows .M; r�2.yk/g.r2.yk/t/; .yk; 0// converge to an ancient Ricci flow
that split off a line.

First, we claim r.yk/=dg.y0; yk/! 0 as k!1. If this is not true, then .M; g/ has Euclidean volume
growth, and hence is flat by Perelman’s curvature estimate (Lemma 2.15); a contradiction. So by passing
to a subsequence we may assume .M; r�2.yk/g.r2.yk/t/; .yk; 0// converges to an ancient 3D Ricci
flow; see [60, Lemma 3.3].

So by Lemma 3.2 and the strong maximum principle [63, Lemma 4.13, Corollary 4.19], the limit flow
splits off an R-factor. Therefore, by the classification of ancient 2D Ricci flows [39; 41], the limit flow
must be isometric to one of the following Ricci flows up to a rescaling:

(1) R� cigar,

(2) R2 �S1,

(3) R�T 2,

(4) R�S2,

(5) R� sausage solution.
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First, item (3) is impossible by Lemma 3.1. Second, we can argue in the same way as [60, Theorem 3.7]
to exclude item (5): In [60, Theorem 3.7], we argued under the O.2/-symmetry assumption, and used the
curve �.s/ fixed by the O.2/-isometry to define a function F.s/ which characterizes the diameter of the
nonflat factor in the asymptotic limits at �.s/. We showed lims!1 F.s/D1. In our current setting,
we can find a curve z�.s/ W Œ0;1/!M going to infinity, such that for all s � 0, .M;R.z�.s//g; z�.s// is
�-close to either R� S2, or R� cigar or a time-slice of R� sausage solution at the tip. Then we can
define the diameter function F.s/ by replacing �.s/ by z�.s/, and show lims!1 F.s/D1 in the same
way. This implies that R� sausage solution cannot appear in the blowup limit.

Finally, we exclude item (4) as follows: Suppose R � S2 is an asymptotic limit. We claim that all
asymptotic limits are R�S2. If so, then it is clear that the soliton is noncollapsed, and thus has to be
the Bryant soliton by Brendle’s result [12], so we get a contradiction. To show the claim, suppose by
contradiction that there is another limit of type (1) or (2). First, for any � > 0, after scaling down by
sufficiently large C > 0, the metric spaces of R� cigar, R2 �S1 and R�S2 are �-close in the pointed
Gromov–Hausdorff sense to an ��1-ball in R�RC, R2 or R, respectively. So for points z sufficiently far
away from a fixed point, the metric space of .M;C�1r�2.z/g; z/ is 2�-close to a .2�/�1-ball in R�RC,
R2 or R.

Next, note that there exists �0 > 0 such that R is not �0-close to either R�RC or R2. Since R�S2 is
not the unique asymptotic limit, we can find points zk!1 as k!1, such that .M;C�1r�2.zk/g; zk/
for sufficiently large C > 0 is not 1

3
�0-close to any of R�RC, R2 or R. This contradiction proves the

claim.

The following lemma shows that in the Ricci flow of the soliton, the closeness of a time-slice to the
asymptotic limit leads to the closeness in a parabolic region of a certain size.

Corollary 3.4 Suppose that .M; g/ is a 3D steady gradient soliton with positive curvature that is not
a Bryant soliton. Let p 2M be a fixed point. Then for any � > 0, there is a D.�/ > 0 such that for all
x 2M nBg.p;D/, the pointed rescaled Ricci flow .M; r�2.x/g.r2.x/t/; x/ is �-close to exactly one of
the following two Ricci flows:

(1) .R� cigar; r�2.zx/gc.r2.zx/t/; zx/,

(2) .R2 �S1; gstan; zx/.

Proof Note that the Ricci flows gR�cigar.t/ and gR2�S1.t/ on R� cigar and R2 �S1 are both eternal
Ricci flows which have bounded curvature. The assertion now follows from Lemma 3.3 by a standard
limiting argument as in [59, Lemma 3.4].

In the rest of this section, we show that R� cigar is a stable asymptotic limit when we move forward in
the Ricci flow of the soliton, in the sense that a region close to the R� cigar stays close to it until it is not
close to any asymptotic limits.
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This is based on the observation that the Ricci flow of the cigar soliton contracts all points to the tip when
we move forward in time along the flow. By using this and the closeness to the Ricci flow of cigar, we
show in the next lemma that an �-tip point x (see Definition 2.12) stays a 2�-tip point outside a compact
subset, when we move along an integral curve ��t .x/ of �rf . Note that this amounts to moving forward
along the Ricci flow of the soliton, since g.t/D ���tg satisfies the Ricci flow equation, where f�tgt2R

are the diffeomorphisms generated by rf .

Lemma 3.5 Fix some p 2M. For any � > 0, there exists D.�/ > 0 such that the following holds.

For any point x 2M nBg.p;D/, let ��t .x/ be the integral curve of �rf for t 2 Œ0;1/. Suppose x is
an �-tip point. Then ��t .x/ is a 2�-tip point for all t 2 Œ0; t.x//, where t .x/ 2 .0;1� is the supremum
of t such that ��t .x/ 2M nBg.p;D/.

Proof For the fixed �, we choose T .�/ > 0 to be the constant such that in the Ricci flow of the cigar
soliton, the metric ball of radius 2� at time 0 centered at the tip contracts to a metric ball of radius � at
time T .�/. Let 0 < �1� � be a constant whose value will be chosen later, then choose D.�1/ > 0 to be
the constant from Corollary 3.4.

If x0 … Bg.p;D/ is an �-tip point, in the following we will show that ��r2.x0/ t .x0/ is a 2�-tip point
for all t 2 Œ0; T .�/� such that ��r2.x0/ t .x0/ … Bg.p;D/, and ��r2.x0/ T .�/.x0/ is again an �-tip point.
Suppose this is true, then the lemma follows by induction immediately.

By Corollary 3.4, there is an �1-isometry  between the two pointed Ricci flows

.M; r�2.x0/g.r
2.x0/t/; x0/ and .R� cigar; r�2. .x0//g0.r2. .x0//t/;  .x0//:

Note that  is also a 100�1-isometry between time-slices, and hence an �-isometry for �1 < 1
100
�.

Let xtip be the tip of the cigar in R� cigar which has the same R-coordinate as  .x0/. Then by taking
�1 sufficiently small depending on �, and using the distance shrinking of the cigar, it is easy to see that
dt . .x0/; xtip/ < 2� in the Ricci flow r�2. .x0//g0.r

2. .x0//t/, for all t � 0. This implies the first
half of the claim, that ��r2.x0/ t .x0/ is a 2�-point. The second half of the claim follows by the choice
of T .�/ and taking �1 sufficiently small that ��11 > T.�/.

3.2 The geometry near the edges

We study the local and global geometry at points that look like R� cigar. First, we show in Lemma 3.14
that there are two chains of infinitely many topological 3-balls that cover all �-tip points. Using this we
show in Lemma 3.16 that the asymptotic cone of the soliton is a metric cone over an interval Œ0; a�, for
some a 2 Œ0; �/, and the points in these two chains correspond to the boundary points of the cone. Next,
in Lemma 3.17 we construct two smooth curves going to infinity inside the two chains, such that they are
two integral curves of rf or �rf , and along them the soliton converges to .R� cigar; xtip/.
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Fix a point p 2M, in the following technical lemma we show that the minimizing geodesic from p to an
�-tip point q is almost parallel to the R-direction in R� cigar at q. The idea is to study the geometry near
an �-tip point q in three different scales: In the largest scale d.p; q/, the soliton looks like its asymptotic
cone; in the smallest scale by the volume scale r.q/, it looks like R� cigar; in some intermediate scale
between r.q/ and d.p; q/, it looks like a two-dimensional upper half-plane. Note when there is no
confusion, we will omit the subscript g and write dg. � ; � / as d. � ; � / and Bg.p; � / as B.p; � /.

Lemma 3.6 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. Let p 2M be a fixed point. For any ı > 0, there exists � > 0 such that the following holds:

Let q 2 M be an �-tip point , and � be an �-isometry from R � cigar to M. Let @r be the unit vector
field in the R-direction in R� cigar. Let 
 W Œ0; 1�!M be a minimizing geodesic from p to q. Thenˇ̌
jcos ].
 0.1/; ��.@r//j � 1

ˇ̌
� ı.

Proof Suppose not, then there are ı > 0, �i ! 0 and �i -tip points qi !1 such that

(3-1) ].
 0i .1/; �i�.@r// 2 .ı; � � ı/;

where 
i W Œ0; 1� ! M is a minimizing geodesic from p to qi , and �i is an �i -isometry at qi . For
convenience, we will use �i to denote any sequence C�i where C > 0 is a constant independent of i .

Since dg.p; qi /!1 and the curvature is positive, after passing to a subsequence we may assume that the
rescaled manifold .M; d�2.qi ; p/g; p/ converges to the asymptotic cone in the Gromov–Hausdorff sense;
see Lemma 2.18. So we can find a point zi 2M such that the pair of points .p; zi / is a .1; �i /-strainer
at qi of size dg.qi ; p/. Let pi be a point on 
i and wi be a point on the minimizing geodesic connecting
qi and zi such that d.wi ; qi /D d.pi ; qi /D ri=ıi , where ıi > r.qi /=d.qi ; p/ is a sequence converging
to zero, which we may adjust later. Since r.qi /=ıi < d.qi ; p/, by the monotonicity of angles, .pi ; wi / is
a .1; �i /-strainer at qi of size r.qi /=ıi . So

(3-2) z]piqiwi � � � �i :

Next, consider the rescaled pointed manifold .M; r�2.qi /g; qi /, which is �i -close to .R� cigar; xtip/.
Then there is a sequence of points oi 2M with d.oi ; qi /D r.qi /=ıi such that the minimizing geodesic
�i W Œ0; 1�!M from qi to oi satisfies ].� 0i .0/; �i�.@r//! 0 as i !1. Combining this fact with (3-1)
we get

]piqioi 2
�
1
2
ı; � � 1

2
ı
�
:

Since �i ! 0, by choosing ıi ! 0 properly we have j z]piqioi �]piqioi j< 1
10
ı, and hence

(3-3) z]piqioi 2
�
1
4
ı; � � 1

4
ı
�

for all sufficiently large i .

Now consider the rescaled pointed manifold .M; ı2i r
�2.qi /g; qi /. Since ıi ! 0, after passing to a

subsequence we may assume that it converges to the upper half-plane R�RC in the Gromov–Hausdorff
sense, with qi! .0; 0/ and oi! .1; 0/2R�RC modulo the approximation maps. Assume pi converges
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to .x0; y0/ 2R�RC. Then by (3-3) we have y0 > 1
100
ı. On the other hand, (3-2) implies that .x0; y0/

is one point in a .1; 0/-strainer at .0; 0/ of size 1. So it is clear that jx0j D 1 and y0 D 0, a contradiction.
This proves the lemma.

In the next few definitions, we introduce the concept of �-solid cylinders. These are topological 3-balls
that look like a large neighborhood of the tip in R� cigar. A chain of �-solid cylinder is a sequence of
these cylinders meeting nicely. In this subsection, we will show in Lemma 3.14 that all �-tip points are
covered by exactly two such chains.

Definition 3.7 (�-solid cylinder) Let x 2M be an �-tip point, and �x be the corresponding �-isometry.
We say �L;D WD �x.Œ�L;L��Bgc .xtip;D//, is an �-solid cylinder centered at x, where L;D > 0 are
constants.

In order to make sure that the union of two intersecting �-solid cylinders is still a topological 3-ball,
we want them to meet nicely. So we introduce the concept of good intersection between two �-solid
cylinders; see eg [64, Section 5.6].

Definition 3.8 (good intersection) Let y1 and y2 be two �-tip points, and �yi be the corresponding
�-isometries. Let z
i W Œ�Li ; Li �!M be a curve passing through yi such that ��1yi .z
i .s//D .s; xtip/. We
say �.i/D �yi .Œ�Li ; Li ��Bgc .xtip;Di // for i D 1; 2 have good intersection if, after possibly reversing
the directions of either or both of the R-factors, the following hold:

(1) The projection r1 in the direction of R is an increasing function along z
2 at any point of z
2\ �.1/.

(2) There is a point in the negative end of �.2/ that is contained in �.1/, and the positive end of �.2/
is disjoint from �.1/.

(3) Either 1:1D1r.y1/�D2r.y2/, or D2r.y2/� 0:9D1r.y1/.

With the notion above, if two �-solid cylinders have good intersection, then the intersection is homeomor-
phic to a 3-ball; see [64, Lemma 5.19].

Definition 3.9 (chain) Suppose that we have a sequence of �-solid cylinders f�.1/; : : : ; �.k/g, for some
k 2N [f1g, with the curves z
i from Definition 3.8. We say that they form a chain of �-solid cylinders
if the following hold:

(1) For each 1 � i < k the open sets �.i/ and �.i C 1/ have a good intersection with the given
orientations.

(2) If �.i/\ �.j /¤∅ for some i ¤ j , then ji � j j D 1.

Lemma 3.10 (cf [64, Lemma 5.22]) Suppose that f�.1/; : : : ; �.k/g is a chain of �-solid cylinders. Then
�.1/[ � � � [ �.k/ is homeomorphic to a 3-ball and its boundary is the union of the negative end of �.1/,
the positive end of �.k/, and an annulus A.
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For an �-tip point x, let � be an �-solid cylinder centered at it. In Lemma 3.11, we construct a chain of �-
solid cylinders starting from �, which extends to infinity on one end. Moreover, the �-solid cylinder on the
other end meets a 2-sphere metric sphere @B.p;D0/ in a spanning disk, whereD0>0 is independent of x.

Lemma 3.11 (extending an �-solid cylinder to a chain) Let .M; g/ be a 3D steady gradient soliton with
positive curvature that is not a Bryant soliton. Let p 2M be a fixed point. There exists D > 0 such that
the following is true.

For any �-tip point x 2M nB.p;D/, there exist an integerN 2N and a sequence of �-tip points fxig1iD�N
going to infinity such that x0 D x and x�N 2 @B.p;D/, and an infinite chain of �-solid cylinders
f�.i/g1iD�N centered at xi , where �.i/D �xi .Œ�900; 900��Bgc .xtip; Li // with Li 2 Œ500; 1000�, such
that if �.i/ intersects @B.p;D/ for some D �D, then �.i/ meets @B.p;D/ in a spanning disk.

Proof By Lemma 3.3 we can choose D > 0 sufficiently large that the rescaled soliton at any point
in M n B

�
p; 1

2
D

�
is �-close to the asymptotic limits. For an �-tip point x0 2 M n B.p;D/, assume

d.p; x0/DD0. Let �x0 be the �-isometry. Then �.0/ WD �x0.Œ�900; 900��Bgc .xtip; 1000// is an �-solid
cylinder. Let r be the projection onto the R-direction in R�cigar. By Lemma 3.6, after possibly replacing
r by �r , we may assume ].rd.p; � /; �x0�.@r// < �. So the two points y˙ WD �x0..˙1000; xtip// 2M

satisfy

d.yC; p/� .1� �/1000 r.x0/CD0 and d.y�; p/� �.1� �/1000 r.x0/CD0:

By the choice of D we can find a pair of �-tip points x˙1 2 B.y˙; r.x0//. In particular, we have
x˙1 … �x0.Œ�900; 900��Bgc .xtip; 1000//, and

d.x1; p/ > 900 r.x0/CD0 and d.x�1; p/ < �900 r.x0/CD0:

Similarly, let �x˙1 be the �-isometry at x˙1. Then �.˙1/ WD �x˙1.Œ�900; 900��Bgc .xtip; 500// is an
�-solid cylinder at x˙1. It is clear that �.0/ and �.˙1/ have good intersections.

Repeating this, we can obtain a sequence of �-tip points fxig1iD�N , with x�N 2B.p;D/, and a sequence
of �-solid cylinders �.i/ WD �xi .Œ�900; 900� � Bgc .xtip;Di // centered at xi , where Di D 500 when
i is odd, and Di D 1000 when i is even, such that xiC1 2 B.�xi ..1000; xtip//; 10r.xi //. Therefore, by
triangle inequalities it is easy to see that �.i/ only intersects with �.i � 1/ and �.i C 1/, and has good
intersections with them. In particular, for all i � 0 we have

d.xi ; p/ > 900

i�1X
kD0

r.xk/CD0!1:

So f�.i/g1iD1 is an infinite chain of �-solid cylinders. Moreover, we see that �.i/ meets all metric spheres
@B.p;D/ with D � D in a spanning disk, since by Lemma 3.6 we have ].rd.p; � /; �xi�.@r// < �
for all i .

In the following, we use Lemma 3.11 to show that all �-tip points outside of a compact subset are contained
in the union of finitely many chains of �-solid cylinders.
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Lemma 3.12 (disjoint chains containing all �-tip points) Under the same assumption as in Lemma 3.11,
and let D be from Lemma 3.11. There exist k chains of �-solid cylinders C1; : : : ;Ck for some k 2 N,
each of which satisfies the conclusions in Lemma 3.11. Moreover , all �-tip points in M nB.p;D/ are
contained in the union of C1; : : : ;Ck .

Proof Assume x1 is an �-tip point, x1 2M nB.p;D/. Then let C1 be a chain of �-solid cylinders
produced by Lemma 3.11, whose union contains x1. If there exists an �-tip point x2 2M n.C1[B.p;D//,
then by Lemma 3.11 we can construct a new chain C2 of �-solid cylinders containing x2. We claim that
C1\C2 D∅, ie the union of all �-solid cylinders in C1 is disjoint from that in C2.

First, for two �-tip points x; y with d.x; y/ � 1000r.x/, it is easy to see that d.x; y/ � 0:1r.x/ when
� is sufficiently small. Using this fact we see that x2 is at least 900r.x2/-away from C1, and hence
C1 \C2 \ @B.p;D1/ D ∅, where D1 D d.x2; p/ � D. Let a; b > 0 be the infimum and supremum
of fr W C1 \ C2 \ @B.p; r/ D ∅g. Then a < D1 < b. Suppose by contradiction that a � D. Then
C1 \C2 \ @B.p; a/¤ ∅, and we can find an �-tip y 2 C1 \C2 \ @B.p; a/. However, by Lemma 3.6
this implies that � the �-solid cylinder centered at y is contained in C1\C2, and the positive end of � is
at distance aC 1000r.y/ from p, which is greater than a. This contradicts the infimum assumption of a.
By a similar argument, we can show b D1. This proves the claim.

Repeating this procedure, we obtain a sequence of chains of �-solid cylinders whose unions are disjoint.
This must stop in finitely many steps, because these chains intersect with @B.p;D/ in spanning disks
whose areas are uniformly bounded below. So we may assume these chains are C1; : : : ;Ck and they
contain all �-tip points.

Now we show that the number of these chains is exactly equal to two. To do this, we need the following
lemma, which enables us to glue �-cylindrical planes that intersect, and produce a global S1-fibration on
their union.

Lemma 3.13 (global S1-fibration [64, Proposition 4.4]) Let M be a 3D Riemannian manifold. Given
�0 > 0, the following holds for all � > 0 less than a positive constant �1.�0/. SupposeK �M is a compact
subset and each x 2K is the center of an �-cylindrical plane. Then there is an open subset V containingK
and a smooth S1-fibration structure on V.

Furthermore , if U is an �-cylindrical plane that contains a fiber F of the fibration on V, then F is �0-close
to a vertical S1-factor in U, and F generates the fundamental group of U. In particular , the diameter of F
is at most twice the length of any circle in the �-cylindrical plane centered at any point of F .

Lemma 3.14 (two chains containing all �-tip points) Let .M; g/ be a 3D steady gradient soliton with
positive curvature that is not a Bryant soliton. Let p 2M be a fixed point. There exists a D > 0 such that
the following is true.

There are exactly 2 chains of �-solid cylinders C1 and C2, each of which satisfies the conclusions in
Lemma 3.11. Moreover , all �-tip points in M nB.p;D/ are contained in the union of C1 and C2.
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Proof First, we show k � 1, which is equivalent to the R � cigar being indeed an asymptotic limit
of the soliton M. Suppose this is not the case. On the one hand, since all �-tip points are contained
in C1; : : : ;Ck , the complement of them in M nB.p;D/ is covered by �-cylindrical planes. Then by
Lemma 3.13 we can find a connected open subset V1 containing B.p; 2D/�B.p;D/ which carries a
smooth S1-fibration. Consider the homotopy exact sequence

� � � ! �2.V1;0/! �1.S
1/! �1.V1/! �1.V1;0/! � � � :

Since the base space V1;0 of this fibration is connected and noncompact, we have �2.V1;0/D 0, and it
follows that the S1-fiber is incompressible in V1, ie the map �1.S1/!�1.V1/ is an injection; see eg [52].

On the other hand, let U be an �-cylindrical plane contained in B.p; 2D/�B.p;D/, let x 2 U be the
center of the �-cylindrical plane, and let F be the S1-fiber of the fibration on V that passes through x.
Then by Lemma 3.13, the fiber F is �-close to the vertical S1-factor in U, and hence F is also contained
in U, and hence contained in B.p; 2D/�B.p;D/. Note that the metric spheres @B.p;D/ and @B.p; 2D/
are diffeomorphic to 2-spheres, and B.p; 2D/�B.p;D/ is diffeomorphic to R�S2. So if kD 0, we see
that B.p; 2D/�B.p;D/�C1� � � � �Ck is diffeomorphic to R�S2, and if k D 1, it is diffeomorphic
to R3, both of which have trivial fundamental groups. Therefore, F bounds a disk in B.p; 2D/�B.p;D/.
However, this contradicts with the above fact that the fiber F is incompressible. So k � 2.

Next, we show kD 2. Suppose not; then k� 3. The subsetK WDB.p; 2D/�B.p;D/�C1�C2�� � ��Ck
is covered by �-cylindrical planes, so by Lemma 3.13 we can obtain a smooth S1-fibration on a subset V
containing K. Let C1; C2 be two circles of the fibration on V that are contained in C1;C2, respectively.
Then by Lemma 3.13, Ci bounds a spanning disk Di in Ci for i D 1; 2. Let A�B.p; 2D/�B.p;D/ be
an annulus bounded by C1 and C2 which is saturated by S1-fibers. Then the union S WDD1[D2[A is a
2-sphere which is isotopic to the two metric spheres @B.p;D/ and @B.p; 2D/. In particular, S separates
@B.p;D/ from @B.p; 2D/.

Since k � 3, it follows that C3 intersects with S at some �-tip point y. First, y cannot be in the annulus A
because A is covered by �0-cylindrical planes for a very small �0 > 0. Second, y cannot be in either of
the two spanning disks D1 and D2, because C3 is disjoint from Ci for i D 1; 2. So this contradiction
proves k D 2.

It is clear that at the volume scale, an �-tip point is different from a point at which the manifold is an
�-cylindrical plane. We show in the following technical lemma that they can also be distinguished from
each another at an even larger scale. Roughly speaking, the former point looks like a boundary point in
the half-plane, while the latter looks like a point in the plane.

Lemma 3.15 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. Let p 2M be a fixed point. For any ı > 0, there exists an � > 0 such that for any �-tip point x,
there exists a constant 0 < rx < ıd.p; x/ such that there is no 2-strainer at x of size larger than rx .
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Proof For x sufficiently far away from p, we have by volume comparison that r.x/=d.p; x/� ı2. Take
rx D r.x/=ı. Then rx <ıd.p; x/, and the rescaling .M; r�2x g; x/ is the scaling down of .M; r�2.x/g; x/
by ı�1. The scaling down of .R�cigar; xtip/ by ı�1 is Cı-close to the two-dimensional upper half-plane
.R�RC; .0; 0// in the pointed Gromov–Hausdorff sense. Take � < ı. By the definition of �-tip point,
we see that .M; r�2.x/g; x/ is �-close to .R � cigar; xtip/. Therefore, .M; r�2x g; x/ is C�ı-close in
the Gromov–Hausdorff sense to the metric ball B..0; 0/; 1/ in the two-dimensional upper half-plane
.R�RC; .0; 0//.

It is easy to see that there is no .2; �0/-strainer at .0; 0/ in R�RC of size larger than 1, which is the same
in .M; r�2x g; x/. Scaling back, it follows that there is no .2; �0/-strainer at x in .M; g/ of size larger
than rx .

Recall that S1.M; p/ is the metric space of equivalent classes of rays starting from p. We show in the
following lemma that S1.M; p/ is a closed interval Œ0; �� for some � 2 Œ0; �/. Moreover, the two chains
of �-solid cylinders C1 and C2 are two “edges” of the soliton .M; g/, in the sense that the two rays 
1
and 
2 correspond to the two end points in Œ0; ��. We will show � > 0 in Corollary 3.43, so that the
soliton is indeed a flying wing.

Lemma 3.16 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. Let p 2M be a fixed point. Then S1.M; p/ is isometric to an interval Œ0; �� for some � 2 Œ0; �/.

Moreover , for i D 1; 2, and for any sequence of points p.i/
k
2 Ci such that p.i/

k
!1 as k !1, the

minimizing geodesics pp.i/
k

subsequentially converge to two rays 
1 and 
2 such that Œ
1� D 0 and
Œ
2�D � , after possibly switching 
1 and 
2.

Proof Fix some p 2M. We shall say that two quantities d1; d2>0 are comparable if C�1d1<d2<Cd1
for some universal constant C > 0. By the noneuclidean volume growth of .M; g/, the asymptotic cone is
a two-dimensional metric cone over S1.M; p/, where S1.M; p/ is a one-dimensional Alexandrov space,
and hence is an interval or a circle. In the latter case, we can find a .2; �/-strainer of size comparable to
d.p; x/ at any point x 2M. However, this is impossible at an �-tip point by Lemma 3.15. So S1.M; p/
is isometric to an interval Œ0; ��, for some � 2 Œ0; ��. Moreover, we have � < � , because otherwise the
manifold splits off a line and is isometric to R� cigar, which does not have strictly positive curvature.

First, we show that for any points going to infinity in C1, the minimizing geodesics from p to them
subsequentially converge to rays that are in the same equivalence class in S1.M; p/. Suppose by
contradiction that this is not true. Then we can find two sequences of points p1k; p2k 2 C1 going to
infinity, such that the minimizing geodesics pp1k; pp2k converge to two rays �1; �2 with z].�1; �2/ > 0.

Let ˇk W Œ0; 1�! C1 be a smooth curve joining p1k; p2k , which consists of �-tip points. By Lemma 3.6
we may assume that d.p; ˇk.s// is monotone in s. Let �ik.s/D z]�i .d.p; ˇk.s///pˇk.s/ for i D 1; 2.
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Then it is clear that as k !1, �1k.0/ and �2k.1/ converge to 0, and �1k.1/ and �2k.0/ converge to
z].�1; �2/ > 0. So for sufficiently large k, we have

�1k.0/

�2k.0/
< � and

�1k.1/

�2k.1/
> ��1:

By continuity, there exists a point qk D ˇk.sk/ with sk 2 .0; 1/ such that �1k.sk/D �2k.sk/, and hence

z]�1.d.p; qk// p qk D z]�2.d.p; qk// p qk :

Since d.p; p1k/; d.p; p2k/!1, we have d.p; qk/!1. Therefore, after passing to a subsequence,
pqk converges to a ray �3, which satisfies z].�3; �1/D z].�3; �2/. Since S1.M; p/ is an interval, this
implies

z].�3; �1/D z].�3; �2/D 1
2
z].�1; �2/:

So for sufficiently large k, we can find a .2; �/-strainer at qk of size comparable to d.qk; p/, which is
impossible by Lemma 3.15 because qk is an �-tip point.

Now it remains to show that the ray �1 corresponds to one of the two end points in S1.M; p/D Œ0; ��. This
can be shown by a similar argument: Suppose � > 0 and Œ�1� 2 .0; �/. Then we can find .2; �0/-strainers
at a sequence of �-tip points xk!1 at scales comparable to d.p; xk/, contradicting Lemma 3.15.

Now we prove our main result in this subsection. For i D 1; 2 we will construct two smooth curves
�i W Œ0;1/!Ci tending to infinity, which are integral curves of either rf or �rf , such that the rescaled
manifold converges to R� cigar pointed at the tip along �i .

Lemma 3.17 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. There exists a smooth curve �i W Œ0;1/! Ci which is an integral curve of rf or �rf , such
that lims!1 �i .s/ D 1, and for any sequence of points xi ! 1 along �i , the pointed manifolds
.M; r�2.xi /g; xi / smoothly converge to .R� cigar; r�2.xtip/gc ; xtip/.

Proof Fix some point p 2M, and let D0 >0 be a large constant such that if f has a critical point (which
must be unique), then B.p;D0/ contains the critical point. We will use �.D/ > 0 denote all positive
constants depending on D such that �! 0 as D!1.

Take a sequence of �k-tip points pk 2 C1 going to infinity, where �k! 0. Assume pk … B.p;D0/ for
all k. Denote by 
pk W Œ0; sk�!M the integral curve of �rf starting from pk , where sk 2 .0;1� is
the smallest value of s such that 
pk .s/ 2 @B.p;D0/. It is easy to see that sk !1 as k !1. By
Lemma 3.5 we see that 
pk .Œ0; sk�/ � C1 and if 
pk .s/ … B.p;D/ for some D > 0, then 
pk .s/ is an
�.D/-tip point, where �.D/! 0 as D!1 is independent of k.

First, assume sk is finite for all k. Let qk D 
pk 2 C1\@B.p;D0/. Then, after passing to a subsequence,
qk converges to a point q1 2 C1\ @B.p;D0/. Denote by z
qk the integral curve of rf starting from qk .
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Then z
qk converges to the integral curve �1 W Œ0;1/! C1 of rf starting from q1, which satisfies all
the assertions.

Now assume sk D1 for some kD k0. Since the critical point of f (if it exists) is contained in B.p;D0/,
this implies that 
pk0 .s/!1 as s!1. Therefore, we may take 
pk0 to be �1, which is an integral
curve of �rf and satisfies all assertions as a consequence of Lemma 3.5. By the same argument, we can
find �2 � C2 satisfying the assertions.

Remark 3.18 When .M; g/ is isometric to R�cigar, and the potential function f could be a nonconstant
linear function in the R-direction, then one of �1 and �2 is the integral curve of rf and the other is
of �rf . However, if .M; g/ has strictly positive curvature, we will show in Theorem 3.31 that f has a
unique critical point, and �1 and �2 are both integral curves of rf .

Let � D �1.Œ0;1//[�2.Œ0;1//. The following lemma shows that the distance from sufficiently far
away points to the subset � must be achieved at the interior, so that the minimizing geodesics connecting
them to � are orthogonal to � by the first variation formula.

Lemma 3.19 Under the same assumptions as in Lemma 3.17, suppose there are a sequence of points
pi !1 and a constant s0 > 0 such that one of the following conditions holds:

(1) d.pi ; �/D d.pi ; �1.Œ0; s0�/[�2.Œ0; s0�//,

(2) d.pi ; �1/D d.pi ; �1.Œ0; s0�/, or

(3) d.pi ; �2/D d.pi ; �2.Œ0; s0�//.

Then M is isometric to R� cigar.

Proof We prove the lemma under condition (1), and the two other cases follow in the same way. We
will show that after passing to a subsequence, the minimizing geodesics from p to pi converge to a
geodesic ray 
 such that ].
; 
i /� 1

2
� , where 
i are the two rays corresponding to the two end points in

S1.M; p/; see Lemma 3.16. Then by Lemma 3.16 this implies S1.M; p/D Œ0; �� and the assertion of
the lemma follows immediately. In the proof we use � to denote a general positive constant that goes to
zero as i !1.

Let qi 2 � be such that d.pi ; �.Œ�s0; s0�// D d.pi ; qi /. Choose a sequence of points oi 2 �1 with
d.qi ; oi /D ˛id.pi ; qi / and such that ˛i ! 0 and d.qi ; oi /!1. Since ˛i ! 0, we have z]oipiqi ! 0,
and hence

z]oiqipi C z]qioipi � � � �:

Since d.pi ; oi /� d.pi ; �/D d.pi ; qi /, the segment oiqi is the longest in the comparison triangle oipiqi ,
so it must be opposite to the largest comparison angle, ie

z]oiqipi � z]qioipi :
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So the last two inequalities imply

(3-4) z]oiqipi � 1
2
� � �:

By Lemma 3.16 the minimizing geodesics poi converge to the ray 
1. After passing to a subsequence
we may assume the ppi converge to a ray 
 . Then by the boundedness of fqig and (3-4), it is easy to
see that ].
1; 
/� 1

2
� . By a symmetric argument, we also have ].
2; 
/� 1

2
� . So ].
1; 
2/� � by

Lemma 3.17, which implies a splitting of .M; g/, and hence it is isometric to R� cigar.

3.3 Quadratic curvature decay

The main result in this subsection is the following theorem of the quadratic curvature decay, which
corresponds to the upper bound in Theorem 1.7. We show that there is a uniform C > 0 such that the
scalar curvature has the upper bound R � C=d2. � ; �/, where � D �1.Œ0;1//[�2.Œ0;1//, and �1 and
�2 are from Lemma 3.17.

Theorem 3.20 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. There exists C > 0 such that for any x 2M n� ,

R.x/�
C

d2.x; �/
:

Proof First, we introduce some constants that will be used throughout this subsection, and we may
further adjust their values. The dependence of these constants is subject to the order

ı; ˛; D2; �; D1; !; C;

such that each constant is chosen depending only on the preceding ones. More precisely, we will choose
D1 and D2 sufficiently large that ı can be arbitrarily close to zero.

Let � > 0 be some very small number, and fix a point p0 2M. Then by Lemmas 3.3, 3.14 and 3.17 we
see that there are D1 >D2 > 0 such that the following holds: First, the soliton is an �-cylindrical plane
at all points x which satisfies d.x; p0/� 1

2
D1 and d.x; �/� 1

2
D2 r.x/. Second, the soliton is �-close to

.R� cigar; r�2.x0/gc ; x0/ for some x0 for which dgc .xtip; x0/ < 10D2.

By compactness we may choose C >0 large enough, so that Theorem 3.20 holds in B.p0;D1/. Moreover,
for points x 2M nB.p0;D1/ which satisfy d.x; p0/�D1 and d.x; �/�D2 r.x/, by the definition of
the volume scale and a volume comparison argument, it is clear that there exists ! > 0 such that

vol.B.zx; d.x; �///� ! d.x; �/3:

So Theorem 3.20 holds at x by Perelman’s curvature estimate; see Lemma 2.15.

Therefore, from now on we assume that

(3-5) d.x; p0/�D1 and d.x; �/�D2 r.x/:
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So the metric ball B
�
x; 1
2
d.x; �/

�
is covered by �-cylindrical planes. By the S1-fibration Lemma 3.13,

we see that there is an open subset U �B
�
x; 1
2
d.x; �/

�
which has a global S1-fibration, and the S1-fibers

are incompressible.

The following lemma gives a uniform lower bound for the volume ratio on the universal coverings of U.
So by applying Perelman’s curvature estimate (Lemma 2.15) in the universal covering we obtain the
inequality in Theorem 3.20 at a lift of x, which implies the same inequality at x. So Theorem 3.20
reduces to the following lemma by Perelman’s curvature estimates (Lemma 2.15).

Lemma 3.21 There exists ! > 0 such that in the universal cover zU of U, we have B
�
zx; 1
2
d.x; �/

�
b zU ,

and
vol

�
B

�
zx; 1
2
d.x; �/

��
� ! d3.x; �/;

where zx 2 zU is a lift of x.

Proof To prove the lemma, we will follow the idea in [6, Lemma 2.2] to construct a .3; ı/-strainer
near zx of size comparable to d.x; �/ for some small ı > 0, then use this to obtain a lower bound on the
volume ratio as in [6, Lemma 2.2] and [20, Theorem 10.8.18]. We first construct a .2; ı/-strainer at zx
using Claims 3.22 and 3.23.

Claim 3.22 There exist p; q 2 M such that the triple of points fp; q; xg forms a 1
6
�-triangle and

d.x; p/D d.x; �/. Here by a �-triangle we mean that � > 0 and

z]xpq; z]xqp; z]pxq > �:

Proof Let � 2
�
0; 1
100

�
be some fixed small number. Let p 2 � to be the closest point to x on � . Then

by Lemma 3.19, p is an interior point in � , and p is an �-tip point by Lemma 3.17. Therefore, it is
easy to see that the minimizing geodesic px and  p�.@r/ is almost orthogonal at p, where  p is the
�-isometry to .R� cigar; r�2.xtip/gc ; xtip/ at p, ie

(3-6)
ˇ̌
].px;  p�.@r//� 1

2
�

ˇ̌
� �:

Note that d.x; �/ > D2 r.x/ and d.x; p/D d.x; �/. We claim that

(3-7) d.x; �/ > 1
10
D2r.p/;

because otherwise we may choose D1 sufficiently large (depending on D2) so that d.x; p/� 1
10
D2r.p/

must imply r.p/� 10r.x/, which implies d.x; p/� D2 r.x/, a contradiction. So (3-7) holds.

By Lemma 3.17 we can take D1 to be large so that � is sufficiently small, where � is determined by D2
such that the following holds: By (3-6) and the �-closeness to R� cigar in the region containing the
B.p;D2 r.p//, we have for all points y 2 B.p;D2 r.p// that

(3-8) z]ypx0 � 1
2
� C 1

100
�
2
3
�;

where x0 is a point on the minimizing geodesic px such that

d.p; x0/D 1
10
D2r.p/ < d.x; �/:
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Now let q 2� be a point such that d.q; p/Dd.x; �/. By (3-7) we can choose a point q0 on the minimizing
geodesic pq such that

d.p; q0/D 1
10
D2 r.p/ < d.x; �/:

Then using (3-8) we obtain
z]q0px0 � 1

2
� C 1

100
�
2
3
�:

By the monotonicity of angles, the last three inequalities imply

z]qpx � 1
2
� C 1

100
�
2
3
�:

Note d.x; q/� d.x; �/D d.x; p/D d.p; q/. The segment jzxzqj is the longest in the comparison triangle
z4zxzq zp, and thus it must be opposite to the largest comparison angle, ie

z]qpx � z]qxp D z]pqx:

This combined with z]qpxC z]qxpC z]pqx D � implies

z]qpx � z]qxp D z]pqx � 1
6
�:

So fp; q; xg forms a 1
6
�-triangle.

Claim 3.23 There exists ˛ > 0 such that when D1 and D2 are sufficiently large , the following holds for
all x 2M satisfying (3-5): There is a point x0 2 B

�
x; 1
10
d.x; �/

�
such that there is a .2; ı/-strainer at x0

of size ˛d.x; �/.

Proof Suppose this is not true. Then there is a sequence of points xi 2 M going to infinity and
d.xi ; �/!1 such that the claim fails. Let pi ; qi be points from Claim 3.22 which form a 1

6
�-triangle

together with xi , and such that d.pi ; xi /D d.xi ; �/.

After passing to a subsequence, the pointed manifolds .M; d�2.xi ; �/g; xi / converge to a complete
noncompact length space .X; dX /, which is an Alexandrov space with nonnegative curvature [21]. The
triples .pi ; qi ; xi / converge to a triple .p1; q1; x1/ in the limit space, which forms a 1

6
�-triangle. So

the Alexandrov dimension of the limit space is at least two, because otherwise X must be isometric to a
ray or a line, which does not contain any 1

6
�-triangles.

Since the set of .2; ı/-strainers is open and dense in an Alexandrov space of dimension 2, we can find a
point x0 2 BdX

�
x; 1
10

�
such that there is a .2; ı/-strainer at x0 of size ˛ for some ˛ > 0. This induces a

contradiction for sufficiently large i .

Assume we can show that the volume of B.x0; 1/ is bounded below. Then by a volume comparison using
that x0 2 B

�
x; 1
10
d.x; �/

�
, this would imply a lower bound on the volume of B.x; 1/. Therefore, we

may assume without loss of generality that there is a .2; ı/-strainer .a1; b1; a2; b2/ at x of size ˛d.x; �/.

From now on we will work with the rescaled metric hD d�2.x; �/g and bound the 1-ball around a lift
of x in the universal cover from below by a universal constant.
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Let � W zU ! U be a universal covering, and zx; zai ; zbi be lifts of x; ai ; bi in the universal cover zU such
that

(3-9) d.zx; zai /D d.x; ai /D d.zx; zbi /D d.x; bi /D ˛:

Then since the covering map � is 1-Lipschitz, we have

(3-10) d.zai ; zbj /� d.ai ; bj /; d.zai ; zaj /� d.ai ; aj /; d.zbi ; zbj /� d.bi ; bj /:

So the comparison angles between zx; zai ; zbj at zx are at least as large as those between x; ai ; bj at x, ie

z]zai zxzbj � z]aixbj ; z]zai zxzbj � z]a1xa2; z]zai zxzbj � z]b1xb2:

So .za1; za2; zb1; zb2/ is a .2; ı/-strainer at zx.

Next, we will extend the .2; ı/-strainer to a
�
2C1

2
; ı

�
-strainer at zx. Since the S1-fiber in U is in-

compressible, we can find a sequence zxi of lifts of x that is unbounded. We may assume that the
consecutive distances of fzxig are at most D�1=22 . Because otherwise, there would be two points zxi ; zxj
such that d.zxi ; zxj /�D

�1=2
2 . Rescaling back to the metric g and by Lemma 3.13, we see that the length

of the circle in the �-circle plane at x is at least D�1=22 d.x; �/. This implies r.x/ � D�1=22 d.x; �/,
which contradicts our assumption (3-5). So we can find an i 2N such that with zy D zxi , we have

jd.zy; zx/�D
�1=4
2 j<D

�1=2
2 :

Claim 3.24 The tuple .za1; za2; zb1; zb2; zy/ is a
�
2C1

2
; ı

�
-tuple at zx of size at least D�1=42 �D

�1=2
2 .

Proof Note that in the triangle 4zyzxzai , the segment j zyzai j has the longest length, and thus must be
opposite to the largest comparison angle, ie

z]zai zx zy � z]zx zyzai :

Since d.zx; zy/! 0 as D2!1, we find

(3-11) z]zyzai zx < ı:

We also have

(3-12) z]zyzai zxC z]zai zx zyC z]zx zyzai D �:

So the last three inequalities imply z]zai zx zy � 1
2
� � ı. The same is true with zai replaced by zbi . So

(3-13) z]zai zx zy � 1
2
� � ı and z]zbi zx zy � 1

2
� � ı;

and hence the claim holds.

Claim 3.25 The tuple .za1; za2; zb1; zb2; zx/ is a
�
2C1

2
; ı

�
-tuple at zy of size at least D�1=42 �D

�1=2
2 .

Proof Since jd.zy; zai /�d.zx; zai /j<D
�1=4
2 and jd.zy; zbi /�d.zx; zbi /j<D

�1=4
2 , we see that .za1; za2; zb1; zb2/

is a .2; ı/-strainer at zy of size at least ˛�D�1=42 �2D
�1=2
2 . We may assume that D2 is sufficiently large

that this is at least 1
2
˛ >D

�1=4
2 �D

�1=2
2 .
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By metric comparison we have

z]zai zx zyC z]zbi zx zyC z]zai zxzbi � 2�;

which by (3-13) and z]zai zxzbi � � � ı implies

z]zai zx zy � 1
2
� C ı and z]zbi zx zy � 1

2
� C ı:

Combining this with (3-12) and (3-11) we obtain

z]zx zyzai � 1
2
� � ı and z]zx zyzbi � 1

2
� � ı:

So the claim holds.

Now take zm be the midpoint of a minimizing geodesic between zy and zx.

Claim 3.26 The tuple .za1; za2; zb1; zb2; zy; zx/ is a .3; ı/-strainer at zm of size at least 1
2
D
�1=4
2 �D

�1=2
2 .

Proof First, by the monotonicity of comparison angles we have

z] zmzxzai � z]zyzxzai � 1
2
� � ı and z] zmzxzbi � z]zyzxzbi � 1

2
� � ı:

Then repeating the same argument as in Claim 3.25 replacing zy by zm, we see that

z]zai zmzx; z]zbi zmzx > 1
2
� � ı:

Replacing zx by zy, similarly we can obtain

z]zai zmzy; z]zbi zmzy > 1
2
� � ı:

Moreover, as before we can see that .za1; za2; zb1; zb2/ is a .2; ı/-strainer at zm. Finally, z]zy zmzx D � is
trivially true. So the claim holds.

Using the .3; ı/-strainer in Claim 3.26, one can construct a 100-bilipschitz map f WB. zm;�D�1=42 /!R3

for some sufficiently small � as in [6, Lemma 2.2(i)] and [20, Theorem 10.8.18], which implies

vol.B. zm;�D�1=42 // > c.�D
�1=4
2 /3

for some universal c > 0. This implies Lemma 3.21 by volume comparison.

3.4 Existence of a critical point

The main result in this subsection is Theorem 3.31, which proves the existence of the maximum point of
the scalar curvature, which is also the critical point of the potential function.

In Lemmas 3.27 and 3.28, we study the geometry of level sets of the potential function f . To start, we
first note that the second fundamental form of a level set of f satisfies

(3-14) IID�
r2f

jrf j

ˇ̌̌̌
f �1.a/

D�
Ric
jrf j

ˇ̌̌̌
f �1.a/

� 0:
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Recall the Gauss equation, that for a manifold N embedded in a Riemannian manifold .M; g/, the
curvature tensor RmN of N with induced metric can be expressed using the second fundamental form
and RmM, the curvature tensor of M :

hRmN .u; v/w; zi D hRmM .u; v/w; ziC hII.u; z/; II.v; w/i � hII.u;w/; II.v; z/i:

So (3-14) implies that the level sets of f with induced metric have positive curvature.

More precisely, for a level set of f at an �-tip point, Lemma 3.27 shows that at a point that is sufficiently
far away from this �-tip point in the level set, the soliton is close to R2 �S1 under a suitable rescaling.
We show this by a limiting argument.

Lemma 3.27 Let .M; g; f / be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. For any ı > 0 and C0 > 0, there exists D > 0 such that the following holds:

For all D �D, there exists � > 0 such that the following holds: Suppose q 2M is an �-tip point with
jrf j.q/� C�10 , and let †D f �1.f .q// be the level set passing through q. Suppose also that z 2† is a
point with d†.q; z/DDR�1=2.q/, where d† is the length metric of the induced metric on †. Then the
soliton .M; g/ is a ı-cylindrical plane at z.

Proof Suppose this is false. Then there is some ı > 0 such that for any large D, there exist a constant
D >D, a sequence of constants �k ! 0, and a sequence of �k-tip points qk !1, and a sequence of
points zk 2 †k WD f �1.f .qk// with d†k .qk; zk/DDR

�1=2.qk/ such that the soliton .M; g/ is not a
ı-cylindrical plane at zk .

In the following we will show that when D is large enough, the level sets †k under suitable rescalings
converge to a level set of a smooth function on R� cigar, and zk converge to a point at which R� cigar
is a 1

2
ı-cylindrical plane, which will imply a contradiction for sufficiently large k. We now divide the

discussion into three cases depending on the limit of R.qk/. To start, note that RCjrf j2DC 21 for some
C1 > 0. So R � C 21 and jrf j � C1.

Case 1 (lim supk!1R.qk/ > C
�2 > 0 for some C > 0 which may depend on the sequence) In this

case we can deduce from the soliton equation r2f D Ric that derivatives of order at least two of the
functions zfk WD f �f .qk/ are uniformly bounded. Moreover, at qk we have zfk.qk/D 0 and

C�10 � jr
zfkj.qk/D jrf j.qk/� C1:

Let zr denote the covariant derivatives of zgk D 1
16
R.qk/g, then we have that j zr zfkjzgk D 4R

�1=2.qk/jrf j

is uniformly bounded above, and in particular at qk we have

j zr zfkj.qk/� 4C
�1
0 R�1=2.qk/� 4C

�1
0 C�11 :

So after passing to a subsequence we may assume that the functions zfk converge to a smooth function f1
on R� cigar, which satisfies f1.xtip/D 0, r2f1 D Ric and

jrf1j.xtip/� 4C
�1
0 C�11 :
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Note that C0 and C1 are constants that only depend only on the soliton but not the sequence.

Since r2f1 D Ric, by the uniqueness of the potential function on the cigar soliton we see that f1
is the sum of the potential function on cigar which vanishes at the tip and a linear function along the
R-factor whose derivative has absolute value at least 4C�10 C�11 and vanishes at xtip. In particular, 0 is a
regular value of f1 and the level set †1 WD f �11 .0/ is a noncompact complete rotationally symmetric
2D manifold.

Therefore, after passing to a subsequence, as the manifolds
�
M; 1

16
R.qk/g; qk

�
smoothly converge

to .R� cigar; gc ; xtip/, the level sets
�
†k;

1
16
R.qk/g†k ; qk

�
of zfk with the induced metrics smoothly

converge to the level set .†1; g†1 ; xtip/ of f1, and zk 2 †k converge to a point z1 2 †1 with
d†1.xtip; z1/ D

1
4
D. Since R � cigar is a 1

2
ı-cylindrical plane at z1 when D is sufficiently large

depending on ı and 4C�10 C�11 , we obtain a contradiction for all sufficiently large k.

Case 2 (limk!1R.qk/D 0) Consider the rescaled metrics zgk D 1
16
R.qk/g and the rescaled functions

zfk WD
f �f .qk/

4R�1=2.qk/
;

then zfk satisfies zfk.qk/D 0 and

(3-15) zr
2 zfk Dr

2 zfk D
r2f

4R�1=2.qk/
D

Ric
4R�1=2.qk/

D
fRic

4R�1=2.qk/
;

and also
j zr zfkjzgk D 4R

�1=2.qk/jr zfkj D jrf j � C1:

In particular, at qk we have

(3-16) j zr zfkjzgk .qk/D jrf j.qk/ 2 ŒC
�1
0 ; C1�:

By (3-15) and (3-16), the derivatives of zfk are uniformly bounded. Thus there is a subsequence of zfk
converging to a smooth function f1 on R� cigar with f1.xtip/D 0.

By (3-15) and (3-16) we have r2f1 D 0 and jrf1j.xtip/ > 0. So f1 is a nonconstant linear function in
the R-direction. In particular, 0 is a regular value of f1, and the level set †1 WD f �11 .0/ is equal to
fag � cigar�R� cigar for some a 2R.

Therefore, after passing to a subsequence, as the manifolds
�
M; 1

16
R.qk/g; qk

�
smoothly converge

to .R�cigar; gc ; xtip/, the level sets
�
†k;

1
16
R.qk/g†k ; qk

�
of zfk with induced metrics smoothly converge

to the level set .†1; g†1 ; xtip/ of f1, and the points zk 2 †k converge to a point z1 2 †1 with
d†1.xtip; z1/D

1
4
D. So it follows when D is sufficiently large that R� cigar is a 1

2
ı-cylindrical plane

at z1. This is a contradiction for large k.

The next lemma shows that for a point at which the soliton looks sufficiently like the cylindrical plane
R2 �S1, the level set of f passing through it looks like the cylinder R�S1. We prove this lemma by a
limiting argument.
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Lemma 3.28 Let .M; g; f / be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. For any ı > 0 and C0 > 0, there exists � > 0 such that if M is an �-cylindrical plane at x 2M
and r.x/� C�10 , then the level set f �1.f .x// of f passing through x is a ı-neck at x at scale r.x/.

Proof Suppose the conclusion is not true. Then for some ı > 0 and C0 > 0, there is a sequence of points
xi 2M at which .M; g/ is an �i -cylindrical plane, with �i ! 0, such that †i WD f �1.f .xi // is not a
ı-neck at xi at scale r.xi /.

Consider the rescalings of the metrics zgi WD r�2.xi /g, and the rescalings of the functions

zfi WD
fi �fi .xi /

r.xi /
:

We have zfi .xi /D 0 and

zr
kC2 zfi D r

�1.xi /zr
kC2fi D r

�1.xi /zr
k.zr2fi /D r

�1.xi /zr
k.fRic/ for k � 0;

and also
zr zfi D r

2.xi /r zfi D r.xi /rfi :

Therefore, using r.xi /� C�10 we obtain

j zr
kC2 zfi jzgi D r

�1.xi /j zr
k.fRic/jzgi � C0j zr

k.fRic/jzgi ;

which goes to zero for each k � 0 since �i ! 0. Note that RC jrf j2 D C 21 for some C1 > 0, and we
also have jrf j � C1 and

j zr zfi jzgi D jrf j � C1:

In particular, since r.xi /�C�10 and �i! 0, it follows that R.xi /! 0 and jrf j.xi /� 1
2
C1 for all large i .

So at xi we have
j zr zfi jzgi .xi /D jrf j.xi / 2

�
1
2
C1; C1

�
:

So after passing to a subsequence we may assume that the manifolds .M; zgi ; xi / smoothly converge to
.R2�S1; gstan; x1/, and the functions zfi converge to a smooth function f1 on R2�S1, which satisfies
f1.x1/D 0 and

(3-17) jr
kC2f1j D 0 for k � 0; and jrf1j.x1/ 2

�
1
2
C1; C1

�
:

By (3-17) it is easy to see that f1 is a constant in each S1-factor in R2 � S1, and a nonconstant
linear function on the R2-factor. After a possible rotation on R2, we may assume the level set †1 WD
f �11 .0/D f.x; 0; �/ W x 2R; � 2 Œ0; 2�/g. In particular, 0 is a regular value of f1, and †1 is isometric
to .R�S1; gstan/. Therefore, the level sets .†i ; r�2.xi /g†i ; xi / of zfi smoothly converge to the level set
.†1; gstan; x1/ of f1. This implies that †i is a ı-neck when i is sufficiently large, a contradiction.

The following lemma compares the value of f at two points x and y, when the minimizing geodesic
from x to y is orthogonal to rf at y.
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Lemma 3.29 Let x and y be two points in M. Suppose that a minimizing geodesic � from y to x is
orthogonal to rf at y. Then f .x/� f .y/.

Proof Since hrf .�.0//; � 0.0/i D 0, computing by calculus variation we have

f .x/�f .y/D f .�.1//�f .�.0//D

Z 1

0

hrf .�.r//; � 0.r/i dr

D

Z 1

0

Z r

0

r
2f .� 0.s/; �.s// ds dr

D

Z 1

0

Z r

0

Ric.� 0.s/; �.s// ds dr � 0:

The following lemma compares the scales of two �-necks in a positively curved noncompact complete
2D manifold. It says that the scale of the inner �-neck is almost not larger than that of the outer �-neck.

Lemma 3.30 For any ı > 0, there exists an � > 0 such that the following holds:

Let .M; g/ be a 2D complete noncompact Riemannian manifold with positive curvature and let p be a
soul for it. Then for any �-neck N disjoint from p, the central circle of N separates the soul from the end
of the manifold. In particular , if two �-necks N1 and N2 in M are disjoint from each other and from p,
then the central circles of N1 and N2 are the boundary components of a region in M diffeomorphic to
S1 � I .

Moreover , assume N1 is contained in the 2-ball bounded by the central circle of N2. Then the scales
r1 and r2 of N1 and N2 satisfy

r1 < .1C ı/r2:

Proof The proof is a slight modification of the proof of [63, Lemma 2.20] using Busemann functions.

Now we prove the critical point theorem.

Theorem 3.31 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. Then there exists p 2M such that R attains its maximum at p and rf .p/D 0.

Proof Let � > 0 be some constant we can take arbitrarily small, and we will use ı > 0 to denote all
constants that converge to zero as �! 0. We suppose by contradiction that Rmax does not exists.

First, the level sets of f are noncompact: Suppose not. Then for some a 2 R, the level set f �1.a/ is
compact and hence is diffeomorphic to S2. So f �1.a/ separates the manifold into a compact and a
noncompact connected component. Since f is convex and nonconstant, by the maximum principle it
attains its minimum in the compact region. This contradicts our assumption.

Let �1; �2 W Œ0;1/ 2M be the two integral curves of rf or �rf from Lemma 3.17, which extend to
infinity on the open ends. First, we claim that �2 and �1 cannot be integral curves of �rf at the same
time. Otherwise, on the one hand, we have d.�1.s/; �2.s//!1 as s!1 by Lemma 3.16. On the
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other hand, since �1 and �2 are integral curves of �rf , it follows by the positive curvature and distance
expanding along the backwards Ricci flow of the soliton that d.�1.s/; �2.s// � d.�1.s0/; �2.s0// for
any s � s0. This contradiction shows the claim.

So we may assume �1 is an integral curve of rf . In Claims 3.32, 3.33 and 3.34, we will construct a
complete integral curve � W .�1;C1/ 2M of rf such that �.Œs0;1//� C1; �..�1;�s0�/� C2 for
some s0>0, and moreover the manifolds .M; r�2.�.s//g; �.s// converge to .R�cigar; r�2.xtip/gc ; xtip/

as s!˙1. Note that �..�1;1// is invariant under the diffeomorphisms �t generated by rf .

Claim 3.32 Take 
1 W Œ0;1/!M to be the integral curve of �rf starting from �1.0/. Then 
1.s/
goes to infinity as s!1.

Proof Suppose otherwise: assume for some si !1 and compact subset V that we have 
1.si / 2 V. By
the compactness of V, there is c > 0 such that Ric� cg and c � jrf j � c�1 in V. So by the first identity
in (2-2) we have

d

ds

ˇ̌̌̌
sDsi

R.
1.s//� c:

Moreover, by the increasing of R.
1.s// we get .d=ds/jsDsiR.
1.s//� 0 for all s. It is clear that there
is a uniform C0 > 0 such that ˇ̌̌̌

d2

ds2
R.
1.s//

ˇ̌̌̌
� C0 for all s:

We may choose the sequence si such that siC1 > si C 1. Then

R.
1.siC1//�R.
.s1//C

iX
kD1

.R.
1.skC1//�R.
1.sk///�R.
.s1//C
1
2
ic2C�10 !1;

which is impossible.

Claim 3.33 As s ! 1, the manifolds .M; r�2.
1.s//g; 
1.s// converge smoothly to the manifold
.R� cigar; r�2.xtip/g†; xtip/. In particular , 
1.s/ is an �-tip point for all sufficiently large s.

Proof It follows from Lemma 3.3 that the manifolds .M; r�2.
1.s//g; 
1.s// converge smoothly to
either .R� cigar; r�2.x0/g†; x0/ or .R2 �S1; gstan; x0/. We show that it must be the first case. Since
lim infs!1R.
1.s//>0, by the quadratic curvature decay of Theorem 3.20, it follows that 
1.s/ is within
uniformly bounded distance to the �-tip points on �1[�2. So the limit must be .R�cigar; r�2.x0/g†; x0/.

Moreover, since 
1.s/ is an integral curve of �rf , by the distance shrinking in the cigar soliton it is easy
to see that x0 must be a tip point in R� cigar.

Claim 3.34 For all s sufficiently large , 
1.s/� C2.

Proof Since the two chains C1 and C2 contain all �-tip points by Lemma 3.14, we have either 
1.s/2C2

or 
1.s/ 2 C1 for all sufficiently large s.
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Suppose 
1.s/ 2 C1 for all large s. On the one hand, by Claim 3.33, d.
1.s/; �1/! 0 as s!1. Since
�1.s/ is the integral curve of rf , we see that jrf j.�1.s// increases in s, and hence

lim inf
s!1

jrf j.
1.s//D lim inf
s!1

jrf j.�1.s// > 0:

So by Claim 3.33 we have that ].rf; ��.@r// < � at all �-tip points in C1, after possibly replacing r
by �r .

On the other hand, for a fixed point p0, by Lemma 3.6, ].rd.p0; � /; ��.@r// < � holds at all �-tip
points in C1 after possibly replacing r by �r . So either ].rf;rd.p0; � // < � or ].�rf;rd.p0; � // < �
has to hold at all �-tip points in C1. Note that Claim 3.32 implies that d.p0; 
1.s//!1 as s!1,
and hence (1) must hold. But the fact that d.p0; �1.s//!1 as s !1 implies that (2) must hold,
a contradiction.

Therefore, letting �.s/D �1.s/ for s � s0, and �.s/D 
1.s0� s/ for s � s0, we get the desired complete
integral curve � W .�1;C1/ of rf . So we may assume �2.s/ D 
1.s � s0/ for s � s0. Then �1
and �2 still satisfy the conclusions in Lemma 3.17, and moreover satisfy the additional properties that
lims!1R.�2.s// > 0, and that �1 and �2 are both parts of a complete integral curve � .

After a rescaling we may assume lims!1R.�2.s// D 4. Then for some s1 > 0, whose value will
be determined later, we can find a point p, which is the center of an �-cylindrical plane, such that
jh.p/�2�j � � and d.p; �/Dd.p; �2/D s1; see Definition 2.11 for h. � /. Let 
p.t/ be the integral curve
of rf starting from p. Then d.
p.t/; �/ increases in t . In particular, d.
p.t/; �.0//� d.
p.t/; �/� s1.
So by Lemma 3.19 we see that when s1 is sufficiently large, the distance d.
p.t/; �/ for any fixed t is
always attained in �..�1;�s0/[ .s0;1//, where �.s/ are �-tip points.

In particular, the minimizing geodesic connecting 
p.t/ to some point yt 2 �..�1;�s0/[ .s0;1//
such that d.
p.t/; yt /D d.
p.t/; �/ is orthogonal to � at the �-tip point yt , and yt !1 as t!1. On
the one hand, by the distance distortion estimate we have

(3-18)
d

dt
d.
p.t/; �/� sup


2Z.t/

Z



Ric.
 0.s/; 
 0.s// ds

in the backward difference quotient sense (see [36, Lemma 18.1]), where Z.t/ is the space of minimizing
geodesics 
 that realize the distance of d.
p.t/; �/. In particular, if yt 2 �2 and 
 is a minimizing
geodesic connecting 
p.t/ to yt , we have

(3-19)
d

dt
d.
p.t/; �/�

Z



Ric.
 0.s/; 
 0.s// ds � 2� � for all t 2 Œ0; T �;

where in the second inequality we used (2-5) that in a cigar soliton with R.xtip/D 4, the integral of Ricci
curvature along a geodesic ray starting from the tip is equal to 2. On the other hand, we have

(3-20)
d

dt
d.
p.t/; �1.s0C t //� inf


2W.t/

Z



Ric.
 0.s/; 
 0.s// ds
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in the forward difference quotient sense, where W.t/ is the space of all minimizing geodesics between

p.t/ and �1.s0C t /. Since R.�.s// strictly decreases in s, because otherwise .M; g/ is isometric to
R� cigar, we may assume that for some c1 > 0 we have R.�1.s0;1// � 4� c1. So by (3-20) there
exists some c2 > 0 such that

(3-21)
d

dt
d.
p.t/; �1.s0C t //� 2� c2:

Therefore, it follows from (3-19) and (3-21) that d.
p.t/; �/D d.
p.t/; �1/ for sufficiently large t .

Therefore, we may let
T D supft W d.
p.t/; �/D d.
p.t/; �2/g<1;

then d.
p.T /; �1/ D d.
p.T /; �2/ and d.
p.t/; �/ D d.
p.t/; �2/ for all t � T . Integrating (3-19)
from 0 to T we obtain

d.
p.t/; �/� d.p; �/C .2� �/t � s1C .2� �/t:

Since 
p.t/ is the integral curve of rf starting from p, it follows by the definition of h that h.
p.t// is
equal to the length of a minimizing geodesic loop at p with respect to g.t/. So by the Ricci flow equation,
Rm� 0, and jRicj � CR, we see that h.
p.t// is nondecreasing in t and the evolution inequality

d

dt
h.
p.t//� C �R.
p.t// � h.
p.t//

holds. Combining this with the following curvature upper bound from Theorem 3.20,

R.
p.t//�
C

d2.
p.t/; �/
�

C

.s1C .2� �/t/2
;

we obtain
d

dt
h.
p.t//�

C

.s1C .2� �/t/2
� h.
p.t//:

Assuming s1 is sufficiently large and integrating this we obtain

(3-22) h.
p.t//� h.p/.1C �/� 2�.1C �/:

Let q 2 �1 be a point such that
d.
p.T /; q/D d.
p.T /; �/:

So by Lemma 3.29 we have
f .q/ < f .
p.T //:

Since R.�1.s// decreases and f .�1.s// increases in s, there is q2 2 �1 such that

f .q2/D f .
p.T // > f .q/ and R.q/ > R.q2/:

In the rest of proof, we will show R.q2/� 4� ı. First, if d.
p.T /; q2/ < ı�1R�1=2.q2/, then since q2
is an �-tip point, we obtain

jh.
p.T //� 4� �R
�1=2.q2/j � ı:
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This fact combined with (3-22) gives

(3-23) R�1=2.q2/�
1

4�
h.
p.T //C ı �

1
2
C ı;

and hence R.q2/� 4� ı.

So we may assume from now on that d.
p.T /; q2/� ı�1R�1=2.q2/.

Claim 3.35 There exists an ı-cylindrical plane at some z 2 f �1.f .q2// at scale r DR�1=2.q2/.

Proof Let � W .R�cigar; xtip/ W! .M; q2/ be an �-isometry. For the interval Œ�1=ı; 1=ı��R and the ball
Bgc .xtip; 1=

p
ı/ in .cigar; gc/, we consider image of their productU WD�

�
Œ�1=ı; 1=ı��Bgc .xtip; 1=

p
ı/

�
.

Let � be a smooth curve connecting q2 to 
p.T / in the level set f �1.f .q2//. Since 
p.T / … U, by
continuity � must exit U at some z 2 @U.

Write @U˙ WD�.f˙1=ıg�Bgc .xtip; 1=
p
ı//. We will show that z 2�.Œ�1=ı; 1=ı��@Bgc .xtip; 1=

p
ı//D

@U �@U��@UC. Replacing C and � if necessary, we may assume f .�.1=ı// > f .q2/ > f .�.�1=ı//.

On the one hand, for any y 2 @U� let � W Œ0; `�!M be a unit-speed geodesic from y to some point
q� 2 �.Œ�1=ı; 1=ı�� xtip/ which achieves the distance from y to it. Then we have

f .y/�f .q�/D

Z `

0

hrf; � 0.r/i dr

D

Z `

0

Z r

0

r
2f .� 0.s/; � 0.s// ds dr

�

Z `

0

Z `

0

Ric.� 0.s/; � 0.s// ds dr �
C
p
ı
;

where we used that the length of � satisfies ` 2 Œı�1=2R�1=2.q2/; 2ı�1=2R�1=2.q2/�. This then implies

f .y/� f .q�/C
C
p
ı
� f .q2/�

1

Cı
C
C
p
ı
< f .q2/;

and hence @U� is disjoint from f �1.f .q2//.

On the other hand, for any y 2 @UC let qC be a point in �.Œ�1=ı; 1=ı�� xtip/ that is closest to y. Then

f .y/� f .qC/� f .q2/C
1

Cı
> f .q2/;

and hence @UC is also disjoint from f �1.f .q2//. So the claim holds.

By Lemma 3.28, the two ı-cylindrical planes at 
p.T / and z produce the two ı-necks in the level set
surface f �1.f .q2//: One ı-neck, denoted by N1, is centered at 
p.T /, which has scale 2.1C ı/ because
h.
p.T //� 2�.1Cı/ by (3-23), and h.
p.T //� h.p/� 2��� by the choice of p and the monotonicity
of h along integral curves; and the other ı-neck, denoted by N2, is centered at z with scale R�1=2.q2/.
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By the choice of N2 and d.
p.T /; q2/� ı�1R�1=2.q2/, it is clear that N2 is in the 2-ball bounded by the
central circle of N1. Since f �1.f .q2// is positively curved, we can apply Lemma 3.30 and deduce that

R�1=2.q2/� 2.1C ı/ and hence R.q2/� 4.1� ı/:

Now letting � go to zero, by the monotonicity of R along � this implies that R is a constant along � .
So R� 2 on � . By the soliton identity,

Ric.rf;rf /D�hrR;rf i D 0:

The Ricci curvature vanishes along � in the direction of rf . So the soliton splits off a line and it is
isometric to R� cigar, contradiction. This proves the existence of a critical point of f .

The following corollary follows immediately from Theorem 3.31 and Lemmas 3.17 and 3.16.

Corollary 3.36 There are two integral curves �i W .�1;1/!M of rf , for i D 1; 2, such that the
following hold :

(1) Let p be the critical point of f . Then lims!�1 �i .s/D p;

(2) As s !1, the pointed manifolds .M; r�2.�i .s//g; �i .s// smoothly converge to the manifold
.R� cigar; r�2.xtip/gc ; xtip/.

(3) For any p.i/
k
2 �i such that p.i/

k
!1 as k!1, the minimizing geodesics pp.i/

k
subsequentially

converge to two rays 
1 and 
2 such that Œ
1� D 0 and Œ
2� D � 2 S1.M; p/ D Œ0; �� for some
� 2 Œ0; �/.

3.5 An ODE lemma for distance distortion estimates

We will use the following ODE lemma of two time-dependent scalar functions to estimate certain distance
distortions in Theorem 3.41. This method generalizes the bootstrap argument in [60, Theorem 1.3], which
relies on the O.2/-symmetric structure of the soliton.

Lemma 3.37 (an ODE lemma) Let H;h W Œ0; T �! .0;1/ be two differentiable functions satisfying

(3-24)
�
H 0.t/� C1 � h

�1.t/;

h0.t/� C2 �H
�2.t/ � h.t/;

for some constants C1; C2 > 0. Suppose

(3-25)
H.0/

h.0/
>
C2

C1
:

Let C3 WD C1h�1.0/�C2H�1.0/ > 0. Then for all t 2 Œ0; T � we have�
H.t/� C3t CH.0/;

h.t/� h.0/eC2=.C3H.0//:

Proof Dividing both sides by h.t/ in the second inequality in (3-24), we get

@t .ln h.t//� C2H�2.t/:
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Integrating this from 0 to t we get

ln h.t/� C2

Z t

0

H�2.s/ dsC ln h.0/;

and hence
h.t/� h.0/eC2

R t
0 H
�2.s/ ds;

plugging which into the first inequality in (3-24) we get

H 0.t/� C1h.0/e
�C2

R t
0 H
�2.s/ ds:

Let H0.t/ be a solution to the following problem:

(3-26)
�
H0.0/DH.0/;

H 00.t/D C1h
�1.0/e�C2

R t
0 H
�2
0 .s/ ds:

Then it is easy to see that for all t � 0,

(3-27) H.t/�H0.t/ > 0:

The second equation in (3-26) implies

ln.H 00.t//D ln.C1 h�1.0//�C2

Z t

0

H�20 .s/ ds;

differentiating which at both sides we obtain

@t .H
0
0.t/�C2H

�1
0 .t//D 0:

Integrating this and using (3-26) and (3-25) we obtain

H 00.t/�C2H
�1
0 .t/DH 00.0/�C2H

�1
0 .0/D C1h

�1.0/�C2H
�1.0/D C3 > 0:

So by (3-27) we obtain
H.t/�H0.t/� C3t CH.0/:

Substituting this into the second inequality in (3-24) we get

@t .ln h.t//�
C2

.C3t CH.0//2
;

integrating which we obtain

h.t/� h.0/eC2=.C3H.0//�C2=.C3.C3tCH.0/// � h.0/eC2=.C3H.0//:

3.6 Asymptotic cone is not a ray

Theorem 3.41 is the main result in this section. It states that the soliton is Z2-symmetric at infinity, in the
sense that R has equal positive limits along the two ends of � . Moreover, assuming this positive limit is
equal to 4 after a proper rescaling, then any sequence of points going to infinity converges to either R2�S1

or R� cigar, without any rescalings. As a consequence of Theorem 3.41, we prove in Corollary 3.43
the uniqueness of the Bryant soliton among all 3D steady solitons on R3 asymptotic to a ray.
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We remark that this Z2-symmetry at infinity is also true in mean curvature flow: a mean curvature flow
flying wing in R3 is a graph over a finite slab. Moreover, the slab width is equal to that of its asymptotic
translators, which are two tilted Grim Reaper hypersurfaces [70; 55].

We first prove a technical lemma using metric comparison.

Lemma 3.38 There exists � > 0 such that the following holds: Let † be a 2D complete Riemannian
manifold with nonnegative curvature. Then there cannot be more than two disjoint �-caps.

Moreover , suppose there are two disjoint �-caps centered at p1 and p2, and † is an �-neck at a point
p 2† such that p is not in the two �-caps. Then the central circle at p separates p1 and p2.

Proof For the first claim, suppose by contradiction that there are three disjoint �-caps C1, C2 and C3

centered at p1, p2 and p3. We shall use ı.�/ to denote all constants that go to zero as � goes to zero.

Assume the minimizing geodesics p1p2 and p1p3 intersect the boundary of C1 at x2 and x3 respectively,
which are centers of two �-necks. So we have

d.x2; x3/ < ı.�/d.x2; p1/;

which by the monotonicity of angles implies

z]p2p1p3 � z]x2p1x3 � ı.�/:

In the same way we obtain that z]p1p2p3; z]p1p3p2 � ı.�/. But then we have

z]p1p2p3C z]p2p1p3C z]p1p3p2 � 3ı.�/ < �;
which is impossible.

For the second claim, suppose the central circle at p does not separate p1 and p2. Denote the �-isometry
of the �-neck at p by  W .���1; ��1/ � S1 ! †. Let 
˙ D  .f˙��1g � S1/. Then, after possibly
replacing C with �, we claim that the minimizing geodesics pp1, pp2 and p1p2 are all contained in the
component of † separated by 
� which contains 
C: First, since p1 and p2 are in the same component
of † separated by  .f0g �S1/, suppose pp1 intersects 
C. Then it follows that pp2 also intersects †C,
and the claim follows by the minimality of these geodesics.

By the claim, we can use a similar argument as before to deduce

z]p1p2pC z]p2p1pC z]p1pp2 < �;
which is a contradiction.

The following lemma is a key ingredient in the proof of Theorem 3.41.

Lemma 3.39 There exists C0>0 such that the following holds: Let � > 0 be a sufficiently small number ,
and p 2M be an �-cylindrical plane point. Let q 2 � be the point such that d.p; q/D d.p; �/. Suppose
R.q/ < C�10 . Then r.q/� 1200 h.p/, where h. � / is defined in Definition 2.11.
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Proof Let C denote all positive universal constants, and ı denote all positive constants that converge to
zero as �! 0. Let † WD f �1.f .q//. Then † is diffeomorphic to S2, and it separates M into a bounded
component f �1.Œ0; f .q/// diffeomorphic to a 3-ball, and an unbounded component f �1..f .q/;1//
diffeomorphic to R � S2. So we may assume � \ † D fq; xqg, and q and xq are ı-tip points. Let

 W Œ0; 1�!M be a minimizing geodesic from q to p. Then by Lemma 3.29 we have min
.Œ0;1�/ f �f .q/,
so p 2 f �1.Œf .q/;1//. Therefore, there is a smooth nonnegative function T W Œ0; 1�! R such that
x
.r/ WD ��T.r/.
.r// 2† for r 2 Œ0; 1�. Let xp D x
.1/D ��T.1/.p/.

Claim 3.40 We have that d†. xp; xq/� 1
2
d†.q; xp/, where d† denotes the intrinsic metric on †.

Proof First, we may assume .M; g/ is an �-cylindrical plane at xp. First, by the positive curvature and
distance shrinking in the Ricci flow g.t/D ���tg of the soliton, we have

(3-28) h. xp/� h.p/:

Consider the smooth map � W Œ0; 1��R!M defined by �.r; t/D �t .x
.r//. Since �t is the flow of rf ,
we have f ı�.r; t/D t Cf .q/ and hence h��.@t /; ��.@r/i D hrf; ��.@r/i D 0. So we can compute

(3-29) d.p; q/D Length.
/D
Z 1

0

j��.r;T .r//.@r/CT
0.r/ ���.r;T .r//.@t /j dr

�

Z 1

0

j��.r;T .r//.@r/j dr D

Z 1

0

j�T.r/�.x

0.r//j dr

�

Z 1

0

jx
 0.r/j dr D Length.x
/� d†.q; xp/:

Since jrf j � C�1 > 0 on M nB.x0; 1/, we have

(3-30) d.p; xp/� C.f .p/�f . xp//D C.f .p/�f .q//

D C

Z 1

0

Z r

0

Ric.
 0.s/; 
 0.s// ds dr

� C

Z 1

0

Ric.
 0.r/; 
 0.r// dr � 1
2
d.p; q/;

where in the second equality we used hrf; 
 0.0/i D 0, and in the last inequality we usedZ 1

0

Ric.
 0.r/; 
 0.r// dr �
1

2C
d.p; q/;

which follows from Lemma 2.13(2), Theorem 3.20, and the assumption R.q/ < C�10 by taking C0
sufficiently large.

Since d.p; xq/� d.p; �/D d.p; q/, together with (3-29) and (3-30) this implies

d†. xp; xq/� d. xp; xq/� d.p; xq/� d.p; xp/� d.p; q/� d.p; xp/�
1
2
d†.q; xp/:

This proves the claim.
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Since q is a ı-tip point, we may assume without loss of generality that d†.q; xp/�DR�1=2.q/, whereD is
from Lemma 3.27, because otherwise for sufficiently small � we have r.q/� 10r. xp/� 10r.p/� 100h.p/,
and thus the lemma holds. So we can find a point q1 on the †-minimizing geodesic between q and xp
such that d†.q; q1/DDR�1=2.q/ and hence

(3-31) r.q/� 10 r.q1/:

By Lemma 3.27 it follows that .M; g/ is a ı-cylindrical plane at q1. So by Lemma 3.28 this implies that
the level set † is a ı-neck at xp and q1 at scale r. xp/ and r.q1/, respectively.

We may also assume d†. xp; q1/ > 100r. xp/ > 10h. xp/, because otherwise we have r.q/ � 10r.q1/ �
20r. xp/� 20r.p/, and thus the lemma holds. We will show the inequalities

(3-32) d†.xq; xp/� d†.xq; q1/� 3 d†.xq; xp/:

For the first inequality in (3-32), since xq and q1 are in two disjoint ı-caps, it follows by Lemma 3.38 that
the central circle at xp separates q1 and xq in †. So a minimizing geodesic between q1 and xq intersects the
central circle at xp, and hence

d†.xq; q1/� d†. xp; xq/� 10h. xp/C d†. xp; q1/� d†. xp; xq/;

where in the last inequality we used d†. xp; q1/ > 100 r. xp/ > 10 h. xp/. For the second inequality in (3-32),
by Claim 3.40 we have

d†.xq; q1/� d†.xq; xp/C d†. xp; q1/� d†.xq; xp/C d†. xp; q/� 3 d†.xq; xp/:

By the first inequality in (3-32) and the positive curvature on†, we can deduce by volume comparison that

(3-33)
j@B†.xq; d†.xq; q1//j

d†.xq; q1/
�
j@B†.xq; d†.xq; xp//j

d†.xq; xp/
:

Since † is a ı-neck at both points xp and q1, it is easy to see that

1
2
�
j@B†.xq; d†.xq; q1//j

r.q1/
� 2 and 1

2
�
j@B†.xq; d†.xq; xp//j

r. xp/
� 2:

Therefore, by the second inequality in (3-32) and (3-33) we get r.q1/ � 12r. xp/. Then by (3-31),
r. xp/� 10h. xp/ and (3-28) we get

r.q/� 120r. xp/� 1200h. xp/� 1200h.p/;

which proves the lemma.

Now we prove the main theorem in this section. A key step in the proof is to choose two suitable functions
that evolve by the conditions in Lemma 3.37.
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Theorem 3.41 Let .M; g/ be a 3D steady gradient soliton with positive curvature that is not a Bryant
soliton. Let �1 and �2 be the two integral curves of rf from Corollary 3.36. Then after a rescaling of
.M; g/, we have

lim
s!1

R.�1.s//D lim
s!1

R.�2.s//D 4:

Moreover , for any sequence of points qk!1, the sequence of pointed manifolds .M; g; qk/ converge to
either .R2 �S1; gstan/ or .R� cigar; gc/. In particular , if fqkg � �1[�2, then .M; g; qk/ converges to
R� cigar.

Proof We will first prove lims!1R.�i .s// > 0 for i D 1; 2. By Theorem 3.31 we know that f has
a unique critical point x0. Assume f .x0/D 0. Then it is easy to see that all level sets f �1.s/ for all
s > 0 are diffeomorphic to 2-spheres, and the induced metrics have positive curvature by (3-14). Let
�1 and �2 be from Corollary 3.36, and � D �1.�1;1/[�2.�1;1/[ fx0g. Then the subset � is
invariant under the diffeomorphism �t . Let C denote all positive universal constants, � denote all positive
constants that we may take arbitrarily small, and ı denote all positive constants that converge to zero as
�! 0. Suppose by contradiction that the assertion lims!1R.�i .s// > 0 for both i D 1; 2 does not hold;
we will derive a contradiction. Without loss of generality, we may assume lims!1R.�1.s//D 0.

Choose a point p 2 M such that .M; g/ is an �-cylindrical plane at p, and d.p; �/ D d.p; �1/. By
Lemma 3.5, .M; g/ is always an �-cylindrical plane along the integral curve �t .p/ of rf starting from p

for t � 0. We abbreviate �t .p/ as pt . Let qt 2 � be a point such that d.pt ; �/D d.pt ; qt /. We claim
that R.qt /! 0 as t !1.

The claim is clear when lims!1R.�2.s// D 0, using that qt ! 1 as t ! 1 by Lemma 3.19. If
lims!1R.�2.s// > 0, we argue as follows: First, for any large s1 > 0, by Lemma 3.19 we can choose p
to be sufficiently far away from x0, so that d.pt ; �i / for i D 1; 2 are achieved at points on �i ..s1;1//.
On the one hand, by lims!1R.�2.s// > 0 and (2-7), we may assume d

dt
d.pt ; �2/� c0 for some c0 > 0.

On the other hand, by lims!1R.�1.s// D 0, Theorem 3.20, and the distance distortion estimate in
Lemma 2.13(2), we may also assume d

dt
d.pt ; �1/�

1
100
c0 for all t � 0. So we have

d

dt
d.pt ; �2/ >

d

dt
d.pt ; �1/:

Since d.p; �/D d.p; �1/, it follows by integrating that d.pt ; �2/ > d.pt ; �1/D d.pt ; �/ for all t � 0.
So qt always falls on �1.Œs1;1//, and thus R.qt /! 0. So the claim holds.

Since .M; r�2.qt /g; qt / converges to R� cigar as t !1, it follows for large t that R � C�1 r�2.qt /
in B.qt ; C�1r.qt //. Let H.�t .p//D d.�t .p/; �/. Then by (2-7) this implies:

(3-34) @tH.pt /� C
�1
� r�1.qt /:

Further, by Theorem 3.20 we haveR�CH�2.pt / inB.pt ; 100 h.pt //, where h. � / is from Definition 2.11.
So by (2-7) this implies

(3-35) @th.pt /� C �H
�2.pt / � h.pt /:
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By the above claim we know R.qt /! 0 as t !1, so we can assume R.qt / � C�10 for C0 > 0 from
Lemma 3.39, by applying which we have r.qt / < 1200 h.pt /, and thus�

@tH.pt /� .1200C /
�1
� h�1.qt /;

@th.pt /� C �H
�2.pt / � h.pt /:

By taking � sufficiently small, we may assume H.p/=h.p/ > 1200C 2. So H.pt / and h.pt / satisfy all
assumptions in the ODE Lemma 3.37, applying which we can deduce

H.pt /� C
�1t and h.pt /� C for all sufficiently large t:

So we obtain r.qt / � C . Since .M; r�2.qt /g; qt / converge to .R� cigar; xtip/ as t !1, this implies
limt!1R.qt / > 0, a contradiction to the above claim. This proves lims!1R.�i .s// > 0 for i D 1; 2.

Now we prove lims!1R.�1.s//D lims!1R.�2.s// and the remaining assertions of the theorem. Note
that it suffices to show that for any two �-cylindrical plane points x1; x2 2M, we have jh.x1/�h.x2/j � ı.
To show this, by replacing pt by �t .xi / for i D 1; 2 in (3-34), and noting that r.qt / � C�1 as a
consequence of lims!1R.�i .s// > 0 for i D 1; 2, it follows that H.�t .xi // increases at least linearly,
and thus by (3-35) we obtain

(3-36) jh.xi /� h.�t .xi //j � ı for i D 1; 2:

Claim 3.42 lim
t!1

d.�t .x1/; �t .x2// <1.

Proof First, we have that d.�t .xi /; �/� d.xi ; �/CC�1t for i D 1; 2, so by the distance distortion of
Lemma 2.13 and Theorem 3.20 we have

d

dt
d.�t .x1/; �t .x2//�max

�
C

d.x1; �/CC�1t
;

C

d.x2; �/CC�1t

�
;

integrating which we obtain

(3-37) d.�t .x1/; �t .x2//� d.x1; x2/CC ln t:

Therefore, for any sufficiently large t , letting 
 W Œ0; 1�!M be a minimizing geodesic between �t .x1/
and �t .x2/, by triangle inequalities we have d.
.Œ0; 1�; �/ > C�1t . So by Theorem 3.20 we have
sups2Œ0;1�R.
.s//� C=t

2, and hence (3-37) implies

d

dt
d.�t .x1/; �t .x2//�

Z



Ric.
 0.s/; 
 0.s// ds �
C

t3=2
;

integrating which we proved the claim.

Note that �t .x2/ converges to a rescaling of R2 �S1 as t !1, so by Claim 3.42 we see that

jh.�t .x1//� h.�t .x2//j � ı

for all sufficiently large t . Combining this with (3-36), this implies

jh.x1/� h.x2/j � ı;

which proves the theorem.
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In the following we show that the soliton is asymptotic to a sector. Therefore, 3D steady gradient solitons
are all flying wings except the Bryant soliton.

Corollary 3.43 (Theorem 1.1, asymptotic to a sector) Let .M; g/ be a 3D steady gradient soliton with
positive curvature. If the asymptotic cone of .M; g/ is a ray, then .M; g/ is isometric to a Bryant soliton.

Proof Suppose that .M; g/ is not a Bryant soliton. Let C > 0 denote all constants depending on
the soliton .M; g/, and let � > 0 be some sufficiently small number. Let �1 and �2 be the integral
curves from Corollary 3.36. By Theorem 3.41 we may assume lims!1R.�i .s// D 4. We write
� D �1.Œ0;1//[�2.Œ0;1//. Let p 2M be the center of an �-cylindrical plane, then we have

(3-38) d.�t .p/; �/� 1:9 t C d.p; �/ for t � 0:

Suppose maxRDR.x0/� C . Then we have

d.x0; �t .p//� 20C t;

which combined with (3-38) implies

(3-39) d.�t .p/; �/� C
�1d.x0; �t .p// for all large t:

Let qk 2 �1 and xqk 2 �2 be sequences of points such that d.x0; qk/D d.x0; xqk/, and let �k W Œ0; 1�!M

be a minimizing geodesic connecting qk and xqk . Then it is easy to see that d.x0; �k.Œ0; 1�//!1 as
k!1. Since d.x0; �t .p//!1 as t!1, the integral curve �t .p/ must pass through the S1-factor of
an �-cylindrical plane centered at some point on �k.0; 1/. In particular, we can find tk > 0 and sk 2 .0; 1/
such that tk!1 as k!1, and

d.�tk .p/; �k.sk// < 2�:

Since d.qk; xqk/� d.�k.sk/; qk/� d.�k.sk/; �/, this implies by the triangle inequality that

d.qk; xqk/� d.�tk .p/; �/� d.�tk .p/; �k.sk//� d.�tk .p/; �/� 2�;

which together with (3-39) implies

(3-40) d.qk; xqk/� C
�1d.x0; �tk .p// for all large k:

Since .M; g/ is not isometric to R� cigar, we have

d.qk; xqk/ < .2�C
�1/d.x0; qk/:

Combining it with the triangle inequality

d.x0; �tk .p//C d.qk; xqk/� d.x0; qk/C d.x0; xqk/� 2� D 2d.x0; qk/� 2�;

we obtain
d.x0; �tk .p//� C

�1d.x0; qk/:

So by (3-40) this implies d.qk; xqk/� C�1d.x0; qk/ and thus z]qkx0xqk � C�1. Lastly, by Lemma 3.16,
the minimizing geodesics x0qk and x0xqk converge to two rays �1 and �2 with z].�1; �2/� C�1 > 0. So
the soliton is asymptotic to a sector.
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4 Upper and lower curvature estimates

In this section, we prove Theorem 1.7 of the two-sided curvature estimates. For the lower bound,
Theorem 4.8 shows that R decays at most exponentially fast away from � by using the improved Harnack
inequality in Corollary 4.6. For the upper bound, Theorem 4.11 shows that R decays at least polynomially
fast away from � . Theorem 4.11 is proved using the quadratic curvature decay from Theorem 3.20 and a
heat kernel method.

4.1 Improved integrated Harnack inequality

In this subsection, we prove an improved integrated Harnack inequality for Ricci flows with nonnegative
curvature operators. This improved Harnack inequality will be used to deduce the exponential curvature
lower bound in Theorem 4.8.

First, we state Hamilton’s traced differential Harnack inequality and its integrated version.

Theorem 4.1 Let .M; g.t// for t 2 .0; T � be an n-dimensional Ricci flow with complete time slices
and nonnegative curvature operator. Assume furthermore that the curvature is bounded on compact time
intervals. Then for any .x; t/ 2M � .0; T � and v 2 TxM,

(4-1) @tR.x; t/C
R

t
C 2hv;rRiC 2Ric.v; v/� 0:

Moreover , integrating this inequality appropriately yields: For any .x1; t1/; .x2; t2/ 2M � .0; T � with
t1 < t2, we have

(4-2)
R.x2; t2/

R.x1; t1/
�
t1

t2
exp

�
�
1

2

d2
g.t1/

.x1; x2/

t2� t1

�
:

Remark 4.2 By the soliton identities it is not hard to see that the equality in the differential Harnack
inequality (4-1) is achieved if .M; g.t// is the Ricci flow of an expanding gradient Ricci soliton with
nonnegative curvature operator and v Drft . We adopt the convention that the flow satisfies

Ric.g.t//C
1

2t
g.t/Dr2ft for t > 0:

See eg [38, Chapter 10.4].

Remark 4.3 In dimension 2, using RicD 1
2
Rg one can prove the slightly better integrated Harnack

inequality

(4-3)
R.x2; t2/

R.x1; t1/
�
t1

t2
exp

�
�
1

4

d2
g.t1/

.x1; x2/

t2� t1

�
:

The main result of this subsection shows that (4-3) actually holds in all dimensions. Our key observation
is the following curvature inequality.
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Lemma 4.4 Let .M; g/ be an n-dimensional Riemannian manifold with nonnegative curvature operator.
Then

(4-4) Ric� 1
2
Rg:

Proof To show this, let p 2M and choose an orthonormal basis feigniD1 of TpM under which the Ricci
curvature is diagonal, so

RicD .�1; : : : ; �n/;

where �1 � � � � � �n are the n eigenvalues. Let kij D Rm.ei ; ej ; ej ; ei /. Then since Rm� 0, we have

k1i �
X
j¤i

kj i D �i

for all i D 2; : : : ; n. So

�1 D k12C k13C � � �C k1n � �2C�3C � � �C�n;

and hence we have

Ric.v; v/� �1jvj2 �
�
�1C � � �C�n

2

�
jvj2 D 1

2
jvj2R:

Now we prove the improved integrated Harnack inequality.

Theorem 4.5 (improved integrated Harnack inequality) Let .M; g.t// for t 2 Œ0; T � be a complete
Ricci flow with nonnegative curvature operator. Suppose also that the .M; g.t// have bounded curvature.
Then for any x1; x2 2M and 0 < t1 < t2 � T , we have

R.x2; t2/

R.x1; t1/
�
t1

t2
exp

�
�
1

4

d2
g.t1/

.x1; x2/

t2� t1

�
:

Proof In the Harnack inequality (4-1), letting v D�r.logR/.x; t/ and T0 D 0, we get

(4-5) R�1@tRC
1

t
� 2jr logRj2C

2Ric.r logR;r logR/
R

� 0:

Then by Lemma 4.4 we obtain

(4-6)
@

@t
log.tR/� jr logRj2:

Let � W Œt1; t2�!M be a g.t1/-minimizing geodesic from x1 to x2. Then

log
�
t2R.x2; t2/

t1R.x1; t1/

�
D

Z t2

t1

d

dt
log.tR.�.t/; t// dt D

Z t2

t1

@

@t
log.tR/C

�
r log.tR/;

d�

dt

�
dt

�

Z t2

t1

jr logRj2C
�
r logR;

d�

dt

�
dt �

Z t2

t1

jr logRj2� jr logRj
ˇ̌̌̌
d�

dt

ˇ̌̌̌
dt

� �
1

4

Z t2

t1

ˇ̌̌̌
d�

dt

ˇ̌̌̌2
d�� �

1

4

d2
g.t1/

.x1; x2/

t2� t1
:
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Note that if moreover the Ricci flow .M; g.t// is ancient, then (4-6) becomes

(4-7)
@

@t
logR � jr logRj2:

In particular, the following integrated Harnack inequality is a direct consequence of Theorem 4.5.

Corollary 4.6 (improved Harnack inequality, ancient flow) Let .M; g.t// for t 2 .�1; 0� be a complete
Ricci flow with bounded curvature. Suppose Rmg.t/ � 0 for all t 2 .�1; 0�. Then for any x1; x2 2M
and t1 < t2, we have

R.x2; t2/

R.x1; t1/
� exp

�
�
1

4

d2
g.t1/

.x1; x2/

t2� t1

�
:

Remark 4.7 The equality in Lemma 4.4 holds on any two-dimensional solutions. In the cigar soliton,
it is easy to see that the equality in (4-7) is achieved, but the equality is lost in the integrated version.
Nevertheless, the factor 1

4
in Corollary 4.6 is still sharp in the sense that using it we can obtain a curvature

lower bound on cigar soliton which is arbitrarily close to the actual curvature decay in the cigar at infinity:

Let .†; gc/ be a cigar soliton and R.xtip/D 4. Let .†; gc.t// be the Ricci flow of the soliton. For any
x 2†, let t D�d0.x; xtip/=2. Then by the distance distortion estimate (2-5) in gc.t/, we have

dt .x; xtip/� d0.x; xtip/C .2� �/.�t /;

where � > 0 denotes all constants depending on d0.x; xtip/, such that � ! 0 as d0.x; xtip/!1. So
applying the improved Harnack inequality we get

R.x; 0/�R.xtip; t / e
�.2��/ d0.x;xtip/ D 4 e�.2��/ d0.x;xtip/:

This can be compared with the curvature formula of the cigar soliton (2-4),

R.x; 0/D
16

.ed0.x;xtip/C e�d0.x;xtip//2
� 16 e�2d0.x;xtip/:

4.2 Exponential lower bound of the curvature

In this subsection we use the improved Harnack inequality to deduce the exponential curvature lower
bound.

Theorem 4.8 (scalar curvature exponential lower bound) Let .M; g; f; p/ be a 3D steady gradient
soliton that is not a Bryant soliton. Assume lims!1R.�1.s//D lims!1R.�2.s//D 4. Then for any
�0 > 0, there exists C > 0 such that

(4-8) R.x/� C�1e�2.1C�0/dg.x;�/:

Proof For any �0 > 0, let � > 0 denote all small constants depending on �0, whose values may change
from line to line. Let .M; g.t//, t 2 .�1;1/, be the Ricci flow associated to the soliton .M; g/, g.0/Dg.
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Consider the subset U consisting of all points x such that the distance dt .x; �/ for all t � 0 must be
achieved at �-tip points on � . Then it is clear by Lemma 3.19 that the complement of U is compact. So
we can find a constant C > 0 such that R � C�1 on M nU. Therefore, it suffices to prove the curvature
lower bound (4-8) for points .x; 0/ 2 U � f0g �M � .�1;1/.

Let x 2 U and t � 0. By a distance distortion estimate we have

(4-9) �
d

dt
dt .x; �/� sup


2Z.t/

Z



Ric.
 0.s/; 
 0.s// ds;

where the derivative is the backward difference quotient, and Z.t/ is the space of all minimizing geodesics 

which realize the distance dt .x; �/. For any such 
 connecting x to a point yt 2 � such that dt .x; yt /D
dt .x; �/, we have that yt is an �-tip point since x 2 U, and 
 is orthogonal at yt to � . Moreover, by the
assumption lims!1R.�1.s//D lims!1R.�2.s//D 4 we have

(4-10) R.yt ; t /� 4� �:

So by taking � small, (4-9) implies

�
d

dt
dt .x; �/� 2.1C �0/;

integrating which we get

(4-11) dt .x; yt /D dt .x; �/� d0.x; �/C 2.1C �0/.�t /:

Now applying Corollary 4.6

(the improved Harnack inequality) and using (4-10) and (4-11) we obtain

R.x; 0/�R.yt ; t /e
�d2t .x;yt /=.�4t/ � .4� �/e�.d0.x;�/C2.1C�0/.�t//

2
=.�4t/:

Letting t D�1
2
d0.x; �/, this implies

R.x; 0/� .4� �/e�2.1C�0/d0.x;�/:

Remark 4.9 This curvature estimate is sharp: in the manifold R � cigar, the curvature decays like
O.e�2dg. � ;�//, so our lower bound estimateO.e�.2C�0/ dg. � ;�// gets arbitrarily close to it as the distance
dg. � ; �/ goes to infinity.

4.3 Polynomial upper bound of the curvature

In Theorem 4.11 we show that the quadratic curvature decay from Theorem 3.20 can be improved to
polynomial decay at any rate. The proof relies on the following heat kernel estimate. This estimate shows
that the heat kernel starting from .x; t/ behaves like a Gaussian, and it is centered at the .x; s/ for all
s < t � 2. For s 2 Œt � 2; t/, the Gaussian bound also holds by Lemma 2.21.
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Lemma 4.10 Let .M; g; f; p/ be a 3D steady gradient soliton that is not a Bryant soliton and .M; g.t//
be the Ricci flow of the soliton. Let G.x; t Iy; s/ for x; y 2M and s < t � 2 be the heat kernel of the heat
equation @tuD�u under g.t/. Then there exists C > 0 such that

G.x; t Iy; s/� C.t � s/3=2 exp
�
�
d2s .x; y/

4C.t � s/

�
:

Proof After a rescaling we assume lims!1R.�1.s// D lims!1R.�2.s// D 4. We shall use C to
denote all constants depending only on the soliton .M; g/. Without loss of generality, we may assume
s D 0. For any s 2 Œ0; 1� and z 2 Bs.x; 1/, let 
 W Œs; t �!M be a curve such that 
 jŒs;2� is a minimizing
geodesic connecting x and z with respect to g.0/, and 
 jŒ2;t� � y.

For any � 2 Œ0; t � s�, by Theorem 3.20 we have R.y; t � �/ � C=r2.y; t � �/. Moreover, denoting
dt .x; �/ by r.x; t/, by Theorem 3.41 and distance distortion estimates we have

(4-12) r.x; t/C 1:9.t � s/� r.x; s/� r.x; t/C 2:1.t � s/:

So R.y; t � �/ � C=.r.x; t/CC�1�/2. For � 2 Œt � 2; t � s�, we have R.
.t � �/; t � �/ � C and
j
 0j.t � �/� C . Putting these together we can estimate the L-length of 
 ,

L.
/D

Z t�2

0

p
�R.y; �/ d� C

Z t�s

t�2

p
�.R.
.t � �/; t � �/Cj
 0j2/ d�

�

Z t�2

0

p
�

C

.r.x; t/CC�1�/2
d� C

Z t�s

t�2

C
p
� d� � C

p
t :

Let `.z; s/ WD `.x;t/.z; s/ be the reduced length from .x; t/ to .z; s/. Then

`.z; s/D
L.x;t/.z; s/

2
p
t � s

�
L.
/

2
p
t � s

� C:

Recalling the heat kernel lower bound by Perelman in [66, Corollary 9.5], we get

(4-13) G.x; t I z; s/�
1

4�.t � s/3=2
e�`.z;s/ �

C

t3=2

for all s 2 Œ0; 1� and z 2 Bs.x; 1/, integrating which in Bs.x; 1/ we get

(4-14)
Z
Bs.x;1/

G.x; t I z; s/ dsz �
C

t3=2
for all s 2 Œ0; 1�:

Let y 2M, then by the multiplication inequality for the heat kernel in [54, Theorem 1.30] we have

(4-15)
� Z

Bs.x;1/

G.x; t I z; s/ dsz

�� Z
Bs.y;1/

G.x; t I z; s/ dsz

�
� C exp

�
�
.ds.x; y/� 2/

2

4C.t � s/

�
:

Substituting (4-14) into (4-15) and using the distance distortion estimate ds.x; y/�2�C�1d0.x; y/�2�
.2C /�1d0.x; y/, we obtain� Z

Bs.y;1/

G.x; t I z; s/ dsz

�
� Ct3=2 exp

�
�
d0.x; y/

2

4C.t � s/

�
:
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Integrating this for all s 2 Œ0; 1�, and then applying the parabolic mean-value inequality (see eg [36]) to
G.x; t I � ; � / at .y; 0/, we obtain

G.x; t Iy; 0/� Ct
3
2 exp

�
�
d20 .x; y/

4C t

�
:

Theorem 4.11 (scalar curvature polynomial upper bound) Let .M; g; f / be a 3D steady gradient
soliton that is not a Bryant soliton. Then for any integer k � 2, there exists Ck > 0 such that

R �
Ck

dkg . � ; �/
:

Proof By Theorem 3.20 this is true for k D 2. Let .M; g.t// be the Ricci flow of the soliton. We denote
dt .x; �/ by r.x; t/. After a rescaling we assume lims!1R.�1.s//D lims!1R.�2.s//D 4, so (4-12)
holds.

Suppose by induction that this is true for k � 2, we will show that this is also true for k C 1. In the
following C denotes all positive constants that depend on k, the maximum of R and the limits of R at
the two ends of � . Since R satisfies the evolution equation

@tRD�RC 2jRicj2;

for a fixed pair .x; t/ 2M � .�1;1/ we have

R.x; t/D

Z
M

G.x; t Iy; s/R.y; s/ dsyC 2

Z t

s

Z
M

G.x; t I z; s/jRicj2.z; �/ d�z d� WD I.s/C II.s/:

First, we claim that lims!�1 I.s/D0. To show this, we split I.s/ into two integrals onBs
�
x; 1
1000

r.x; s/
�

and M n Bs
�
x; 1
1000

r.x; s/
�
, and denote them respectively by I1.s/ and I2.s/. Then for I.s/, usingR

M G.x; t Iy; s/ dsy D 1 we can estimate that

I1.s/�

� Z
M

G.x; t Iy; s/ dsy

�
�

�
sup

Bs.x;
1

1000
r.x;s//

R. � ; s/

�
D sup
Bs.x;

1
1000

r.x;s//

R. � ; s/:

For any y 2Bs
�
x; 1
1000

r.x; s/
�
, we have r.y; s/� r.x; s/� 1

1000
r.x; s/� 1

2
r.x; s/. So by the inductive

assumption, R.y; s/� C=rk.x; s/. So it follows by (4-12) that I1.s/� C=r2.x; s/, which goes to zero
as s!�1.

For I2.s/, since by (4-12) we have

d2s .y; x/

t � s
� C�1r.x; s/� C�1.t � s/ for all y 2M nBs

�
x; 1
1000

r.x; s/
�
;

it follows by the heat kernel estimates Lemma 4.10 and Lemma 2.21 that

G.x; t Iy; s/� Ce�d
2
s .y;x/=C.t�s/;

which implies

I2.s/� C

Z
MnBs.x; 1

1000
r.x;s//

e�d
2
s .y;x/=C.t�s/ dsy � Ce

�r.x;s/=C
! 0 as s!�1:
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Next, we estimate II.s/. Let

J.�/ WD

Z
M

G.x; t I z; �/jRicj2.z; �/ d�z;

and split it into two integrals on B�
�
x; 1
1000

r.x; �/
�

and M n B�
�
x; 1
1000

r.x; �/
�
, and denote them

respectively by J1.�/ and J2.�/. Then by a similar argument as above and using the inductive assumption,
we see that J1.�/� C=r2k.x; �/ and J2.�/� Ce�r.x;�/=C � C=r2k.x; �/.

Therefore, integrating J.s/ we obtain

II.s/D 2
Z t

s

J.�/ d� D 2

Z t

s

.J1.�/CJ2.�// d� �

Z t

s

C

r2k.x; �/
d� �

Z t

s

C

.r.x; t/C1:9.t��//2k
d�

D C

�
1

r2k�1.x; t/
�

1

.r.x; t/C1:9.t�s//2k�1

�
�

C

r2k�1.x; t/
:

Combining this with the estimate on I.s/, it follows that

R.x; t/� lim sup
s!�1

.I.s/C II.s//�
C

r2k�1.x; t/
:

Since k � 2, we have 2k� 1� kC 1, which proves the theorem by induction.

5 Symmetry improvement theorems

In this section we will study the Ricci De Turck perturbations h whose background metric is an SO.2/-
symmetric complete Ricci flow which is sufficiently close to the cylindrical plane R2�S1. Such symmetric
2-tensor can be decomposed as hD hCC h�, where hC is the rotationally invariant mode and h� is the
oscillatory mode. We show that the oscillatory mode h� decays in time exponentially in a certain sense.
We will first prove the linear version of this symmetry improvement theorem, that is, the oscillatory mode
of a linearized Ricci De Turck flow on R2 �S1 decays exponentially in time. Then we can obtain the
theorem from its linear version by using a limiting argument.

More explicitly, jh�j decays exponentially in time in the following sense: First, if jh�j is initially bounded
uniformly by a constant, then the theorem shows that it decays as e�ı0t for some ı0 > 0. Moreover, if
jh�j. � ; 0/ has an exponential growth in the space direction, then the theorem shows that jh�j. � ; t / still
decays as e�ı0t modulo the same exponential growth rate in the space direction.

5.1 SO.2/-decomposition of a symmetric 2-tensor

For a 3D Riemannian manifold .M; g/, we say it is SO.2/-symmetric if it admits an effective isometric
SO.2/-action. Equivalently, this means that there is a one-parameter group of isometries  � , with � 2R,
such that  � D id if and only if � D 2k� for k 2Z. Throughout this section, we will moreover assume that
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.M; g/ is a 3D SO.2/-symmetric Riemannian manifold such that there exist a 2D Riemannian manifold

.N; g0/ and a Riemannian submersion � W .M; g/! .N; g0/ which maps an orbit of the SO.2/-action to
a point in N. This can be ensured when the SO.2/-action is free.

Let U be a local coordinate chart on N with coordinates � W .x; y/ 2 U0 � R2 ! �.x; y/ 2 U. Take
a section s W U ! ��1.U / �M. Parametrize SO.2/ by � W Œ0; 2�/! SO.2/. Then we obtain a local
coordinate on ��1.U / by .x; y; �/! � � s.�.x; y//.

Let h be a symmetric 2-tensor on M, and

(5-1) hC.y/ WD
1

2�

Z 2�

0

.��h/.y/ d�;

and h� WD h� hC. Then hC and h� are two symmetric 2-tensors. For any �0 2 SO.2/, we have

��0 hC D
1

2�

Z 2�

0

��0 .�
�h/ d� D

1

2�

Z 2�

0

.�0C �/
�h d� D

1

2�

Z 2�C�0

�0

��h d� D hC:

So we say hC is the rotationally invariant part and h� is the oscillatory part of h, and hD hCC h� is
the SO.2/-decomposition of h. Similarly, we say h is rotationally invariant if hD hC, and oscillatory if
hC D 0.

We now analyze the structure of the oscillatory mode more carefully. Since the one-forms dx, dy and d�
are invariant under the SO.2/-action, it follows that the basis fdx2; dy2; dx dy; dx d�; dy d�; d�2g of
the space of all symmetric 2-tensors are rotationally invariant. So the SO.2/-decomposition of h reduces
to the decomposition of components of h under this basis: h can be written as below under the local
coordinates,

hD F1 dx
2
CF2 dy

2
CF3 dx dyCF4 dx d� CF5 dy d� CF6 d�

2;

where Fi .x; y; �/ W U0 �S1!R are functions. Let Fi;˙ be the i th component in h˙. Then

Fi;C.x; y; �/D
1

2�

Z 2�

0

Fi .x; y; �
0/ d� 0;

which is independent of � , and

Fi;�.x; y; �/D

1X
jD1

Ai;j .x; y/ cos.j�/CBi;j .x; y/ sin.j�/;
where

Ai;j .x; y/D
1

�

Z 2�

0

Fi .x; y; �
0/ cos.j� 0/ d� 0 and Bi;j .x; y/D

1

�

Z 2�

0

Fi .x; y; �
0/ sin.j� 0/ d� 0:

We have the following observations. Suppose fMi ; gi ; xig is a sequence of SO.2/-symmetric Riemannian
manifolds, which smoothly converges to an SO.2/-symmetric Riemannian manifold .M1; g1; x1/, and
the convergence is SO.2/-equivariant. Suppose also that hi is a sequence of symmetric 2-tensors on Mi

that smoothly converges to a symmetric 2-tensor onM1. Write hi Dhi;CChi;� and h1Dh1;CCh1;�
for the SO.2/-decomposition. Then hi;C smoothly converges to h1;C, and hi;� smoothly converges
to h1;�.
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5.2 A symmetry improvement theorem in the linear case

Note that straightforward computation shows that the decomposition hD hCCh� is compatible with
the linearized Ricci De Turck flow @thD�Lh on the cylindrical plane R2 �S1. In the following, we
consider an oscillatory symmetric 2-tensor h on R2 � S1 which solves the linearized Ricci De Turck
equation. Assume jhj. � ; 0/ satisfies an exponential growth bound, then the following proposition shows
that jhj decays exponentially in time in a certain sense.

Proposition 5.1 (on R2 �S1, linear) Let ı0 D 0:01. There exists a T0 > 0 such that for all

˛ 2 Œ0; 2:02� and T � T0;

the following holds. Let h. � ; t / for t 2 Œ0; T � be a continuous family of oscillatory tensors on R2 �S1,
which is smooth on t 2 .0; T � and satisfies the linearized Ricci De Turck flow @thD�Lh. Suppose that

(5-2) jh.x; y; �; 0/j � Ae˛
p
x2Cy2

for any .x; y; �/ 2R2 �S1. Then

jhj.0; 0; �; T /� Ae2˛T � e�ı0T :

Note that at .0; 0; �/, the upper bound jhj � A at time 0 becomes jhj � Ae2˛T � e�ı0T at time T . For
˛D 0, the bound at time T is jhj �A �e�ı0T , in which case the exponential decay is clear. For ˛¤ 0, there
is an extra increasing factor e2˛T, which seems to cancel out the effect of the decreasing factor e�ı0T . In
this case, the exponential decay rate is measured by the time-dependent distance to the “basepoint” in a
suitable Ricci flow. So the increasing factor e2˛T will be compensated for by the distance shrinking as
going forward along the flow.

In Section 6, we will apply the nonlinear version of this proposition on the 3D flying wing with
lims!1R.�i .s// D 4 for i D 1; 2. We will consider h satisfying the initial bound jhj � e˛ dg. � ;�/.
Since the soliton converges to R� cigar along � , it follows that the distance to � shrinks at a speed
arbitrarily close to 2. This will outweigh the increasing caused by e2˛T. It is crucial that ˛ can be slightly
greater than 2 since we will rely on this to find an SO.2/-symmetric metric sufficiently close to the soliton
metric so that the error decays like e�.2Cı/ dg. � ;�/ for some small but positive ı. So the error can decay
faster than the scalar curvature as a consequence of Theorem 1.7.

Proof Since h is oscillatory, we can write it as

h.x; y; �; t/D F1.x; y; �; t/ dx
2
CF2.x; y; �; t/ dx dyCF3.x; y; �; t/ dy

2
CF4.x; y; �; t/ dx d�

CF5.x; y; �; t/ dy d� CF6.x; y; �; t/ d�
2;

where Fi are in the form

Fi .x; y; �; t/D

1X
jD1

Ai;j .x; y; t/ cos.j�/CBi;j .x; y; t/ sin.j�/;
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where
Ai;j .x; y; t/D

1

�

Z 2�

0

Fi .x; y; �
0; t / cos.j� 0/ d� 0;

Bi;j .x; y; t/D
1

�

Z 2�

0

Fi .x; y; �
0; t / sin.j� 0/ d� 0:

So by the assumption (5-2) we have jFi .x; y; �; 0/j � Ae˛
p
x2Cy2 , and hence

(5-3) jAi;j j.x; y; 0/; jBi;j j.x; y; 0/� 2Ae
˛
p
x2Cy2 :

Now, the tensor h satisfies @thD�Lh, which in the coordinate .x; y; �/ is equivalent to

(5-4) @tFi .x; y; �; t/D .@xxC @yy C @�� /Fi .x; y; �; t/D .�R2 C @�� /Fi .x; y; �; t/:

Solving (5-4) term by term we see

@tAi;j D�R2Ai;j � j
2Ai;j and @tBi;j D�R2Bi;j � j

2Bi;j :

So Ai;j .x; y; t/ � ej
2.t�T / and Bi;j .x; y; t/ � ej

2.t�T / satisfy the heat equation on R2. In the following,
we will estimate these terms from above at .0; 0; T /.

For convenience, we will omit the indices for a moment and let

(5-5) u.x; y; t/D Ai;j .x; y; t/ � e
j 2.t�T /:

Then u satisfies the heat equation
@tuD�R2u;

and by (5-3) we have

(5-6) juj.x; y; 0/� 2Ae˛
p
x2Cy2

� e�j
2T :

Since cos 0:4� 1
1:1

, it follows that for any .x; y/ 2R2, there isp
x2Cy2 � 1:1.x cos � Cy sin �/ for all � 2 Œ�0� 0:4; �0C 0:4�;

where �0 satisfies cos �0 D x=
p
x2Cy2 and sin �0 D y=

p
x2Cy2. So for any ˛ we have that

(5-7) e˛
p
x2Cy2

�
1

0:8

Z 2�

0

e1:1˛.x cos �Cy sin �/ d�:

Let

v.x; y; t/D 2Ae�j
2T
� e.1:1˛/

2t
�
1

0:8

Z 2�

0

e.1:1˛/.x cos �Cy sin �/ d�:

For any fixed � , by a straightforward computation we see that the function e.1:1˛/
2t �e.1:1˛/.x cos �Cy sin �/

is a solution to the heat equation on R2. So it follows that v also satisfies the heat equation, ie

@tv D�R2v:
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Note by (5-6) and (5-7) we have juj.x; y; 0/ � v.x; y; 0/. Moreover, by Lemma 2.22 we have a linear
exponential growth bound on juj.x; y; t/ for all later times t 2 Œ0; T �, which may depend on T . This
allows us to use the maximum principle (see eg [45]) and deduce that

(5-8) juj.0; 0; T /� v.0; 0; T /D 2:5Ae�j
2T
� e.1:1˛/

2T :

Since ˛ 2 Œ0; 2:02�, it is easy to check that

2˛� .1:1˛/2C 1� 0:1:

Take T0 D .ln 2:5/=0:05, then e0:05T > 2:5 for all T � T0, and hence

2:5 e�T � e.1:1˛/
2T
� e2˛T � e�0:05T :

Substituting this into (5-8), we obtain

juj.0; 0; T /� Ae�.j
2�1/T

� e2˛T � e�0:05T :

Restoring the indices in (5-5), we obtain

jAi;j j.0; 0; T /� Ae
�.j 2�1/T

� e2˛T � e�0:05T :

Similarly, jBi;j j.0; 0; T / satisfies the same inequality. Therefore, assuming T0� .ln 400/=0:04, we obtain

jFi j.0; 0; T /�

1X
jD1

jAi;j j.0; 0; T /C

1X
jD1

jBi;j j.0; 0; T /� 2A e
2˛T
� e�0:05T �

1X
jD1

e�.j
2�1/T

� 4A e2˛T � e�0:05T � 1
100
Ae2˛T � e�0:01T ;

which implies jhj.0; 0; T /� Ae2˛T � e�0:01T , and hence proves the lemma.

5.3 A symmetry improvement theorem in the nonlinear case

In Theorem 5.3, we prove the nonlinear version of Proposition 5.1. In the theorem, h is a symmetric
2-tensor satisfying the Ricci De Turck flow perturbation with background metric g.t/ being an SO.2/-
symmetric complete Ricci flow which is sufficiently close to R2 �S1 at a basepoint. We will show that
the oscillatory part of h has a similar exponential decay in time as in Proposition 5.1.

We briefly recall some facts of Ricci De Turck flow perturbations from [9, Appendix A]. Let .M; g.t//
be a complete Ricci flow and h be a solution to the Ricci De Turck flow perturbation equation with
background metric g.t/, given by

r@thD�g.t/hC 2Rmg.t/.h/CQg.t/Œh�;

where Qg.t/Œh� is quadratic in h and its spatial derivatives, and the left-hand side contains the conventional
Uhlenbeck trick,

.r@th/ij D .@th/ij Cg
pq.hpj Ricqi Chip Ricqj /:
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Then zh WD ˛�1h satisfies the rescaled Ricci De Turck flow perturbation equation

r@t
zhD�g.t/zhC 2Rmg.t/.zh/CQ

.˛/

g.t/
Œzh�;

which as ˛! 0 converges to the linearized Ricci De Turck equation,

r@t
zhD�g.t/zhC 2Rmg.t/.zh/;

which can also be written as @t zhD�Lzh, where �L is the Lichnerowicz laplacian

�Lhij D�hij C 2 g
kpg`qRkij`hpq �g

pq.hpj Ricqi Chip Ricqj /:

Theorem 5.3 is proved using a limiting argument: We consider a sequence of blowups of solutions hi
to the Ricci De Turck flow perturbation, and show that they converge to a solution to the linearized
Ricci De Turck flow to which we can apply Proposition 5.1. To take the limit, we need to derive uniform
bounds for hi and the derivatives.

To this end, we first observe that for a solution h to the Ricci De Turck flow perturbation, jhj2 satisfies
the evolution inequality [9, Appendix A.1]

@t jhj
2
� .gC h/ijr2ij jhj

2
� 2.gC h/ijgpqguvrihpurjhqvCC.n/jRmg j � jhj2CC.n/jhj � jrhj2;

where C.n/ > 0 is some dimensional constant. Note that the elliptic operator .gCh/ijr2ij is not exactly a
laplacian of metrics. So in order to use the standard heat kernel estimates, we compare this operator with
the exact laplacian �g.t/Ch.t/ in the following lemma, and show that @t jhj2 ��g.t/Ch.t/jhj2Cjhj2.

Lemma 5.2 For any n 2 N, there are constants C0.n/ and C1.n/ such that the following holds. Let
.M n; g.t// with t 2 Œ0; T � be a Ricci flow (not necessarily complete) with jRmj � 1 and inj� 1, and let
h.t/ be a Ricci flow perturbation with background g.t/. Suppose jrkhj � 1=C0.n/ < 1

100
for k D 0; 1.

Then jhj2 satisfies the evolution inequality

(5-9) @t jhj
2
��g.t/Ch.t/jhj

2
CC1.n/jhj

2:

Proof In the following, the covariant derivatives and curvature quantities are taken with respect to g.t/,
and the time-index t in g.t/ and h.t/ is suppressed. Let C denote all dimensional constants whose values
may change from line to line. Let .x1; x2; : : : ; xn/ be local coordinates on an open subset U �M, such
that jrkgj � C for k D 0; 1; for example we may choose the distance coordinates [67, Theorem 74]. By
the formula of the Hessian r2ijf D @

2
ijf ��

k
ij @kf for any smooth function f on U, it is easy to see

.gC h/ijr2ij jhj
2
D .gC h/ij @2ij jhj

2
� .gC h/ij�kij @kjhj

2;

�gChjhj
2
D .gC h/ij @2ij jhj

2
� .gC h/ij z�kij @kjhj

2;

where z�kij is the Christoffel symbol of gC h. So we have

.gC h/ijr2ij jhj
2
��gChjhj

2
D .gC h/ij .z�kij ��

k
ij /@kjhj

2:
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Seeing that jz�kij � �
k
ij j � C.jhj C jrhj/ and using the assumption jrkhj � 1=C0.n/ for k D 0; 1,

for sufficiently large C0.n/ we obtain

j.gC h/ijr2ij jhj
2
��gChjhj

2
j � C jhj2jrhjCC jhjjrhj2 � 1

2
jhj2C 1

2
jrhj2:

Combining this with Section 5.3, and noting that

2.gC h/ijgpqguvrihpurjhqv � 1:8jrhj
2;

we obtain (5-9).

Now we prove the main result of this section.

Theorem 5.3 (on almost cylindrical part, nonlinear) There exist ı0; T0 > 0 such that for any T � T0,
there exist x�.T /; xı.T /;D.T / > 0 such that for any

˛ 2 Œ0; 2:02�; � < x�; ı < xı and D# >D;

the following holds.

Let .M; g.t/; x0/ with t 2 Œ0; T � be a three-dimensional SO.2/-symmetric complete Ricci flow with
jRmjg.t/ � 1, and suppose .M; g; x0/ is ı-close to .R2 � S1; gstan/ in the C 98-norm. Let h.t/ be a
Ricci De Turck flow perturbation with background metric g.t/ on B0.x0;D#/ � Œ0; T � and suppose
jrkh.t/j � 1

1000
for k D 0; 1. Note that the norms and derivatives are with respect to g.0/. Suppose also

(5-10)
�
jrkhj.x; 0/� � � e100d0.x;x0/ for x 2 B0.x0;D#/ and k D 0; 1; 2;
jhj.x; t/� � � e10D# for .x; t/ 2 @B0.x0;D#/� Œ0; T �:

Suppose also

(5-11) jhj.x; 0/� � � e˛ dg.0/Ch.0/.x;x0/ for x 2 B0.x0;D/:

Then we have

jr
kh�j.x0; T /� � � e

�ı0T � e2˛T for k D 0; 1; : : : ; 100;

where h� is the oscillatory part of h.

Proof Let T0 > 0 be from Proposition 5.1, and the value of ı0 will be determined later. Suppose the
assertion does not hold for some T � T0 and C0 > 0. Then there are sequences of numbers �i ! 0,
ıi ! 0 and D#;i > Di !1, a sequence of SO.2/-symmetric complete Ricci flows .Mi ; gi .t// with
t 2 Œ0; T �, which is ıi -close to R2 �S1 at .xi ; 0/ 2Mi � Œ0; T �, and a sequence of Ricci De Turck flow
perturbation hi .t/ with background metric gi .t/, defined on B0.xi ;D#;i /� Œ0; T �, such that (5-10) holds
in B0.x0;D#;i /, and

(5-12) jhi j.x; 0/� �i � e
˛ dgi .0/Chi .0/.x;xi / on B0.xi ;Di /;
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but there is some ki 2 f0; 1; : : : ; 100g such that

(5-13) jr
kihi;�j.xi ; T /� �i � e

�ı0T � e2˛T :

After passing to a subsequence we may assume that the pointed Ricci flows .Mi ; gi .t/; xi / on Œ0; T �
converge to .R2 �S1; gstan; x0/ in the C 96-sense. We will show that hi=�i converge to a solution to the
linearized Ricci De Turck flow on R2 �S1. To this end, since jrkhj � 1

1000
, k D 0; 1, by Lemma 5.2,

there is C0 > 0 such that

@t jhi j
2
��giChi jhi j

2
CC0 � jhi j

2 on B0.xi ;D#;i /� Œ0; T �:

Let ui WD e�C0t jhi j2, then this implies @tui ��giChiui . Moreover, (5-10) implies�
ui .x; 0/� �

2
i � e

20dgi .0/Chi .0/.x;xi / for x 2 B0.xi ;D#;i /;

ui .x; t/� �
2
i � e

20D#;i for x 2 @B0.xi ;D#;i / and t 2 Œ0; T �:

Applying the heat kernel estimate Lemma 2.22 and the weak maximum principle on B0.xi ;D#;i /� Œ0; T �,
we obtain bounds on jui j which are independent of all i : for any A > 0, there exists C.A; T / > 0, which
is uniform for all i , such that

jui j.x; t/� C.A; T / � �
2
i on B0.xi ; A/� Œ0; T �;

and hence

(5-14) jhi j.x; t/� C.A; T / � �i on B0.xi ; A/� Œ0; T �;

with a possibly larger C.A; T /. By the local derivative estimates for the Ricci De Turck flow perturbations
[9, Lemma A.14], this implies bounds for higher derivatives,

jr
mhi j � Cm.A; T / � �i � t

�m=2 on B0
�
xi ;

1
2
A

�
� .0; T �;

where m 2N and Cm.A; T / > 0 are constants depending on A, T and m. Moreover, the first inequality
in (5-10) implies

jr
khi j � C.A; T / � �i on B0

�
xi ;

1
2
A

�
� Œ0; T � for k D 0; 1; 2:

Therefore, letting Hi D hi=�i ,

jr
mHi j � Cm.A; T / � t

�m=2 on B0
�
xi ;

1
2
A

�
� .0; T �;

and also
jr
kHi j � C.A; T / on B0

�
xi ;

1
2
A

�
� Œ0; T � for k D 0; 1; 2:

So after passing to a subsequence, Hi converges to a symmetric 2-tensor H1 on .R2 �S1/� Œ0; T � in
the C 0-sense, and the convergence is smooth on .0; T �.

On the one hand, by the contradiction assumption (5-13) there is some k0 2 f0; : : : ; 100g such that

(5-15) jr
k0H1;�j.x0; T /� e

�ı0T � e2˛T :
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On the other hand, since �i ! 0, it follows that H1 satisfies the linearized Ricci De Turck equation
@tH1 D�LH1. The initial bound (5-12) passes to the limit and implies

jH1j.x; 0/� e
˛ dgstan .x;x0/ for all x 2R2 �S1:

So we can apply Proposition 5.1 to the oscillatory part H1;� at every point in the backward parabolic
neighborhood U WD BT .x0; 1/� ŒT � 1; T �� .R2 �S1/� Œ0; T � centered at .x0; T /, and obtain

jH1;�j< e
˛C0:01

� e�0:01T � e2˛T on U:

Since the components of H1;� satisfy the heat equation (5-4), it follows by the standard derivative
estimates of heat equations that for all k D 0; 1; : : : ; 100,

jr
kH1;�j.x0; T / < Ck � e

�0:01T
� e2˛T � e�ı0T � e2˛T

for some ı0 < 0:01, which contradicts with (5-15).

6 Construction of an approximating SO.2/-symmetric metric

The main goal in this section is to construct an approximating SO.2/-symmetric metric whose error to the
soliton metric is bounded by e�2.1C�0/ dg. � ;�/ for some positive constant �0 > 0, and moreover the error
goes to zero as we move towards the infinity of the soliton. Here � D �1.�1;1/[�2.�1;1/[fpg,
where p is the critical point of M, and �1 and �2 are two integral curves from Corollary 3.36.

The construction consists of two parts. First, in Section 6.4, we do an inductive construction to obtain an
SO.2/-symmetric metric xg that approximates the soliton metric within the error e�2.1C�0/dg. � ;�/. Next,
in Section 6.5, we extend xg to a neighborhood of � to obtain the desired approximating metric.

In the first step, we repeat the following process in an induction scheme: We consider the harmonic map
heat flows from the Ricci flow of the soliton to the Ricci flow of some approximating SO.2/-symmetric
metric. The error between the two flows is characterized by the Ricci De Turck flow perturbation, whose
oscillatory mode decays in time by our symmetric improvement theorem. Therefore, the accuracy of
the approximation will improve by the flow, after adding the rotationally symmetric mode in the Ricci
De Turck flow perturbation to the approximating metric.

Note that the norm of the perturbation could grow very fast in the compact regions since we do not
have a symmetry improvement theorem there. In order to deal with this, we will do surgeries to the
soliton metric g and the approximating SO.2/-symmetric metrics, by cutting off their compact regions
and gluing regions that are sufficiently close to R2 �S1. The resulting manifolds are diffeomorphic to
R2 �S1, and close to R2 �S1 everywhere. So the harmonic map heat flows between the flows of these
manifolds exist up to a long enough time for us to apply Theorem 5.3. In the surgeries, we need to glue
�-cylindrical planes, and for the SO.2/-symmetric metrics we also need to preserve the SO.2/-symmetry
in the resulting metrics. This needs some gluing lemmas in Section 6.1. We conduct the surgeries in
Sections 6.2 and 6.3.
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6.1 Glue up SO.2/-symmetric metrics

In order to do the surgeries, we need to know how to glue SO.2/-symmetric metrics. This is done in this
subsection. Recall that for a 3D Riemannian manifold .M; g/, we say it is SO.2/-symmetric if there is a
one-parameter group of isometries  � , with � 2R, such that  � D id if and only if � D 2k� , k 2 Z. In
this subsection, we show how to glue several SO.2/-symmetric metrics which are close to .R2�S1; gstan/

and also close to each other on their intersections.

Since the metrics throughout this subsection are �-close to R2 � S1 for some very small �, we will
take derivatives and measure norms using the metric gstan on R2 � S1, since different choices of the
�-cylindrical planes only cause an error of C0� for some universal constant C0 > 0. Moreover, we say
two maps are �-close in C k-norm if their images are �-close, and they are �-close in C k-norm under the
standard coordinates of two �-cylindrical planes �-close to the preimage and image spaces.

First, we show in the following lemma that if a 3D Riemannian manifold .M; g/ is �-close to R2 �S1 at
x0 2M under two �-isometries �1 and �2, then the two vector fields �1�.@� / and �2�.@� / are C0�-close.
Therefore, the vector field @� is well-defined on an �-cylindrical plane up to sign and an error �.

Lemma 6.1 Let k 2N. There exists C0; x� > 0 such that the following holds for all � < x�. Let .M; g/
be a 3-dimensional Riemannian manifold. Suppose .M; g; x0/ is �-close to .R2 � S1; gstan/ in the
C k-norm under two �-isometries �i W S1 � .���1; ��1/� .���1; ��1/! Ui b M for i D 1; 2, where
V WD �1.S

1 � .�100; 100/ � .�100; 100// � U2. Then after possibly replacing �2 by �2 ı p, where
p.�; x; y/D .��; x; y/ for � 2 Œ0; 2�/ and x; y 2 .���1; ��1/, we have

j�1�.@� /��2�.@� /jCk�1.V / � C0�:

Proof We shall use � to denote all constants C0�, where C0 > 0 is a constant depending only on k. Let
gi D .�

�1
i /�gstan and Xi D �i�.@� / for i D 1; 2. Let .x; y; �/ be the coordinates on U1 induced by �1

such that g1 can be written as d�2Cdx2Cdy2, where x; y 2 .���1; ��1/ and � 2 Œ0; 2�/. So X1D @� .
The coordinate function � can be lifted to a function z on the universal covering zU1! U1, so that the
metric on zU1 can be written as dz2C dx2C dy2 under the coordinates .x; y; z/.

Assume � is sufficiently small. Then

(6-1) jg1�g2jCk.V / � jg1�gjCk.V /Cjg2�gjCk.V / � �:

Since LX2g2 D 0, this implies

(6-2) jLX2g1jCk�1.V / � jLX2.g2C .g1�g2//jCk�1.V / D jLX2.g1�g2/jCk�1.V / � �:

Note that all Killing fields on R3 have the form

a1@xC a2@y C a3@zC b1.x@z � z@x/C b2.x@y �y@x/C b3.z@y �y@z/;

where a1; a2; a3; b1; b2; b3 2 R. By a direct computation using (6-2), we see that X2 is �-close in the
C k�1-norm to a vector field on V of the form

(6-3) a1@xC a2@y C a3@� C b1.x@� � �@x/C b2.x@y �y@x/C b3.�@y �y@� /:
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In the following, we will estimate these coefficients and show that ja3˙ 1j � � and other coefficients
are bounded in absolute values by �. First, since X2 is smooth, it follows that the vector field in (6-3)
restricted at � D 0 and � D 2� must be �-close. So we must have

jb1jC jb3j � �:

Next, since rg2X2 D 0, it follows by (6-1) that jrg1X2jCk�1.V / � �, which implies jb2j � �. So X2 is
�-close in the C k�1-norm to the vector

Y WD a1@xC a2@y C a3@� ;

and hence the flow generated by Y , which is8<:
x.t I x0; y0; �0/D x0C a1t;

y.t I x0; y0; �0/D y0C a2t;

�.t I x0; y0; �0/D �0C a3t;

is �-close in the C k�1-norm to the flow generated by X2 on V. Since the flow of X2 is 2�-periodic, it
follows that

(6-4) ja1jC ja2jC j2�a3� 2m�j � � for some m 2N:

Note that for i D 1; 2, Xi is a unit-speed velocity vector of the gi -minimal geodesic loop, so it is easy to
see that for sufficiently small � we must have either jX2�X1j � 1

1000
or jX2CX1j � 1

1000
. This implies

ja3˙ 1j �
1
100

, which combined with (6-4) implies

ja1jC ja2jC ja3˙ 1j � �;

which proves the lemma.

The next lemma is a step further than Lemma 6.1, which shows that if an SO.2/-symmetric metric is
�-close to an �-cylindrical plane, then their Killing fields are also C0�-close.

Lemma 6.2 Let k 2NC. There exists C0; x� > 0 such that the following holds for all � < x�. Let .U; g/
be a 3D Riemannian manifold (which is not necessarily complete), and let x0 2 U. Suppose that g is
SO.2/-symmetric metric and X is the Killing field of the SO.2/-isometry. Suppose also that .U; g; x0/ is
�-close to .R2 �S1; gstan/ in the C k-norm , and

jX � @� j �
1

1000
on Bg.x0; 1000/b U;

where @� denotes the Killing field along the S1-direction in an �-cylindrical plane. Then

jX � @� jCk�1.Bg.x0;1000// � C0�:

Note that the assumption jX � @� j � 1
1000

in this lemma is necessary even if we derive a better bound
using it. For example, on R2 �S1, an SO.2/-isometry could be either a rotation in the xy-plane around
the origin, or a rotation in the S1-factor, but their Killing fields are not close to each other.
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Proof We shall use � to denote all constants C0�, where C0 > 0 is a constant independent of �. First, let
�1 be the �-isometry from .R2 �S1; gstan/ to .U; g; x0/, and let .x; y; �/ with x; y 2 .���1; ��1/ and
� 2 Œ0; 2�/ be local coordinates on an open subset V containingBg.x0; 1000/, such that g1 WD .��11 /�gstan

can be written as d�2Cdx2Cdy2. Then � can be lifted to a function z on the universal covering zV ! V,
and the induced metric on zV is dz2C dx2C dy2.

Seeing that LXg D 0, this implies

jLXg1jCk�1.U / D jLX .g1�g/jCk�1.U / � �:

As in Lemma 6.1, this implies that X is �-close in the C k�1-norm to the vector field on V given by

(6-5) Y WD a1@xC a2@y C a3@� C b2.x@y �y@x/;

where a1; a2; a3; b2 2R.

In the following we will show that ja3� 1j � � and ja1j; ja2j; jb2j � �. First, assume b2 ¤ 0. Then the
flow generated by Y is

(6-6)

8̂̂̂<̂
ˆ̂:
y.t I x0; y0; �0/D y0 cos b2t C

a1

b2
.1� cos b2t /C

a2

b2
sin b2t;

x.t I x0; y0; �0/D x0 cos b2t C
a2

b2
.cos b2t � 1/C

a1

b2
sin b2t;

�.t I x0; y0; �0/D �0C a3t:

Since the flow generated by X is 2�-periodic and Y is �-close to X , it follows that

(6-7) jx.2� I x0; y0; �0/� x0jC jy.2� I x0; y0; �0/�y0jC j2�a3� 2m�j � �

for some m 2N. First, by jX � @� j � 1
1000

we have

jY � @� j � jX �Y jC jX � @� j � �CjX � @� j �
1
500
;

which implies jb2j � 1
100

. Moreover, by taking y0 D 100;�100 in (6-7) and using (6-6), we get

200jcos.2�b2/� 1j D jy.2� I 0; 100; 0/� 100�y.2� I 0;�100; 0/C 100j � �;

which combined with jb2j � 1
100

implies jb2j � �.

So we may assume b2 D 0 in (6-5), so X is �-close to the vector field in the C k�1-norm on V given by

(6-8) Z WD a1@xC a2@y C a3@� ;

which generates the flow

(6-9)

8<:
y.t I x0; y0; �0/D y0C a2t;

x.t I x0; y0; �0/D x0C a1t;

�.t I x0; y0; �0/D �0C a3t:

The 2�-periodicity of the flow of X implies immediately

ja1jC ja2jC j2�a3� 2m�j � �:

Using jX � @� j � 1
1000

again this implies ja3� 1j � �, which proves the lemma.
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In the following lemma, we show that one can glue one-parameter groups of diffeomorphisms that are
�-close to each other on their intersections, to obtain a global one-parameter group of diffeomorphisms
that are C0�-close to them, where the constant C0 does not depend on �.

Lemma 6.3 Let m; k 2 NC. There exists C0; x� > 0 such that the following holds for all � < x�. Let
.M; g/ be a 3D Riemannian manifold. Suppose .M; g/ is �-close to .R2�S1; gstan/ at all x 2M. Suppose
fUig

1
iD1 is an open covering of M such that at most m of them intersect at one point. Additionally,

suppose that there is a one-parameter group of diffeomorphisms f�i;�g�2R on each Ui which satisfies

(1) �i;0 D �i;2� D id,

(2) j�i;t�.@t /�@� j � 1
1000

, where @� denotes the Killing field along the S1-direction in an �-cylindrical
plane up to sign ,

(3) j�i ��j jCk..Ui\Uj /�S1/ � �, where �i .x; �/D �i;� .x/ for any .x; �/ 2 Ui �S1.

Then there exists a one-parameter group of diffeomorphisms f tgt2R on M satisfying

(1)  0 D  2� D id,

(2) j ��i jCk.Ui�S1/ � C0� for all i ,

(3)  t D �i;t on fx 2M W Bg.x; 1000 r.x//� Uig.

Proof In the following, C0 denotes all positive constants that depend on k. Since .M; g/ is covered by
�-cylindrical planes, by a standard gluing argument we can find a smooth complete surface N embedded
in M such that the tangent space of N is 1

100
-almost orthogonal to @� in each �-cylindrical plane. Equip

the manifold N �S1 with a warped product metric xgD gN Cd�2, � � Œ0; 2�/, where gN is the induced
metric of .M; g/ on N .

First, we will use the local one-parameter groups �i;� to construct local diffeomorphisms Fi WN �S1!M.
Let Vi D Ui \N. Then fVig1iD1 is an open covering of N, and at most m of them intersect at one point.
Let Fi W Vi �S1! Ui be defined by

Fi .x; �/D �i;� .'.x//:

Then Fi is a diffeomorphism, and

jFi �Fj jCk..Vi\Vj /�S1/ � C0�:

Next, we will first construct a global diffeomorphismF WN�S1!M by gluing up the diffeomorphismsFi
so that F is C0�-close to each Fi . Suppose x� is sufficiently small such that for any x 2M, Bg.x; x�/ is a
convex neighborhood of x, ie the minimizing geodesics connecting any two points in Bg.x; x�/ are unique
and contained in Bg.x; x�/. Let �2 be the open neighborhood of f.x; x/ 2M 2g the diagonal of M 2,

�2 D f.x; y/ 2M
2
W dg.x; y/� x�g �M

2:

Define the smooth map

(6-10) †2 W f.s1; s2/ 2 Œ0; 1�
2
W s1C s2 D 1g ��2!M
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as †2.s1; s2; x1; x2/ D 
x2;x1.s1/, where 
x2;x1 W Œ0; 1�!M is a minimizing geodesic from x2 to x1.
Then for all s1; s2 2 Œ0; 1� with s1C s2 D 1, and x; x1; x2 2M , †2 satisfies the properties

(1) †2.1; 0; x1; x2/D x1, †2.0; 1; x1; x2/D x2,

(2) †2.s1; s2; x; x/D x.

Then for each K 2N, we can inductively construct the open neighborhood

�K D f.x1; : : : ; xK/ 2M
K
W dg.xi ; xj /� x�g �M

K

of f.x; : : : ; x/ 2MKg the diagonal in MK (see also [7]), and the smooth map

†K W f.s1; : : : ; sK/ 2 Œ0; 1�
K
W s1C � � �C sK D 1g ��K !M;

by defining

†K.s1; : : : ; sK ; x1; : : : ; xK/ WD†2.1� sK ; sK ; †K�1.s1; : : : ; sK�1; x1; : : : ; xK�1/; xK/;

with the following properties for all s1; : : : ; sK 2 Œ0; 1�, s1C � � �C sK D 1 and x; x1; x2; : : : ; xK 2M :

(1) If for some j 2 f1; : : : ; Kg we have sj D 1 and si D 0 for all i ¤ j , then

†K.s1; : : : ; sK ; x1; : : : ; xK/D xj :

(2) †K.s1; : : : ; sK ; x; : : : ; x/D x.

(3) If sK�iC1 D � � � D sK D 0 for some i � 1, then

†K.s1; : : : ; sK ; x1; : : : ; xK/D†K�1.s1; : : : ; sK�i ; x1; : : : ; xK�i /:

Let fhig1iD1 be a partition of unity of N �S1 subordinated to fVi �S1g1iD1, such that hi is constant on
each S1-factor, and hi � 1 on zVi � S1, where zVi D fx 2 N W BgN .x; 500 r.x// � Vig � S

1. Then let
F WN �S1!M be such that for any x 2N �S1,

F.x/ WD†K.h1.x/; : : : ; hK.x/; F1.x/; : : : ; FK.x//;

where K 2N is some integer such that hK0.x/D 0 for any K 0 >K. By the properties of �K and †K ,
we see that F is a well-defined smooth map, and it satisfies

(6-11) jF �Fi jCk.Vi�S1/ � C0�:

Next, we will show that F is a diffeomorphism. First, by (6-11) and the definition of xg we see that for
any p 2N �S1 and v 2 Tp.N �S1/, we have

(6-12) jF�p.v; v/jg � 0:9jvjxg :

So F� is nondegenerate. Next, we argue that F is injective. To see this, note that (6-11) and assumption (2)
imply that F is injective on BgN .x; 2/ � S

1 for any x 2 N , and F.x1 � S1/\ F.x2 � S1/ D ∅ for
any x1; x2 2 N such that dgN .x1; x2/ � 1. Now suppose F.x1; �1/D F.x2; �2/. Then we must have
dgN .x1; x2/ < 1, and hence x1 D x2; �1 D �2 as desired. Therefore, F is a diffeomorphism.
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Next, let � 2 Œ0; 2�/ be the parametrization of S1, and let X WD F�.@� /. Then X generates a 2�-
periodic one-parameter group of diffeomorphisms  � with � 2 Œ0; 2�/ on M. In the following we will
show that  � satisfies all the properties. Write  .x; �/ D  � .x/ for all .x; �/ 2 M � S1. First, let
zUi D fx 2M W Bg.x; 1000 r.x//� Uig. Then it is easy to see that zUi � F. zVi �S1/. Since hi � 1 on
zVi �S

1, it follows that F D Fi , and hence  � D �i;� on zUi , which verifies property (3).

Lastly, to verify property (2), we note that for any x 2 Ui D Fi .Vi �S1/, supposing x D Fi .z; �1/, then
for any � 2 Œ0; 2�/, we have

�i;� .x/D �i;�C�1.x/D Fi .z; �1C �/

and also
 .F ıF�1i .x/; �/D  .F.z; �1/; �/D F.z; �1C �/:

Therefore, using (6-11) the closeness of F and Fi , as well as the closeness of F ıF�1i W Ui !M and
id W Ui !M, we can deduce that

j ��i jCk.Ui�S1/ � C0�;

which verifies (2).

Now we prove the main result of this subsection, which shows that if there are some SO.2/-symmetric
metrics which are �-close to each other, then we can glue them together to obtain a global SO.2/-symmetric
metric which is C0�-close to the original metrics.

Lemma 6.4 Let k;m 2 NC. There exists C0; x� > 0 such that the following holds for all � < x�. Let
.M; g/ be a 3D Riemannian manifold diffeomorphic to R2 � S1, which is �-close to .R2 � S1; gstan/

at all x 2M. Suppose fUig1iD1 is a locally finite covering of M such that at most m of them intersect
at one point , and there is an SO.2/-symmetric metric gi on Wi WD

S
x2Ui

Bg.x; 1000r.x//, with the
SO.2/-isometry f�i;�g�2Œ0;2�/ and Killing field Xi , which satisfies

(6-13) jgi �gjCk.Wi / � � and jXi � @� jC0.Wi / �
1

1000
;

where @� denotes the Killing field along the S1-direction in an �-cylindrical plane , up to sign. Let fhig1iD1
be a partition of unity subordinate to fUig1iD1. Then we can find an SO.2/-symmetric metric xg on M with
SO.2/-isometry f �g�2Œ0;2�/ such that

(6-14) jxg�gjCk�1.M/ � C0� and j � ��i;� jCk�1.Ui / � C0�:

Moreover , xg D gi on the subset fx 2M W hi .�i;� .x//D 1 for � 2 Œ0; 2�/g.

Proof In the following C0 denotes all positive constants that depend on k and m. Let

Vi D fx 2M W hi .�i;� .x//D 1 for � 2 Œ0; 2�/g � Ui �Wi :

First, applying Lemma 6.2 to gi we have

(6-15) jXi � @� jCk�1.Ui / � C0�;

where @� is the Killing field along the S1-direction in an �-cylindrical plane up to sign. As in Lemma 6.3,
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let N be a 2D complete surface smoothly embedded in M, whose tangent space is 1
100

-almost orthogonal
to @� .

Next, we will construct a diffeomorphism � W N � S1 ! M such that � jN�f0g D idN and ��.@� / is
1
100

-close to the S1-factor of any �-cylindrical planes. To do this, first we can find a covering of M by �-
cylindrical planes such that the number of them intersecting at any point is bounded by a universal constant.
Then we claim that after reversing the � -coordinate in certain �-cylindrical planes we can arrange that the
vector fields @� are C0�-close in the intersections. Suppose the claim does not hold. Then by Lemma 6.1
it is easy to find an embedded Klein bottle in M. Since M is diffeomorphic to R2 �S1, which can be
embedded into R3 as a tubular neighborhood of a circle, it follows that the Klein bottle can be embedded
in R3, which is impossible by [53, Corollary 3.25]. Now the diffeomorphism � follows immediately
from applying Lemma 6.3, since the one-parameter groups of these �-cylindrical planes are C0�-close.

Therefore, we can replaceXi by�Xi for some i so that they are all 1
100

-close to ��.@� /. So (6-15) implies

(6-16) jXi �Xj jCk�1.Ui\Uj / � C0�:

Replacing �i;� by �i;�� for such i , this then implies

(6-17) j�i;� ��j;� jCk�1.Ui\Uj / � C0�:

Then by Lemma 6.3 we can construct a one-parameter group of diffeomorphisms f �g on M such that
 0 D  2� D id and

j � ��i;� jCk�1.Ui / � C0�;

and  � D �i;� on Vi .

Let yg D
P1
iD1 hi �gi . Then yg D gi on Vi and by (6-13) we have

jyg�gjCk�1 � C0� on M:

Let

xg D
1

2�

Z 2�

0

 �� yg d�:

Then .M; xg/ is SO.2/-symmetric under the isometries  � , and

jxg�gi jCk�2.Ui / �
1

2�

Z 2�

0

j �� g��
�
i;�gi jCk�2.Ui / d�

�
1

2�

Z 2�

0

j �� .g�gi /jCk�2.Ui /Cj 
�
� gi ��

�
i;�gi jCk�2.Ui / d� � C0�;

which combined with (6-13) implies (6-14).

Moreover, if x 2 Vi , then  � .x/D �i;� .x/ and yg.x/D gi .x/, so we have

xg.x/D
1

2�

Z 2�

0

 �� .yg. � .x/// d� D
1

2�

Z 2�

0

��i;� .gi .�i;� .x/// d� D gi .x/;

which finishes the proof.
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6.2 Surgery on the soliton metric

In this subsection we will conduct a surgery on the soliton by first removing a neighborhood of the
edges � and then grafting a region covered by �-cylindrical planes onto the soliton. After the surgery, we
obtain a complete metric on R2 �S1, which is covered everywhere by �-cylindrical planes.

We fix some conventions and notations. First, in the rest of the entire section we assume .M; g/ is a 3D
steady gradient soliton with positive curvature that is not a Bryant soliton. Then by Theorem 3.41 we
may assume after a rescaling that

(6-18) lim
s!1

R.�1.s//D lim
s!1

R.�2.s//D 4:

Next, let �D dg. � ; �/. For any 0 < A < B we write

�ŒA;B� D �
�1.ŒA;B�/; ��A D �

�1.Œ0; A�/; ��A D �
�1.ŒA;1//; �A D �

�1.A/:

In the following, we construct a complete metric on R2 �S1 and a vector field so that they are equal to
the soliton metric and rf on the infinite triangular region �>A, and it is covered by �-cylindrical planes.
Using the flow of V we construct a flow g0.t/ on M 0 which then satisfies the Ricci flow equation in a
region of M 0 � Œ0;1/, that looks like the space beneath a staircase. In future proofs in this section, the
flow .M 0; g0.t// will be used as domains of harmonic map heat flows.

Lemma 6.5 (�-grafted soliton, �-grafted soliton flow) Let .M; g/ be a 3D steady gradient soliton with
positive curvature that is not a Bryant soliton , satisfying (6-18). For any � > 0 and m 2N, there exists a
quadruple .M 0; g0; V; A/ which consists of a complete Riemannian manifold .M 0; g0/, a smooth vector
field V on M 0, and a constant A > 200, such that the following hold :

(1) M 0 is diffeomorphic to R2 �S1.

(2) There is an isometric embedding � W .�>A�200; g/! .M 0; g0/. So we will identify �>B as a subset
in M 0 for any B � A� 200.

(3) .M 0; g0/ is an �-cylindrical plane at any point x 2M 0 in the Cm-norm.

(4) V Drf on �>A, and V D 0 on M 0 n�>A�200, and jrkV j � 1000 for k D 0; : : : ; m.

(5) Let f tgt2R be the flow of diffeomorphisms generated by V with  0 D id. Let .M 0; g0.t// be a
smooth flow for t � 0, where g0.t/D  ��tg

0. Then  t D �t for t � 0 on �>A, and

� t>B WD  t .�>B/D �t .�>B/:

Moreover , g0.t/ satisfies the Ricci flow equation on the open subset[
t�0

.� t>A � ftg/�M
0
� Œ0;1/:

We call .M 0; g0; V; A/ the �-grafted soliton , and .M 0; g0.t/; A/ the �-grafted soliton flow.
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Proof Let A > 0 be sufficiently large that ��A is covered by �-cylindrical planes. We may furthermore
increase A depending on m, � and the soliton .M; g/.

By using the Ricci flow equation @tg.t/D �2Ric.g.t//, where g.t/D ���tg, the quadratic curvature
upper bound in Theorem 4.11, and Shi’s derivative estimates [68], we may assume when A is sufficiently
large that

jr
`.g���

�.kC1/g/j � � on �k.��A/ for `D 0; : : : ; m;

where the covariant derivatives are taken with respect to g, and k 2N. Therefore, for each k 2NC, by a
standard gluing argument we can construct a metric gk on ��A which satisfies

gk D �
�
�kg on �k.��A/;

and for all i D 0; 1; 2; : : : ; k� 1,

(6-19) jr
`.gk �g/j � C0� on M for `D 0; : : : ; m;

where here and below C0 denotes all positive constants that only depend on the soliton and m.

Now fixed a point p 2 ��A �M and let pk WD �k.p/. Then after passing to a subsequence we may
assume that the pointed manifolds .��A; gk; pk/ converge to a smooth manifold .M 0; g0; p0/. At the
same time, the isometric embeddings �k W .��A; g; p/! .�k.��A/; gk; pk/ � .M; gk; pk/ smoothly
converge to an isometric embedding � W .��A; g; p/! .M 0; g0; p0/ in the Cm-sense.

Furthermore, by (6-19), we see that .M 0; g0; p0/ is C0�-close to the smooth limit of .M; g; pk/, which
by Lemma 3.3 must be isometric to R2 � S1 after a suitable rescaling. In particular, this implies that
.M 0; g0/ is complete, diffeomorphic to R2 �S1, and covered by C0�-cylindrical planes.

Now assume A sufficiently large, and replace A by A� 200 and also � by �=C0. Then assertions (1), (2)
and (3) are satisfied. We can find a vector field V on M 0 which satisfies the conditions in (4). Then (5)
follows by using the fact that g.t/D ���tg and V Drf on �>A.

6.3 Surgery on SO.2/-symmetric metrics

The next lemma allows us to do an SO.2/-invariant extension to an SO.2/-symmetric metric yg defined
on an open subset containing ��B for some large B > 0. It extends the incomplete SO.2/-symmetric
metric yg to a complete SO.2/-symmetric metric. Moreover, if yg is close to the soliton metric g, then the
resulting complete metric is close to the grafted soliton metric g0.

In future proofs in this section, we will run harmonic map heat flows from the grafted soliton flow
.M 0; g0.t// to Ricci flows starting from some suitable SO.2/-symmetric metrics we obtained by the
SO.2/-invariant surgery.
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Lemma 6.6 (SO.2/-invariant extension) There are constants C0 > 0 such that the following holds.
For any � > 0, let .M 0; g0/ be the �-grafted soliton from Lemma 6.5 with mD 1000 and AD A.�;m/.
Then for any B > A, suppose yg is an SO.2/-symmetric metric on an open subset U � ��B with the
SO.2/-isometry f �g�2Œ0;2�/ and the Killing field X , such that

(6-20) jyg�g0jC100.U / � � and jX � @� jC0.U / <
1

1000
;

where @� is the Killing field of an �-cylindrical plane (by Lemma 6.5, .M 0; g0/ is covered by �-cylindrical
planes). Then there is an SO.2/-symmetric metric zg on M 0 with the SO.2/-isometry z �2Œ0;2�/ and the
corresponding Killing field zX , such that

jzg�g0jC98.M 0/ � C0 � and j zX � @� jC98.M 0/ � C0 �:

Moreover , we have zg D yg and z � D  � for � 2 Œ0; 2�/ on ��BC100.

Proof It is easy to find a sequence of points fxig1iD1 �M
0 nU such that the number of metric balls

Bg 0.xi ; 1000/ that intersect at any point is bounded by a universal constant, and fBg 0.xi ; 1000/g1iD1
together with U form an open covering of M 0. Let fhig1iD0 be a partition of unity subordinate to fUig1iD0
such that the function h0 satisfies h0. � .x//D 1 for all x 2 ��BC100 � U. By the property of .M 0; g0/,
there is an �-isometry .R2 �S1; gstan/! .M 0; g0; xi / for each i . The assertions now follow by applying
Lemma 6.4 to glue all the SO.2/-isometries from the �-cylindrical planes on Bg 0.xi ; 1000/ and the
SO.2/-isometry on U.

6.4 An approximating metric away from the edge

In this subsection, we construct an SO.2/-symmetric approximating metric away from the edge � such
that the error decays at the rate O.e�2.1C�1/dg. � ;�//.

In the proof of Theorem 6.7, we will need to choose some constants that are sufficiently large or small
such that certain requirements are satisfied. In order to show that the dependence between these constants
is not circular, we introduce the parameter order

ı0; C0; T; D; �; A; D;

such that each parameter is chosen depending only on the preceding parameters.

Theorem 6.7 (approximation with good exponential decay) Let .M; g; f; p/ be a 3D steady gradient
soliton that is not a Bryant soliton satisfying (6-18). Then there exist constants �1; A1 > 0 such that
��A1 �M is covered by �-cylindrical planes of g, and an SO.2/-symmetric metric yg on an open subset
containing ��A1 , and

jr
m.g� yg/j � e�2.1C�1/dg. � ;�/ on ��A1 for mD 0; : : : ; 100;

where the covariant derivatives and norms are taken with respect to g. Moreover , let X be the Killing
field of the SO.2/-isometry of yg, and @� be the SO.2/-Killing field of an �-cylindrical plane of g, then we
have jX � @� j � 1

1000
.
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Proof We choose the following constants which satisfy the above parameter order, and whose values
may be further adjusted later:

(1) Let ı0 > 0 be from Theorem 5.3.

(2) Let C0 > 0 be the maximum of 1 and the constants C0 > 0 from Lemma 6.1, 6.4 and 6.6.

(3) Let T >T0, where T0 is from Theorem 5.3. Assume also that 2C 20 e
400<e

1
2
ı0T and T 1=2>160=ı0.

(4) (a) Let 0 < � <min
˚

1
1000
xı.T /=C 20 ; x�.T /=.e

400C 20 /
	
, where xı.T /; x�.T / > 0 are constants deter-

mined by Theorem 5.3.

(b) For any complete metric zg on R � S1 which is covered by 2C0�-cylindrical planes in the
Cm-sense, the Ricci flow .M 0; zg.t// starting from zg stays smooth and jRmjzg.t/ � 1=T for all
t 2 Œ0; T �.

(c) Let zgi .t/ for i D 1; 2 and t 2 Œ0; T � be two smooth families of metrics on R2 � S1 that are
covered by 2C0�-cylindrical planes. Then the harmonic map heat flow

f�tgW .R
2
�S1; zg1.t//! .R2 �S1; zg2.t//; with �0 D id;

is smooth for t 2 Œ0; T �. The existence of such � is guaranteed by [9, Lemma A.24], the
existence of harmonic map heat flows, and estimates of perturbations.

(5) Let A > 0 be sufficiently large that:

(a) .M 0; g0; V; A/ is an �=C0-grafted soliton by Lemma 6.5. In particular, the �=C0-grafted soliton
flow .M 0; g0.t// satisfies the Ricci flow equation on[

t�0

� t>A �M
0
� Œ0;1/:

(b) By Theorem 3.41 and (6-18), we may assume that for any point x 2 ��A �M and t � 0,

(6-21) 2� 1
16
ı0 �

d

dt
dg.�t .x/; �/� 2C

1
16
ı0:

(6) Let D D maxfA; 100 lnC0; ln ��1; 10D; 100T 1=2; e400g, where D.T / > 0 is determined by
Theorem 5.3.

Step 1 In this step, we impose two inductive assumptions. In the first induction, we construct a sequence
of metrics ygn such that ygn has an exponential decay rate of ˛n, and the sequence ˛n increases by a
positive amount one by one. So the last metric ygN will satisfy all assertions of the theorem. Suppose the
first inductive assumption holds for a fixed n < N . Then in the second induction we construct an infinite
sequence of metrics fygn;kg1kD1, where ygn;0 D ygn, and ygn;k has the better decay rate of ˛nC1 on larger
and larger domains depending on k. The domains will eventually cover the part sufficiently far away
from � . So letting i !1, we can take a limit of ygn;k and obtain ygnC1 that satisfies the decay rate of
˛nC1 everywhere, and thus verifies the first inductive assumption for nC 1. We can repeat this process
until ˛n > 2, which completes the proof.
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Inductive Assumption One

(1) For any n 2N, if ˛n WD .n lnC0/=D � 2:02, there are a sequence of increasing constants Dn > 0
and an SO.2/-symmetric metric ygn defined on an open subset in M n� containing ��Dn such that

jr
m.ygn�g/j � � � e

�˛n.dg. � ;�/�Dn/ on ��Dn for mD 0; : : : ; 100:

(2) Moreover, let Xn be the Killing field of the SO.2/-isometry of ygn. Then on any �-cylindrical plane
of g, the SO.2/-Killing field @� satisfies

jXn� @� j �
1

1000
on ��Dn :

Suppose Inductive Assumption One is true for a moment. Since .lnC0/=D < 0:01, let N be an integer
such that 2 < .N lnC0/=D � 2:02. Then the metric ygN on ��DN satisfies all assertions of the theorem,
with �1 D 1

2

�
.N lnC0/=D � 2

�
and A1 DDN . So the theorem follows immediately after establishing

Inductive Assumption One.

First, for nD 0, since .M 0; g0/ is covered everywhere by �=C0-cylindrical planes and g0 D g on ��A, by
applying Lemma 6.4 we obtain an SO.2/-symmetric metric on M 0 which is covered by C0�-cylindrical
planes, and its restriction on ��D0 satisfies the inductive assumptions for some D0 � ACD. Now
suppose the inductive assumption holds for some n� 0. In the rest of the proof we show that it also holds
for nC 1. Now we impose the second inductive assumption.

Inductive Assumption Two

(1) Let n� 0 be fixed. Then for any k 2N there exists an SO.2/-symmetric metric ygn;k , defined on
an open subset in M n� containing ��Dn which, on ��DnCiD , satisfies

jr
m.ygn;k �g/j � � �C

�i
0 � e

�˛n.dg. � ;�/�Dn/ for i D 0; : : : ; k and mD 0; : : : ; 100:

(2) Moreover, let Xn;k be the Killing field of the SO.2/-isometry of ygn;k . Then the SO.2/-Killing
field @� of any �-cylindrical plane of g satisfies

jXn;k � @� j �
1

1000
on ��Dn :

Step 2 For k D 0, Inductive Assumption Two clearly holds by choosing ygn;0 D ygn. Now assume it is
true for some integer k � 0. In this step, we will extend the SO.2/-symmetric metric ygn;k to a complete
SO.2/-symmetric metric zgn;k . Then we will study the harmonic map heat flow between the grafted
soliton flow g0.t/ and the Ricci flow starting from zgn;k and obtain some distance distortion estimates
under these flows.

First, part (1) of Inductive Assumption Two implies jrm.ygn;k�g/j � � on ��Dn for mD 0; : : : ; 100. So
by applying Lemma 6.6 (SO.2/-invariant extension), we obtain a complete SO.2/-symmetric metric zgn;k
on M 0 such that zgn;k D ygn;k on ��DnC100, and

(6-22) jr
m.zgn;k �g

0/j � C0� and j zXn;k � @� j � C0� on M 0 for mD 0; : : : ; 98;
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where the norms and derivatives are taken with respect to g0, and zXn;k and @� are the SO.2/-killing fields
of zgn;k , and any �-cylindrical plane of g0.

Next, we claim the complete SO.2/-symmetric metric zgn;k satisfies, on ��DnCiD ,

(6-23) jrm.zgn;k�g/j�C0 �e
400
�� �C�i0 �e

�˛n.dg. � ;�/�Dn/ for i D�1; 0; : : : ; k and mD 0; : : : ; 98:

We prove the claim in the following three cases:

(a) For all i � 1, since zgn;k D ygn;k on ��DnC100���DnCD , the claim holds by part (1) of Inductive
Assumption Two for ygn;k .

(b) For i D�1, the claim follows from (6-22) by noting that g0 D g on ��A � ��Dn�D .

(c) For i D 0, first, we have zgn;k D ygn;k on ��DnC100, where the claim holds by part (1) of Inductive
Assumption Two; then, on �ŒDn;DnC100�, the claim follows from (6-22) by noting that g0 D g
on �>A, and using ˛n < 4 and dg. � ; �/�Dn � 100.

Let .M 0; zgn;k.t// with t 2 Œ0; T � be the Ricci flow that starts from the complete SO.2/-symmetric zgn;k .
Then jRmjzgn;k.t/ � 1=T for all t 2 Œ0; T �. Let f�n;k;tgW .M 0; g0.t//! .M 0; zgn;k.t// for t 2 Œ0; T � be a
smooth harmonic map heat flow with �n;k;0 D id, and let hn;k.t/ WD .��1n;k;t /

�g0.t/� zgn;k.t/. These are
guaranteed by the choice of �.

For fixed n and k, we will omit the subscripts n and k in �n;k;t , zgn;k.t/ and hn;k.t/ for a moment. For
any fixed i D 0; 1; : : : ; kC 1, let

x 2 �T�DnCiD and x0 D �T .x/:

We first estimate distance distortions and drifts of points under the harmonic map heat flow.

Claim 6.8 For any L> 10T 1=2, we have Bzg.0/.x0; L/� �t .Bg 0.t/.x; 10L// for all t 2 Œ0; T �.

Proof First, we observe that by jhj � 1
1000

we have

(6-24) Bzg.t/.�t .x/; 5L/� �t .Bg 0.t/.x; 10L//:

Now let y 2 B0.x0; L/. By the triangle inequality we have

dzg.t/.y; �t .x//� dzg.t/.x
0; �t .x//C dzg.t/.x

0; y/:

On the one hand, by the local drift estimate of harmonic map heat flows [9, Lemma A.18], and the
curvature bound jRmjzg.t/ < 1=T , we have for all t 2 Œ0; T � that

(6-25) dzg.t/.x
0; �t .x//D dzg.t/.�t .x/; �T .x//� 10.T � t /

1=2
� 10T 1=2 <L:

On the other hand, by the distance distortion estimate on the Ricci flow .M 0; zgk.t// under the curvature
bound jRmjzg.t/ < 1=T , we have

dzg.t/.x
0; y/� 2eT sup jRmjzg.t/dzg.0/.x

0; y/� 4dzg.0/.x
0; y/� 4L:

Combining the last three inequalities we obtain dzg.t/.y; �t .x//� 5L, which together with (6-24) implies
the claim.
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Since x 2 �T
�DnCiD

, by the definition of the flow g0.t/ we see that x 2 � t
�DnCiD

for all t 2 Œ0; T �. In
particular, we have x 2 �0

�DnCiD
D ��DnCiD . So taking LD 1

10
D in Claim 6.8 we see that

(6-26) Bzg.0/.x
0;D/� Bzg.0/

�
x0; 1

10
D

�
� Bg.x;D/� ��DnC.i�1/D;

which in particular implies x0 2 ��DnC.i�1/D .

Step 3 In this step, we will apply Theorem 5.3 (symmetry improvement) at .x0; 0/, with constants chosen
as follows.

(a) We choose ˛ in Theorem 5.3 to be ˛n.

(b) We choose � in Theorem 5.3 to be

H.x0/D C0 � e
400
� � �C

�.i�1/
0 � e�˛n.dg.x

0;�/�Dn/:

Note dg.x0; �/ is well-defined, since x0 2 ��DnC.i�1/D � �>A.

(c) We choose D# in Theorem 5.3 to be

D# WD
1
10
.dg.T /.x; �/�DnCD/�

1
10
D >D:

First, we verify assumption (5-11). Let y 2 ��DnC.i�1/D , then by comparing (6-23) with H.x0/ (note
that since we choose i D 0; : : : ; kC1, it follows that i �1D�1; : : : ; k, which meets the range of (6-23)),
and using the triangle inequality dg.y; �/� dg.x0; �/� dg.y; x0/, we obtain

(6-27) jr
mhj.y; 0/�H.x0/ � e˛n dg.y;x

0/ for mD 0; : : : ; 98;

which also holds for all y 2 Bzg.0/.x0;D/ by (6-26). This verifies the assumption (5-11).

Next, we verify the assumption of Theorem 5.3 that h restricted on Bzg.0/.x0;D#/ � Œ0; T � is a Ricci
De Turck flow perturbation. This follows from Claim 6.8: by taking LDD# we have, for all t 2 Œ0; T �,

Bzg.0/.x
0;D#/� �t .Bg 0.t/.x; dg.T /.x; �/�DnCD//

� �t .Bg 0.t/.x; dg.t/.x; �/�DnCD//� �t .�
t
�Dn�D

/� �t .�
t
�A/:

Moreover, by the local derivative estimates for Ricci De Turck flow perturbations [9, Lemma A.14], we
may taking � small so that jr`hj � 1

1000
for `D 0; 1.

Lastly, we will verify assumption (5-10) of Theorem 5.3. Recall that assumption (5-10) consists of two
estimates of jhj on the parabolic boundary of

Bzg.0/.x
0;D#/� Œ0; T �D .@Bzg.0/.x

0;D#/� Œ0; T �/[ .Bzg.0/.x
0;D#/� f0g/:

We first verify assumption (5-10) on @Bzg.0/.x0;D#/� Œ0; T �. Note by (6-25) that dg.x; x0/ � 10T 1=2,
and thus by (6-21) and the triangle inequality dg.x0; �/� dg.x; �/C dg.x; x0/ we have

dg.x
0; �/� dg.T /.x; �/C 2:1T C 10T

1=2
D 10D#C 2:1T C 10T

1=2
CDn:
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Then using ˛n < 4 we obtain

e�˛n.dg.x
0;�/�Dn/ � e�4.10D#C2:1TC10T

1=2/
� e�40D#�10T � e�40D#�D � e�50D# :

Using D � 100 lnC0 and D# � .i C 1/D, we also have

C0 � e
400
�C
�.i�1/
0 � e�.iC1/D � e�10D# :

Substituting these into H.x0/, we obtain

(6-28) jhj � 1
1000
� e100D# �H.x0/:

Next, we verify assumption (5-10) on Bzg.0/.x0;D#/ � f0g. Let y 2 �ŒDnC.j�1/D;DnCjD/ for some
0� j � i � 1. Then we have dg.x0; y/� .i � j /D, which implies

C
i�j
0 � e..lnC0/=D/�dg.x

0;y/
� e0:01dg.x

0;y/;

which combined with (6-23), H.x0/ and the triangle inequality implies

(6-29) jr
mhj.y; 0/�H.x0/ �C

i�j
0 � e˛n .dg.x

0;�/�dg.y;�// �H.x0/ � e4dg.x
0;y/

for all y 2 ��Dn�D and all mD 0; : : : ; 98. If y 2 ��DnC.i�1/D , then (6-29) also holds by (6-27). Since
Bzg.0/.x

0;D#/� ��Dn�D , this together with (6-28) verifies assumption (5-10).

Step 4 In this step we will apply Theorem 5.3, get an exponential decay on the oscillatory part of h
at time T , use this decay to extend Inductive Assumption Two from k to kC1, and deduce that Inductive
Assumption One holds for nC 1. To be concrete, by applying Theorem 5.3 (symmetric improvement)
at .x0; 0/, we obtain

jr
mh�j.x

0; T /�H.x0/ � e2˛nT � e�ı0T � C0 � e
400
� � �C

�.i�1/
0 � e�˛n.dg.x

0;�/�Dn/ � e2˛nT � e�ı0T

for mD 0; : : : ; 100. We will estimate below that the last term e�ı0T is sufficiently small that it outweighs
all other factors bigger than 1. Specifically, we have

jr
mh�j.x

0; T /� C0 � e
400
� � �C

�.i�1/
0 � e�˛n.dg.x;�/�Dn/ � e2˛nT � e�

3
4
ı0T

� C0 � e
400
� � �C

�.i�1/
0 � e�˛n.dg.T /.x;�/�Dn/ � e�

1
2
ı0T

�
1
2
� �C�i0 � e

�˛n.dg.T /.x;�/�Dn/;

where in the first inequality we used the triangle inequality dg.x0; �/� dg.x; �/� �dg.x; x0/ together
with dg.x0; x/� 10T 1=2 and T 1=2>160=ı0; in the second inequality we used the distance distortion esti-
mate (6-21) and ˛n<4; in the last inequality we used 2C 20 �e

400<e
1
2
ı0T . The above inequality also holds

when the norms and derivatives are with respect to .��1T /�g0.T / after removing the factor 1
2

. So we have

(6-30) jr
m��T h�j.x; T /� � �C

�i
0 � e

�˛n.dg.T /.x;�/�Dn/ for mD 0; : : : ; 100;

where the norms and derivatives are with respect to g.T /.
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Now we restore the subscripts n; k. Since

g0.T /D ��n;k;T .hn;k.T /C zgn;k.T // and hn;k.T /D hn;k;C.T /C hn;k;�.T /;

by letting

ygn;kC1 D �
�
n;k;T .hn;k;C.T /C zgn;k.T //;

we see that ygn;kC1 is an SO.2/-symmetric metric on M 0 and (6-30) implies

jr
m.g0.T /� ygn;kC1/j � � �C

�i
0 � e

�˛n.dg.T /. � ;�/�Dn/ on �T�DnCiD

for mD 0; : : : ; 100, and the norms and derivatives are with respect to g.T /. Note that this is true for all
i D 0; 1; : : : ; kC 1. Since g0.T /D ��

�T g and ��T W .�T�A; g
0.T //! .��A; g/ is an isometry, replacing

ygn;kC1 by ��T .ygn;kC1/ we then have

jr
m.g� ygn;kC1/j � � �C

�i
0 � e

�˛n.dg. � ;�/�Dn/ on ��DnCiD

for mD 0; : : : ; 98. This verifies part (1) of Inductive Assumption Two for kC 1. Moreover, it is easy
to see that part (2) of Inductive Assumption Two for kC 1 also holds, as a consequence of the smallness
of � and jhj.

Therefore, Inductive Assumption Two holds for all k � 0. Now let p 2 �>Dn be some fixed point. Then
we may assume, after passing to a subsequence and letting k!1, that the pointed SO.2/-symmetric
manifolds .M 0; ygn;k; p/ converge in the C 98-norm to an SO.2/-symmetric manifold .M 0; ygnC1; p/
which satisfies

(6-31) jr
m.g� ygnC1/j � � �C

�i
0 � e

�˛n.dg. � ;�/�Dn/ on ��DnCiD

for all i 2N and mD 0; : : : ; 98. Moreover, part (2) of Inductive Assumption One holds for nC 1 with
ygnC1, as a consequence of part (2) Inductive Assumption Two and the smooth convergence. It remains
to verify part (1) of Inductive Assumption One. For any i � 0 and y 2 �ŒDnCiD;DnC.iC1/D/, we have
dg.y; �/�DnC .i C 1/D, which together with (6-31) implies

jr
m.g� ygnC1/j.y/� � � e

�˛nC1.dg.y;�/�DnC1/;

where

DnC1 D
.DCDn/ lnC0C˛nDnD

lnC0C˛nD
>Dn and ˛nC1 D

.nC 1/ lnC0
D

:

Therefore, we have

jr
m.g� ygnC1/j � � � e

�˛nC1.dg. � ;�/�DnC1/ on ��DnC1

for mD 0; : : : ; 100, which verifies part (1) of Inductive Assumption One for nC 1, and thus completes
the proof.
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6.5 Extend the approximating metric near the edges

The approximating SO.2/-symmetric metric yg in Theorem 6.7 is defined on an open subset away from � .
Next, we want to extend it to an SO.2/-symmetric metric which is also defined on a neighborhood of
� . Seeing that the soliton dimension reduces to R� cigar along � , we can find a sequence of SO.2/-
symmetric metrics close to g in balls centered at � whose radius goes to infinity. Then by gluing these
metrics with yg, we obtain an SO.2/-symmetric metric xg defined everywhere outside of a compact subset
of M. We will show that xg� g has the same exponential decay rate as yg� g, and it decays to zero at
infinity in addition. In Section 6.1 we studied the gluing of SO.2/-symmetric metrics that are close to
R2 �S1. Here we need to glue SO.2/-symmetric metrics that are close to R� cigar, which needs the
following gluing lemma. The lemma shows that if a vector field on R� cigar is almost a Killing field,
and it is close to @� at a larger distance to R, then it is also close to @� at a smaller distance.

Lemma 6.9 For any C1; �1 > 0, there exists C.C1; �1/ > 0 such that the following holds for any � > 0.
Let .r; s; �/ W .R�cigar; g†/!RC�R� Œ0; 2�/ be coordinates such that g†D dr2Cds2C'2.r/ d2� ,
and let r be the distance to the line R� fxtipg. Suppose Y.r; s; �/ is a smooth vector field , defined for all
.r; s; �/ 2 ŒA; B�� Œ�s0; s0�� Œ0; 2�/ for some 1 < A < B and s0 2 Œ0;1�, such that

(6-32) jr
k.LY g†/j � C1 e

�2.1C�1/r for k D 0; : : : ; 98:

Suppose also that

(6-33) jr
k.Y � @� /j. � ; B; � /� � for k D 0; : : : ; 98:

Then we have

jr
k.Y � @� /j. � ; A; � /� Ce

�2.1C�1/ACC.B �A/�CC� for k D 0; : : : ; 96:

Proof Write Y D Y s@s C Y r@r C Y �@� under the coordinates .s; r; �/. Then, by the formula of Lie
derivatives for a symmetric 2-tensor, we have

(6-34) LY g†.@r ; @� /D@�Y
r
C@rY

�'2; LY g†.@r ; @s/D@rY
s
C@sY

r ; LY g†.@r ; @r/D2 @rY
r :

Moreover, by assumption (6-33) we have

.jrkY sjC jrkY r jC jrk.Y � � 1/j/. � ; B; � /� Ce�2.1C�1/A:

By the third equation in (6-34) and (6-32), integrating from r D A to r D B and using (6-33) we see that

jr
k�1Y r jCk�1. � ; r; � /� C.e

�2.1C�1/r C �/

for any r 2 ŒA; B�. Substituting this into the first two equations in (6-34), integrating from r D A to
r D B and using (6-33), we obtain

.jrk�2.Y � � 1/jC jrk�2Y sj/. � ; A; � /� Ce�2.1C�1/ACC.B �A/�CC�;

which proves the lemma.
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We now prove the main result of this section.

Theorem 6.10 Let .M; g; f; p/ be a 3D steady gradient soliton that is not a Bryant soliton. Assume
that lims!1R.�1.s// D lims!1R.�2.s// D 4. Then there exist constants C; �1 > 0 and an SO.2/-
symmetric metric xg defined outside of a compact subset of M such that for any k D 0; : : : ; 98,

(6-35) jr
k.g� xg/j ! 0 as x!1 and jr

k.g� xg/j � Ce�2.1C�1/dg. � ;�/;

where the covariant derivatives and norms are taken with respect to g.

Proof We will use �.D/ to denote a general function that goes to zero as D!1. Let C > 0 denote
all constants that depend only on the soliton. On the one hand, since for each i D 1; 2 the manifold
dimension reduces along �i to R� cigar, we can find D1.s/ > 0 for all large s with D1.s/!1 slowly
enough in s so that .M; g; �i .s// is e�2.1C�1/D1.s/-close to R�cigar in Bg.�i .s/;D1.s//, where �1 >0
is from Theorem 6.7. Then by a standard gluing argument, we can find an SO.2/-symmetric metric zgi on
an open subset Ui containing the balls Bg.�i .s/;D1.s// for all large s, such that:

(1) For each i D 1; 2 we have

(6-36) jr
k.zgi �g/j �minf�.dg. � ; p//; Ce�2.1C�1/dg. � ;�/g on Ui ;

where �.dg. � ; p// denotes a general function that tends to 0 as dg. � ; p/!1.

(2) U1\U2 D∅.

(3) Let �i;� with � 2 Œ0; 2�/ be the SO.2/-isometries for .Ui ; zgi / for i D 1; 2. We can also assume that
there is an embedded surface Ni in Ui \��1000 which is diffeomorphic to R2 and intersects each
S1-orbit of �i;� exactly once, and its tangent space TxNi at x 2Ni is 1

100
-close to the orthogonal

space of the S1-orbit passing through x.

(4) For each large s, there is a smooth map  i;s from Bg.�i .s/;D.s// into .R� cigar; g†/ which is a
diffeomorphism onto the image, such that

(6-37) jr
k.zgi � 

�
i;sg†/j � Ce

�2.1C�1/dg. � ;�/:

Let Xi be the Killing field of the SO.2/-isometry of zgi . Then

(6-38) jr
k.Xi � . i;s/

�1
� .@� //j � Ce

�2.1C�1/dg. � ;�/:

On the other hand, by Theorem 6.7, we have an SO.2/-symmetric metric yg defined on an open subset
U � ��A for some A > 0 such that

(6-39) jr
k.g� yg/j � Ce�2.1C�1/dg. � ;�/ for k D 0; : : : ; 100:

Let �� with � 2 Œ0; 2�/ be the SO.2/-isometries for .U; yg/, and Y be the Killing field of �� . Next, we
will compare the two vector fields Xi and Y on �>A\Ui . First, by (6-36), (6-37), (6-39) and triangle
inequalities we have

jr
k.yg� �i;sg†/j � Ce

�2.1C�1/dg. � ;�/ for k D 0; : : : ; 100:
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Then by LY yg D 0, this implies

(6-40) jr
k.LY 

�
i;sg†/j � Ce

�2.1C�1/dg. � ;�/ for k D 0; : : : ; 98:

Moreover, by Theorem 4.11 we can see that .M; g/ is a Ck=d2g . � ; �/-cylindrical plane in the C k-sense
and Ck > 0 at points where the metrics yg and  �i;sg† are both defined. So we can apply Lemma 6.2 and
deduce

(6-41) jr
k.Y � . i;s/

�1
� .@� //j �

C

d2g . � ; �/
for k D 0; : : : ; 98:

We can find D2 W Œs0;1/!RC for a sufficiently large s0, such that D2.s/�D1.s/, Bg.�i .s/;D2.s//�
Ui and D2.s/!1 sufficiently slowly as s!1 so that

(6-42)
C

D21.s/
.D1.s/�D2.s// <

C

D1.s/
< e�2.1C�1/D2.s/:

Therefore, for each i D 1; 2, by (6-40), (6-41) and (6-42) we can apply Lemma 6.9 with � D C=D21.s/
and B DD1.s/� ADD2.s/, and deduce

jr
k.Y � . i;s/

�1
� .@� //j � Ce

�2.1C�1/D2.s/ � Ce�2.1C�1/dg. � ;�/

on Bg.�i .s/;D2.s// \ U for k D 0; : : : ; 98. Combining this with inequality (6-38) we see that for
Vi WD

S
s>s0

Bg.�i .s/;D2.s//, we have

(6-43) jr
k.Y �Xi /j � Ce

�2.1C�1/dg. � ;�/

on U \Vi for k D 0; : : : ; 98, and thus

jr
k.�� ��i;� /j � Ce

�2.1C�1/dg. � ;�/:

Therefore, by the same argument as in Lemma 6.3, we can glue the metrics yg on U, zgi on Vi for i D 1; 2,
and also glue the SO.2/-isometries �� and �i;� for i D 1; 2 to obtain an SO.2/-symmetric metric xg
defined outside of a compact subset of M, which satisfies the following properties:

(1) For each i D 1; 2 we have that xgD zgi onWi , where Bg.�i .s/;D3.s//�Wi �Vi is a �i;� -invariant
open subset, D3.s/ < D2.s/, and D3.s/!1 as s!1.

(2) We have that xg D yg on U n .V1[V2/.

(3) For some D0 > 0, we have

(6-44)
�
jrk.xg�g/j � Ce�2.1C�1/dg. � ;�/ on ��D0 for k D 0; : : : ; 98;
jxg�gj � �.dg. � ; p// on W1[W2:

The first inequality implies that xg satisfies the assertion of exponential decay away from � . Moreover,
since dg.x; p/!1 as dg.x; �/!1 for any x 2 M n .W1 [W2/, the first inequality implies that
jxg�gj � �.dg. � ; p// also holds on M n .W1[W2/. So xg satisfies the assertion of decaying to zero at
infinity.
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7 The evolution of the Lie derivative

In this section, .M; g/ is a 3D steady gradient soliton that is not a Bryant soliton, and .M; g.t// is the
Ricci flow of the soliton. Let h.t/ be a linearized Ricci De Turck flow with background metric g.t/.
The main result is Proposition 7.3, which shows that h.t/ tends to zero as t goes to infinity, if the initial
value h.0/ satisfies the condition h.x; 0/=R.x/! 0 as x!1. In particular, let xg be the approximating
SO.2/-symmetric metric obtained from Theorem 6.10, and let @� with � 2 Œ0; 2�/ be the Killing field of
the SO.2/-symmetry. We show that the Lie derivative L@�g satisfies this initial condition, hence decays
to zero as t !1 under the linearized Ricci De Turck equation.

7.1 The vanishing of a heat kernel at infinity

In this subsection we prove a vanishing theorem of the heat kernel to a certain heat-type equation at time
infinity. We will see that for a linearized Ricci De Turck flow h.t/, the norm jhj. � ; t / is controlled by the
convoluted integral of this heat kernel and jhj. � ; 0/.

Let G be the heat kernel of the heat-type equation

(7-1) @tH D�H C
2jRicj2

R
H:

That is, for any t > s and x; y 2M,

@tG.x; t Iy; s/D�x;tG.x; t Iy; s/C
2jRicj2.x; t/
R.x; t/

G.x; t Iy; s/ and lim
t&s

G. � ; t Iy; s/D ıy :

Lemma 7.1 (vanishing of heat kernel at time infinity) Let p be the point where R attains its maximum.
For any fixed D > 0, let

uD.x; t/D

Z
B0.p;D/

G.x; t Iy; 0/ d0y:

Then supBt .p;D/ uD. � ; t /! 0 as t !1.

Proof Note that uD satisfies the equation (7-1). First, we show that there exists C1 > 0 such that
uD.x; t/� C1 for all .x; t/ 2M � Œ0;1/. Since the scalar curvature satisfies the equation

@tRD�RC
2jRicj2

R
�R;

by using the reproduction formula we have

R.x; t/D

Z
M

G.x; t Iy; 0/R.y; 0/ d0y:

By compactness we have for some c > 0 that R.y; 0/ � c for all y 2 B0.p;D/, so it follows that
uD.x; t/� c

�1R.x; t/� c�1R.p/. So we may take C1 D c�1R.p/.
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Now suppose the lemma does not hold. Then there exist �>0 and a sequence of ti!1 and xi 2Bti .p;D/
such that uD.xi ; ti /� � > 0. Without loss of generality we may assume that tiC1 � ti C1. Since u�C1,
by a standard parabolic estimate we see that j@tuDj.x; t/CjruDj.x; t/�C2 for some C2>0. Therefore,
there exists ı1 2 .0; 1/ such that

(7-2)
Z
Bt .p;D/

Z
B0.p;D/

G.x; t Iy; 0/ d0y dtx D

Z
Bt .p;D/

uD.x; t/; dtx � ı1

for all t 2 Œti ; ti C ı1�.

Recall that the (symmetric) curvature operator Rm Wƒ2TM !ƒ2TM is defined so that

hRm.vi ^ vj /; vk ^ v`i DR.vi ; vj ; vk; v`/ for any vi ; vj ; vk; v` 2 TxM;

where here R. � ; � ; � ; � / is the curvature tensor of type .4; 0/. We use the convention

R.vi ; vj ; vi ; vj /D�kvi ^ vj k
2
�K.vi ^ vj /:

Since in dimension 3, elements of ƒ2TM are all simple, we can choose an orthonormal basis fe1; e2; e3g
for TxM, such that Rm is diagonalized by e1^e2, e1^e3, e2^e3. That is, there are constants �1; �2; �32R

such that Rm.e1^e2/D��3e1^e2, Rm.e1^e3/D��2 e1^e3 and Rm.e2^e3/D��1 e2^e3. Since
Rm > 0 (equivalent to positive sectional curvature in 3D), we have �1; �2; �3 > 0. So it is easy to see
that 2jRicj2 D 2.�2C�3/2C 2.�1C�3/2C 2.�1C�2/2 and R2 D 4.�1C�2C�3/2, which implies

2jRicj2�R2 < 0:

So by compactness there is ı2 > 0 such that

(7-3) sup
Bt .p;D/

2jRicj2�R2

R
� �ı2:

Let FD.t/D
R
B0.p;D/

R
M G.x; t Iy; 0/ dtx d0y. Then since

(7-4) @t

Z
M

G.x; t Iy; 0/ dtx

D

Z
M

@tG.x; t Iy; 0/�R.x; t/G.x; t Iy; 0/ dtx

D

Z
M

�x;tG.x; t Iy; 0/C
2jRicj2.x; t/
R.x; t/

G.x; t Iy; 0/�R.x; t/G.x; t Iy; 0/ dtx

D

Z
M

G.x; t Iy; 0/

R.x; t/
.2jRicj2.x; t/�R2.x; t// dtx;

where we used that the heat kernel G satisfies a Gaussian upper bound so that
R
M �x;tG.x; t Iy; 0/ dtx

vanishes by the divergence theorem. Hence we obtain

(7-5) @tFD.t/D

Z
B0.p;D/

Z
M

G.x; t Iy; 0/

R.x; t/
.2jRicj2�R2/.x; t/ dtx d0y < 0;
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and by (7-2) and (7-3) we see that @tFD.t/� �ı1ı2 for all t 2 Œti ; ti C ı1�. Note that G is everywhere
positive so that FD.t/ > 0 and tiC1 � ti C 1 > ti C ı1, implying

�FD.0/� lim
t!1

FD.t/�FD.0/� �

1X
iD1

Z tiCı1

ti

ı1 � ı2 dt D�

1X
iD1

ı21 � ı2 D�1;

which is a contradiction. This proves the lemma.

7.2 The vanishing of the Lie derivative at infinity

We prove the main result in this subsection by applying the heat kernel estimates. First, we prove a lemma
using the Anderson–Chow pinching estimate.

Lemma 7.2 (cf [1]) Let .M; g.t// with t 2 Œ0; T � be a 3D complete Ricci flow with bounded curvature
and positive sectional curvature. Consider a solution h to the linearized Ricci De Turck flow on .M; g.t//,
and a positive solution H to the equation

(7-6) @tH D�H C
2jRicj2.x; t/
R.x; t/

H:

Then

@t

�
jhj2

H 2

�
��

�
jhj2

H 2

�
C 2rH � r

�
jhj2

H 2

�
:

Proof By a direct computation using @thD�L;g.t/h and (7-6) we have (see [1])

@t

�
jhj2

H 2

�
D�

�
jhj2

H 2

�
C2rH �r

�
jhj2

H 2

�
C

4

H 2

�
Rijklhilhjk�

jRicj2

R
jhj2

�
�2
jHrihjk � .riH/hjkj

2

H 4
:

Then the lemma follows immediately form the pinching estimate from [1] that for any nonzero symmetric
2-tensor h,

Rm.h; h/
jhj2

�
jRicj2

R
:

We now prove the main result of this section. Noting that jhj. � ; t / is controlled by the convoluted integral
of the heat kernel of (7-1), we split the integral into two parts, where in the compact region, the integral
tends to zero as a consequence of our vanishing theorem. In the noncompact subset, we use the assumption
h.x; 0/=R.x/! 0 as x!1 and the reproduction formula of the scalar curvature to deduce that the
integral is bounded above by arbitrarily small multiples of the scalar curvature.

Proposition 7.3 Let .M; g.t// be the Ricci flow of a 3D steady gradient Ricci soliton that is not a Bryant
soliton. Consider a solution h.t/, with t 2 Œ0;1/, to the linearized Ricci De Turck flow on M, ie

@th.t/D�L;g.t/h.t/:
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Suppose h satisfies the initial condition

jhj.x; 0/

R.x/
! 0 as x!1:

Then for each D > 0,
sup

x2Bt .p;D/

jhj.x; t/! 0 as t !1:

Proof Let H.x; t/D
R
M G.x; t Iy; 0/jhj.y; 0/ d0y. Then H solves the equation

@tH D�H C
2jRicj2.x; t/
R.x; t/

H:

Therefore, by Lemma 7.2 and applying the weak maximum principle to jhj2=H 2, we see that jhj �H ,
that is,

(7-7) jh.x; t/j �

Z
M

G.x; t Iy; 0/jhj.y; 0/ d0y:

For any � > 0, by the assumption on jhj. � ; 0/, we can find some D > 0 such that jh.y; 0/j � �R.y; 0/ for
all y 2M nB0.p;D/. We may assume D > 1=�. So by (7-7) and using Lemma 7.1 (vanishing of heat
kernel) we have for all sufficiently large t and x 2 Bt .p;D/ that

jh.x; t/j �

Z
B0.p;D/

G.x; t Iy; 0/jhj.y; 0/ d0yC

Z
MnB0.p;D/

G.x; t Iy; 0/jhj.y; 0/ d0y

� �C �

Z
M

G.x; t Iy; 0/R.y; 0/ d0y D �C �R.x; t/� �.1CR.p//:

This implies supBt .p;D/ jhj. � ; t / � �.1C R.p// for all large t , and the assertion follows by letting
�! 0.

As a direct application, we prove the following:

Corollary 7.4 Let xg be the SO.2/-symmetric metric from Theorem 6.10, and X be a vector field on M
which is a smooth extension of the Killing field of the SO.2/-isometry of xg, and X has a bounded
C 2-norm. Let h.t/ be the solution to the initial value problem of the linearized Ricci De Turck flow�

@th.t/D�L;g.t/h.t/;

h.0/D LXg:
Then for each D > 0,

sup
x2Bt .p;D/

jhj.x; t/! 0 as t !1:

Proof By Proposition 7.3 it suffices to show that jhj.x; 0/=R.x/! 0 as x!1. On the one hand, by
Theorem 6.10, there exist �1; C1 > 0 such that

(7-8)
�
jh.0/j � C1 � e

�2.1C�1/dg. � ;�/ on M;
jh.x; 0/j ! 0 as x!1:
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On the other hand, by Theorem 4.8 (scalar curvature exponential lower bound) we can find a constant
C2 > 0 depending only on �1 such that

(7-9) R � C�12 e�2.1C
1
2
�1/dg. � ;�/:

For any � > 0, by the second condition in (7-8) we can find D.�/ > 0 such that jhj.x; 0/ � � for all
x 2M nBg.p;D.�//. First, if ��L.�/ nBg.p;D.�//, where

L.�/D
ln.C=

p
�/

2.1C �1/
;

we have
jhj.x; 0/� � D

p
� �C � e�2.1C�1/L.�/ �

p
� �R.x/:

Second, if x 2 ��L.�/, then by the first condition in (7-8) and (7-9) we obtain

jhj.x; 0/� C1 � e
��1 dg.x;�/ � e�2.1C

1
2
�1/ dg.x;�/ � C1C2 � e

��1L.�/ �R.x/:

Note L.�/!1 as �! 0, it follows immediately that jhj.x; 0/=R.x/! 0 as x!1.

8 Construction of a Killing field

Let .M; g/ be a 3D steady gradient soliton that is not a Bryant soliton, and let .M; g.t// with t 2 .�1;1/
be the Ricci flow of the soliton. In this section, we study the evolution of a vector field X.t/ under the
equation

(8-1) @tX.t/D�g.t/X.t/CRicg.t/.X/:

In particular, we will choose X.0/ to be the Killing field of the SO.2/-isometry of the approximating
metric obtained from Theorem 6.10, and show that X.ti / converges to a nonzero Killing field of the
soliton .M; g/ for a sequence ti !1.

Throughout this section, we assume

lim
s!1

R.�1.s//D lim
s!1

R.�2.s//D 4;

and xg is the SO.2/-symmetric metric defined outside of a compact subset of M from Theorem 6.10.

First we fix some notation. Let A > 0 be sufficiently large that ��A is covered by �-cylindrical planes
for some sufficiently small �. In particular, the SO.2/-isometry  � of xg acts freely on an open subset
U � ��A, and the length of each S1-orbit is 100�-close to 2� . So we can find a 2D manifold .N; gN /
and a Riemannian submersion � W .U; xg/! .N; gN / which maps a S1-orbit to a point in N.

Let � W .�1; 1/2 ! B � N be a local coordinate at p 2 N such that �.0; 0/ D p, and s W B ! U

be a section of the Riemannian submersion � . Then the map ˆ W .�1; 1/2 � Œ0; 2�/! U defined by
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ˆ.x; y; �/D  � .s.�.x; y/// gives a local coordinate at s.p/ 2 U under which xg can be written as

xg D
X

˛;ˇDx;y

g˛ˇ d˛ dˇCG.d� CAx dxCAy dy/
2;

where G, Ax , Ay and g˛ˇ are functions that are independent of � , and G is the length of S1-orbit. Note
that a change of section changes the connection form AD Ax dxCAy dy by an exact form, and leaves
invariant the curvature form

dAD .@xAy � @yAx/ dx ^ dy D Fxy dx ^ dy:

Lemma 8.1 For any k 2N, there are Ck > 0 such that for all q 2 U we have

j zr
`.dA/j.�.q//�

Ck

dkg .q; �/
for `D 0; 1;(8-2)

j zr
`G1=2j.�.q//�

Ck

dkg .q; �/
for `D 1; 2;(8-3)

where zr denotes the covariant derivative on the 2D manifold .N; gN /.

Proof We adopt the notation that for a tensor � D � i1:::irj1:::js
dxj1 ˝ � � � ˝ dxjs ˝ @xi1 ˝ � � � ˝ @xir on B ,

we have
�
i1:::ir
j1:::js ;k

D @xk .�
i1:::ir
j1:::js

/; �
i1:::ir
j1:::js ;k`

D @2xk ;x`.�
i1:::ir
j1:::js

/;

zr@xk
� D �

i1:::ir
j1:::jsIk

dxk˝ dxj1 ˝ � � �˝ dxjs ˝ @xi1 ˝ � � �˝ @xir ;

zr
2
@xk;x`

� D �
i1:::ir
j1:::jsIk`

dxk˝ dx`˝ dxj1 ˝ � � �˝ dxjs ˝ @xi1 ˝ � � �˝ @xir :

For a point p in the base manifold parametrized by x and y, it is convenient to choose the section so that
A.p/D 0. Then the nonzero components of the curvature tensor RIJKL of xg are given in terms of the
components of the curvature tensor R˛ˇ
ı of .B; gN /, the components Fxy , and the function G, by

(8-4)

R�˛�ˇ D�
1
2
GI˛ˇ C

1
4
G�1G;ˇG;˛C

1
4
g
ıG2F˛
Fˇı ;

R�xyx D�
1
2
GFxyIx �

3
4
G;xFxy ;

Rxyxy DRxyxy �
3
4
GF 2xy :

(See [62, Section 4.2].) Let RIJKL be the components of the curvature tensor of the soliton metric g,
then by Theorem 4.11 we have jRIJKLj � Ck=dkg . � ; �/ for any k 2 N and Ck > 0. So by (6-35) we
obtain jRIJKLj � Ck=dkg . � ; �/ after replacing Ck by a possibly larger number. In particular, by the
second equation in (8-4) we obtain

(8-5) j zr.G3=2 dA/j.�.q//�
Ck

dkg .q; �/
for all q 2 U:

By Kato’s inequality this implies

(8-6) j zrjG3=2 dAjj.�.q//� jzr.G3=2 dA/j.�.q//�
Ck

dkg .q; �/
:
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By Theorem 3.41 there exists C > 0 such that for t � 0,

dg.�t .q/; �/� dg.q; �/CC
�1t

for any point q 2 ��A, where A > 0 is sufficiently large. Note that since .M; g; �t .q// converges to
R2 �S1 as t !1, we have limt!1 jG

3=2 dAj.�.�t .q///D 0. Since by (8-6) we have

(8-7)
ˇ̌̌
d

dt
jG3=2 dAj.�.�t .q///

ˇ̌̌
D jhzrjG3=2 dAj; ��.rf .�t .q///ij �

Ck

dkg .�t .q/; �/
;

integrating which from 0 to1, we see that there is some Ck�1 > 0 such that

jG3=2 dAj.�.q//�
Ck�1

dk�1g .q; �/
:

This together with (8-5) implies (8-2). This also implies j1
4
g˛ˇG2F 2xy j.�.q// � Ck=d

k
g .q; �/ in

the first equation in (8-4), and hence implies j zr2G1=2j.�.q// � Ck=dkg .q; �/. Similarly, we obtain
j zrG1=2j.�.q//� Ck=d

k
g .q; �/ by integrating along �t .q/ from 0 to1.

Let @� be the Killing field of the SO.2/-isometry of xg outside of a compact subset of M. We can extend
it to a smooth vector field Y on M such that jY j � 10. Let Y.t/D �t�Y for all t � 0, and let

Q.t/D�@t .Y.t//C�g.t/Y.t/CRicg.t/.Y.t//:

We will often abbreviate it as Q.t/D�@tY C�Y CRic.Y / when there is no confusion. Next, we show
that Q.t/ has a polynomial decay away from � .

Lemma 8.2 For any k 2N, there are Ck > 0 such that

jQ.x; t/j �
Ck

dkt .x; �/
for all t � 0:

Proof Since g.t/D ���tg, �t W .M; g/! .M; g.t// is an isometry, it follows that

@tY.t/D @t .�t�Y /D �t�.Lrf Y /; �g.t/Y.t/D �t�.�Y /; Ricg.t/.Y.t//D �t�.Ric.Y //:

So the lemma reduces to showing

j�Lrf Y C�Y CRic.Y /j �
Ck

dkg . � ; �/
:

Let hD LY g. Then by a direct computation we have the identity (see eg [12])

(8-8) div.h/� 1
2

trrhD�Y CRic.Y /:

Since by (6-35) we have

jr
mhj D jrm.LY g/j D jr

m.LY .g� xg//j � C � e
�2.1C�1/dg. � ;�/ for mD 0; 1;

it then follows that
jdiv.h/jC jtrrhj � C � e�2.1C�1/dg. � ;�/:
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Therefore, by (8-8) and Theorem 4.11 (scalar curvature polynomial upper bounds),

(8-9) j�Y CRic.Y /j � C � e�2.1C�1/dg. � ;�/ �
Ck

dkg . � ; �/
:

So the lemma reduces to estimating jLrf Y j.

To do this, we assume rf DF �@�CF ˛@˛ for ˛D x; y, where F � D @�f �G�1. Then we can compute

(8-10) Lrf Y D Lrf @� D�.@�F
�
� @� C @�F

˛
� @˛/:

We will see in the next equations that the components @�F � and @�F ˛ also appear in the components of
Lrf xg which we will compare them to. Replacing the section �D0 by �C

R y
0

R x
0 @yAx.x

0; y0/ dx0 dy0D0

and define the local coordinates using this new section, then by (8-2) we have

xg D
X

˛;ˇDx;y

g˛ˇ d˛ dˇCGd�
2
C xh;

where xh is a 2-tensor satisfying jrmxhj � Ck=dkg . � ; �/ for mD 0; 1. In particular, this implies

jxg˛� jC j@ˇ xg˛� j �
Ck

dkg . � ; �/
for ˛; ˇ D x; y:

So by a direct computation we obtain

(8-11)
.Lrf xg/�ˇ D 2 @�F

˛
� xg˛ˇ �F

�@ˇGCO.d
�k
g . � ; �//;

.Lrf xg/�� D F
˛@˛GC 2.@�F

� / �GCO.d�kg . � ; �//;

where O.d�kg . � ; �// denotes functions that are bounded by Ck=dkg . � ; �/ in absolute values.

Since 1
2

Lrf g Dr
2f D Ric, we have

jLrf xgj � jLrf .xg�g/jC jLrf gj � C � e
�2.1C�1/dg. � ;�/C 2jRicg j �

Ck

dkg . � ; �/
:

Therefore, by comparing (8-10) and (8-11) we can deduce

jLrf Y j �
Ck

dkg . � ; �/
CC � j zrGj;

which combined with (8-3) implies

jLrf Y j �
Ck

dkg . � ; �/
;

proving the lemma.

Let Z.t/ be a vector field which solves

(8-12)
�
�@tZC�ZCRic.Z/DQ.t/;
Z.0/D 0:

In the next lemma, we show that Z.t/ has a polynomial decay away from � .
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Lemma 8.3 For any k 2N, there are Ck > 0 such that jZ.t/j � Ck=dkt . � ; �/.

Proof We can compute that

�jZj2 D 2h�Z;ZiC 2hrZ;rZi and @t jZj
2
D 2h@tZ;Zi � 2Ric.Z;Z/;

combining which with (8-12) we obtain

@t jZ.t/j
2
D�g.t/jZ.t/j

2
� 2jrg.t/Z.t/j

2
g.t/� 2hQ.t/; Z.t/ig.t/;

which we will often abbreviate as @t jZj2 D �jZj2 � 2jrZj2 � 2hQ;Zi. Similarly, we can show
@t jX j

2D�jX j2�2jrX j2 ��jX j2. By the maximum principle we get jX.t/j � jX.0/j �C , and hence

jZ.t/j � jY.t/jC jX.t/j � C:

So by Lemma 8.2,

@t jZj
2
��jZj2CC � jQj ��jZj2C

Cm

dmt . � ; �/
for any mD 0; : : : ; 94:

The lemma now follows immediately from the following lemma.

Lemma 8.4 Let .M; g.t// be a 3D steady gradient soliton that is not a Bryant soliton , and suppose that
u WM � Œ0; T �!1 is a smooth nonnegative function which satisfies u. � ; 0/D 0 and

@tu��uC
C0

dkt . � ; �/

for some integer k�2 and C0>0. Then there exists C DC.C0; k/>0 such that u. � ; t /�C=dk�1t . � ; �/.

Proof Let C > 0 denote all constants depending on C0; k. Denote dt .x; �/ by r.x; t/, which satisfies
the distance distortion estimates (4-12). By u. � ; 0/D 0, the maximum principle, and the integral formula
for solutions of heat-type equations, we obtain

u.x; t/�

Z t

0

Z
M

G.x; t Iy; s/
C0

rk.y; s/
dsy ds;

where G.x; t Iy; s/ is the heat kernel of the heat equation under g.t/; see (2-8).

For a fixed s 2 Œ0; t �, we split the integral
R
M G.x; t Iy; s/.C0=r

k.y; s// dsy into two integrals on
Bs

�
x; 1
1000

r.x; s/
�

and M nBs
�
x; 1
1000

r.x; s/
�
, and denote them respectively by I.s/ and II.s/. We will

estimate them similarly as in the proof of Theorem 4.11. For II.s/, note that

d2s .y; x/

t � s
�
r.x; s/

C

for all y 2M nBs
�
x; 1
1000

r.x; s/
�
, by the heat kernel estimates of Lemmas 4.10 and 2.21 we obtain

II.s/� C
Z
MnBs.x;r.x;s/=1000/

e�d
2
s .y;x/=.C.t�s// dsy � C � e

�r.x;s/=C
�

C

rk.x; s/
:
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For I.s/, we have r.y; s/� 1
2
r.x; s/ for all y 2 Bs

�
x; 1
1000

r.x; s/
�
, and thus

I.s/� C sup
y2Bs.x;r.x;s/=1000/

r�k.y; s/�
C

rk.x; s/
:

Therefore, by (4-12) and the estimates of I.s/ and II.s/, we obtain

u.x; t/�

Z t

0

C

rk.x; s/
ds � C

�
1

rk�1.x; t/
�

1

.r.x; t/C 1:9t/k�1

�
�

C

rk�1.x; t/
:

Now we prove the main result of this section, which finds a nontrivial Killing field of .M; g/ as time
goes to infinity.

Proposition 8.5 There exists a vector field X1 such that LX1g D 0 which does not vanish everywhere
and has bounded norm.

Proof Let X.t/D Y.t/�Z.t/ and zX.t/D ��t�X.t/. We will show that there exists a sequence ti!1
such that the vector fields zX.ti / on M smoothly converge to a nonzero Killing field X1.

By the definitions of Z.t/ and X.t/, it is easy to see that�
@tX.t/D�X.t/CRic.X.t//;
X.0/D Y.0/:

Let h.t/D LX.t/g.t/. Then a direct computation shows that h.t/ satisfies the linearized Ricci De Turck
equation �

@th.t/D�Lh.t/;

h.0/D LXg D LY g:

Note that we have the isometry

.M; g.t/; p;X.t/; h.t//
��t
��! .M; g; p; zX.t/; zh.t//;

where zh.t/D ��t h.t/D L zX.t/g.

By Theorem 3.41, for any � > 0, ��A is covered by �-cylindrical planes on scale 1 for sufficiently large A.
So we may pick a point q 2M such that

ˇ̌
jY j.q; 0/� 1

ˇ̌
� � and r.q; 0/ > 2C1C 1, where C1 > 0 is the

constant from Lemma 8.3. Then by the definition of Y we have jY j.�t .q/; t/D jY j.q; 0/� 1� �, and by
Lemma 8.3 we have jZj.�t .q/; t/D jZj.q; 0/� 1

2
. Therefore,

j zX jg.q; t/D jX jg.t/.�t .q/; t/� jY jg.t/.�t .q/; t/� jZjg.t/.�t .q/; t/�
1
2
� �:

Next, by jX j.t/�C , and the standard interior estimates for linear parabolic equations [61, Theorem 7.22],
we have that jrkX j.t/ � Ck uniformly for all t on .M; g.t//, and thus jrk zX j.t/ � Ck on .M; g/ for
any k 2 N. Therefore, by the Arzelà–Ascoli theorem, there exists ti !1 such that zX.ti / smoothly
uniformly converges to a vector field X1 and correspondingly zh.ti / converges to a smooth symmetric
2-tensor LX1g.

First, we have X1 ¤ 0, because jX1j.q/D j zX j.q; ti /� 1
2
� �. Moreover, by Corollary 7.4 we see that

zh.ti / converges to 0 smoothly and uniformly on any compact subsets of M, implying LX1g D 0.
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9 Proof of theO.2/-symmetry

In this section we prove the O.2/-symmetry for all 3D steady gradient solitons that are not the Bryant
soliton. In Proposition 8.5 we find a nonzero smooth vector field X such that LXg D 0. We will show
that X induces an isometric O.2/-action f��g�2Œ0;2�/. Throughout this section we assume .M; g; f; p/
is a 3D steady gradient solitons with positive curvature that is not the Bryant soliton, where p is the
critical point of f , and f .p/D 0.

First, let f��g�2R, be the one-parameter group of isometries generated by X , we show that X and rf
commute, and hence the diffeomorphisms they generate commute.

Lemma 9.1 We have that ŒX;rf �D 0, and �� ı�t D �t ı�� for all t 2R and � 2R.

Proof We first show that the potential function is invariant under �� . Let p be the critical point of f .
Since p is the unique maximum point of R, we have �� .p/D p for all t , and hence

f ı�� .p/D f .p/D 0; r.f ı�� /.p/Drf .p/D 0; r
2.f ı�� /D RicDr2f:

For any x 2M, let � W Œ0; 1�!M be a minimizing geodesic from p to x, then

f .�� .x//D f .�� .p//C

Z 1

0

Z r

0

r
2.f ı�� /.�

0.s/; � 0.s// ds dr

D f .p/C

Z 1

0

Z r

0

r
2f .� 0.s/; � 0.s// ds dr D f .x/:

So f ı�� � f . Now since ��
�
.f /D f and ��

�
gD g, it is easy to see that ��

�
.rf /Drf . So ŒX;rf �D 0

and hence �� ı�t D �t ı�� .

Second, we show that �� is an SO.2/-isometry.

Lemma 9.2 There exists � > 0 such that after replacing f��g by f���g, we have that f��g is a SO.2/-
isometry on M.

Proof Since f is invariant under �� , it follows that the level sets of f are invariant under �� . So ��
induces an isometry on each level set of f . Since the level sets f �1.a/ for a > 0 are compact and
diffeomorphic to S2, it is easy to see that X jf �1.a/ vanishes at exactly two points, and �� jf �1.a/ acts by
rotations with two fixed points.

Therefore, for some a > 0, after replacing X by �X for some � > 0 we may assume that �� jf �1.a/ D id
if and only if � D 2k� for k 2 Z. In particular, for a point y 2 f �1.a/, we have �2�.y/ D y, and
.�2� jf �1.a//�y is the identity transformation of the tangent space Tyf �1.a/. Since �� is a smooth
family of diffeomorphisms, and �0 D id, it follows that �2� preserves the orientation. So .�2�/�y is the
identity on TyM, and hence �2� D id. Therefore, �� for � 2 Œ0; 2�/ is an SO.2/-isometry.
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Next, we show that the fixed-point set � 0 D fx 2M WX.x/D 0g D fx 2M W �� .x/D x; � 2Rg of the
SO.2/-isometry �� coincides with � D �1.�1;1/[ �2.�1;1/[ fpg, where �1 and �2 are two
integral curves of rf from Corollary 3.36.

Lemma 9.3 � D � 0.

Proof Note that � n fpg; � 0 n fpg are both unions of two integral curves of rf . Let � 01 and � 02 be
the two connected components of � 0 n fpg. It suffices to show that for each j D 1; 2, the integral
curves �j and � 0j intersect at some point, after possibly switching the order of �1 and �2. To see this,
note that on the one hand, by Corollary 3.36 we have that the manifolds .M; r�2.x/g; x/ converge to
.R�cigar; r�2.xtip/gc ; xtip/ for any sequence x!1 along � . On the other hand, since the points on � 0

are fixed points of the SO.2/-isometry, it is easy to see that the manifolds .M; r�2.x/g; x/ converge to
.R� cigar; r�2.xtip/gc ; xtip/ for any sequence x!1 along � 0.

Therefore, for any i 2N, after switching the order of �1 and �2 we may assume that there are two points
xi 2 �1 \ .M nBg.p; 2// and yi 2 � 01 \ .M nBg.p; 2// such that dg.xi ; yi / < i�1. Let ti > 0 be a
constant such that ��ti .xi / 2 Bg.p; 2/ nBg.p; 1/. Then

dg.��ti .xi /; ��ti .yi //D dg.ti /.xi ; yi /� dg.xi ; yi /� i
�1
! 0:

So after passing to a subsequence we may assume ��ti .xi /; ��ti .yi /! q ¤ p, and hence q 2 �1\� 01
and �1 D �2. Similarly we can show �2 D �

0
2.

Lastly, we prove the O.2/-symmetry, that is, that there exist a totally geodesic surface N �M and a
diffeomorphism ˆ W N � S1 !M n � such that the pullback metric ˆ�g is a warped-product metric
ˆ�gD gN C'

2 d�2, with � 2 Œ0; 2�/, where gN is the induced metric on N and ' is a smooth positive
function on N . Note that not every SO.2/-isometry is an O.2/-isometry. For example, the S1-action on
S2nC1 �CnC1 by complex scalar multiplication is an isometry, which gives CPn D S2nC1=S1. But it
is not an O.2/-isometry since the curvature form is nonzero.

Lemma 9.4 The SO.2/-isometry �� is an O.2/-isometry.

Proof Let†Df �1.a/ for some fixed a>0, and � W Œ0; 1�!† be a minimizing geodesic in† connecting
the two fixed points fxa; xxag. Letˆ W .0; 1/�.�1;1/�Œ0; 2�/!M n� be a diffeomorphism defined as

ˆ.r; t; �/D �t .�� .�.r///D �� .�t .�.r//:

Note that �t and �� commute by Lemma 9.1. Then we can write the metric under this coordinate as

g D
X

˛;ˇDr;t

g˛ˇ dx˛ dxˇ CG.d� CA/
2:

Since the vectors @r , @t Drf and @� DX are orthogonal at all points in

† n fxa; xxag Dˆ.f.r; 0; �/ W r 2 .0; 1/; � 2 Œ0; 2�/g/;

the connection form ADAr drCAt dt vanishes at these points. Moreover, we have At D 0 everywhere
because h@t ; @� i D hrf;Xi D 0.
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On the one hand, since A vanishes on†nfxa; xxag, by the curvature formula (8-4) for an SO.2/-symmetric
metric we have

(9-1) Rict� DR�rtr D�12GFrt Ir �
3
4
G;rFrt :

On the other hand, by the soliton equation RicDr2f we have

(9-2) Rict� Dr
2
t�f D�hrrf rf; @� i D �hr@t@t ; @� i D

1
2
@� h@t ; @t i D 0;

where we used h@t ; @� i D hX;rf i D 0 and @� h@t ; @t i DX.jrf j2/D 0. So by (9-1) and (9-2) we have

(9-3) zr@r .G
3=2 dA/DG1=2

�
GFrt Ir C

3
2
G;rFrt

�
dr ^ dt D 0 on M n�;

where zr denotes the covariant derivative on the 2D submanifold f�t .�.r// j r 2 .0; 1/; t 2 .�1;1/g.

Claim 9.5 The equality dAD 0 holds on M n� .

Proof Consider the rescaled manifolds .M; r�2i g; xa/, where ri > 0 is an arbitrary sequence going to
zero. Then it is easy to see that .M; r�2i g; xa/ smoothly converges to the Euclidean space R3, with �
converging to a straight line, which we may assume to be the z-axis after a change of coordinates. So the
SO.2/-isometry on .M; r�2i g; xa/ converges to the rotation around the z-axis. Note that jG dAj is scale
invariant, so this convergence implies jG dAj.ri ; 0/!0 as i!1, which proves limr!0 jG dAj.r; 0/D0.
So limr!0 jG3=2 dAj.r; 0/D 0. Then by (9-3), we get G3=2 dA.r; 0/D 0 and dA.r; 0/D 0. So dAD 0
on † n fxa; xxag.

Note that we may choose † to be f �1.a/ for any a > 0, and the same argument implies dA D 0

everywhere on M n� , which proves the claim.

Now since dA D 0 and At D 0, we have @Ar=@t D @At=@r D 0. Note that Ar.r; 0; �/ D 0, and this
implies Ar.r; t; �/ D 0 for all t 2 R. So A D 0, and hence the metric can be written as the following
warped-product form under the coordinates .r; t; �/,

g D
X

˛;ˇDr;t

g˛ˇ dx˛ dxˇ CG d�
2:

Using the O.2/-symmetry and the Z2-symmetry at infinity, to prove Theorem 1.6 we can follow the same
line as in [60, Theorem 1.5].
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