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Multiscale mushy layer model
for Arctic marginal ice zone
dynamics

Courtenay Strong'*, Elena Cherkaev? & Kenneth M. Golden?

Perhaps the most dynamic component of the Arctic sea ice cover is the marginal ice zone (MIZ), the
transitional region between dense pack ice to the north and open ocean to the south. It widens by

a factor of four while seasonally migrating more than 1600 km poleward in the Bering-Chukchi Sea
sector, impacting climate dynamics, ecological processes, and human accessibility to the Arctic. Here
we showcase a transformative mathematical modeling approach to understanding changes in MIZ
location and width, focusing on their seasonal cycles as observed by satellites. We view the MIZ as

a liquid-solid phase transition region, or mushy zone, on the scale of the Arctic Ocean. Invoking the
physics of phase changes, the MIZ is modeled as a dynamic, multiscale composite material layer; this
model captures 96% of the annual cycle of MIZ location and 78% of the annual cycle of MIZ width.
Temperature in the upper ocean is described by a nonlinear heat equation with effective parameters
obtained using homogenization theory for a random medium of ice floes in a sea water host.
Observations and simulations together indicate that MIZ location closely tracks the below-ice 273 K
isotherm while the width of the MIZ follows vertical heat flux convergence, but with a three-week lag.

Summer Arctic sea ice extent, age, and thickness have been declining at an accelerating pace over the past few
decades, and the amplitude of the seasonal cycle has abruptly increased!™. These changes in the Arctic sea ice
cover are accompanied by changes in the geometry of the marginal ice zone (MIZ), which is the dynamic and
biologically active transition region between dense inner pack ice to the north and open ocean to the south®”.
MIZ width has increased by 40% over the satellite era’'?, impacting atmosphere-ocean energy exchange'*, polar
ecosystem dynamics and habitat selection!>°, navigability of the Arctic for humans*-?, and the penetration of
waves into the ice cover which affects melting, freezing, and floe-breaking processes®. Broad interest in the MIZ
underscores the need to understand the basic physics of its evolution and trends*. Fully coupled global climate
models can reasonably capture aspects of MIZ variability over the sea ice annual cycle?, but the complexity of
these models makes it challenging to understand the basic physical processes, from the small scale up, at work
in determining MIZ dynamics.

The upper layer of the Arctic Ocean with sea ice can be thought of as a two-phase (solid and liquid), two-
component (sea ice and sea water) granular composite. The interacting grains or particles range in size over
many orders of magnitude, and the system exhibits rich dynamics on oceanic scales in response to mechanical
and thermodynamic forcing. Modeling this macroscopic behavior is similar to statistical mechanics, which can
describe complex collective behavior such as phase transitions, transport processes, and response to forcing for
systems with a large number of particles or degrees of freedom. While statistical physics has seen wide-spread
success in similar problems in other fields, it has been applied to the physics of sea ice in only a few contexts?.
This study advances the vision? of bringing ideas and methods of statistical physics and phase transitions to
bear on sea ice science.

Our main innovation here is to consider the MIZ as a macroscale phase change front, drawing on the physics
of moving boundary problems?. The melting fronts in this problem are conventionally thought of as being much
smaller-scale than the MIZ itself, residing where lateral melting occurs on individual floes and basal melting
occurs at the bottom interface with sea water. However, at the larger pan-Arctic spatial scales considered here, the
upper ocean layer is thought of as a composite of ice floes in a sea water host, with the MIZ being a finite-width
phase transition region separating the “solid” core of dense Arctic pack ice to the north from the “liquid” ocean
phase to the south. It is now widely recognized that melting fronts are often transition zones rather than sharp
discontinuities in phase. These effects are often difficult to deal with analytically, but insights have been gained
via numerical investigation?®*. Even in pure substances with a defined melting temperature, “mushy” regions or
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layers can occur where solid and liquid phases coexist near the melting temperature®. We propose a multiscale
mushy layer model to interpret the seasonality in width and location of the MIZ observed by satellites. We note
that this task cannot be performed directly from an ocean reanalysis dataset, such as GLORYS2V4, because while
solving a set of large-scale coupled equations, its underlying model employs data assimilation.

For ocean processes involving phase changes in a water-salt-ice mixture, there is theoretical and empirical
support for the existence of a finite-width phase transition zone®'. Sea ice itself is a two-phase (solid and lig-
uid), two-component (ice and brine) system which can be modeled by the mathematics and physics of mushy
layers®*~¢. Here we adapt these powerful ideas to large scale sea ice dynamics, and consider the MIZ to be an
ocean-scale mushy layer separating the solid phase to the north from the liquid phase to the south. Furthermore,
we employ methods of homogenization, inspired by computations in statistical mechanics, to find the large-scale
effective parameters of the ice cover that enter into our MIZ model, based on smaller scale information such as
sea ice concentration and floe geometry.

Results

Observed MIZ

The MIZ is defined as the region where sea ice concentration (SIC) ranges between SIC = 0.15 and SIC = 0.8 as
in our prior work'®!¥_ Representative examples of the analyzed MIZ are shown in Fig. 1. We focus here on the
Bering—Chukchi Sea sector because it features the most dramatic MIZ seasonal cycles observed in the Arctic (e.g.,
Fig. 1). As sea ice extent maximizes during spring and pack ice extends into the Bering Strait, the MIZ location
(central latitude, denoted s) of the Bering—Chukchi Sea MIZ minimizes close to 60°N (Fig. 2a,b). At the other
extreme, sea ice extent minimizes during fall and the MIZ migrates more than 1600 km poleward to around 75°N
before returning south by the end of the calendar year (Fig. 2a,b). This migration closely follows the latitude at
which T, = 273 K, where T is the below-ice sea water temperature at depth z;, = —5 m in the GLORYS2V4 Rea-
nalysis. Denoting this latitude by ¢ (T, = 273 K), the squared Pearson correlation r2[s, ¢ (T = 273 K)] = 0.97
indicates that migration of the 273-K isotherm accounts for 97% of the MIZ location seasonal cycle.

MIZ width w fluctuates around 75 km for most of the year, but dramatically increases by a factor of four dur-
ing days of year 175-225, and then returns back to around 75 km by day of year 275 (Fig. 2¢). This annual cycle
of w has a strong lagged correlation with the difference between the below-ice temperature and skin temperature
evaluated at the MIZ location, denoted (T}, — To)|p=s, where skin temperature (Tp) refers to the temperature
of the very thin surface layer of the ocean or sea ice, which directly interacts with the atmosphere®. A 100-day
pulse of strong positive (T, — To)|s=; leads the MIZ widening cycle by three weeks (dotted red curves, Fig. 2d)
yielding a 21-day lagged correlation r2[w, (T}, — To)|¢=s]=0.92. On the physical mechanism underlying this
strong lagged correlation, (T, — To) |4 is proportional to vertical heat flux (J, = —k,9T/9z) averaged over the
depth of the sea water-sea ice layer. Such averaging results in the vertical component k; of the effective thermal
conductivity tensor k of this layer

1 /0 k,
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The 100-day pulse of strong positive temperature difference (T, — To)|g¢=; is thus a physically plausible driver of
the MIZ widening cycle, with the three-week lag interpreted as the time scale for required thinning of the sea ice.

Macroscale moving boundary model
Results given above based on analysis of satellite-derived sea ice concentrations and ocean reanalyses indicate that
the drivers of MIZ width and location are visible in temperatures at the surface and below the ice at depth z;. A
suitable thermodynamic model forced by these boundary conditions might thus be able to capture the observed
MIZ seasonal cycles. The success of such a model increases our confidence in the causal mechanisms theorized
above and provides an opportunity to gain further insight into the MIZ through analysis of the model solution.

Our approach is to model the MIZ as the solution of a macroscale phase transition problem. We consider the
uppermost layer of the ocean as a two-phase composite of sea ice and sea water’>**. Using ideas from moving
boundary problems and simulation of phase change fronts?*”**°, we model temperature T in this layer using a
heat equation with a nonlinear source term which governs the evolution of latent heat

aT oy
pc m =V.(kVT)+8H ot (2)

Here v is the volume fraction of ice, p and c are the effective density and specific heat, respectively, calculated as
concentration-weighted averages, and

8H = p(cp —¢)T + pL A3)

is the difference between liquid and solid enthalpies corresponding to a reference temperature of zero Kelvin with
L being the latent heat of fusion®. The effective parameter k is generally an anisotropic tensor which accounts
for the thermal conductivity of the sea ice solid phase of the composite as well as for turbulent thermal transport
in the liquid phase*~*. To reduce the model to one dependent variable, we write concentration v as a function
of temperature using a power law formulation*®

T—Ts\*
=f(MY=1—|—] .
v =) (n—n) @
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Notation | Value Name

Ps 900 kg m > Density of sea ice*®

o1 1025 kgm~3 Density of sea water*®

Cs 2.1k kg 'K! Specific heat capacity of sea ice*

a 4.0 kJ kg7 'K~ Specific heat capacity of sea water’®
ks 22Wm™IK! Thermal conductivity of sea ice®®
Dr 5x 10~°m%~! | Thermal diffusivity of sea water”
ki 20.5 Wm~IK~! | Effective thermal conductivity of sea water
T 271.90K Threshold for fully liquid state

T 271.35K Threshold for fully solid state

o 0.8 Exponent in equation (4)

Table 1. Model parameters.

I MIZ 15 February 2003| O
I MIZ 15 August 2003
model domain

159° W

166 E

Figure 1. Marginal ice zone. Illustrative MIZ configurations from 15 February 2003 (light blue shading) and
15 August 2003 (dark blue shading). The simulation domain is the Bering-Chukchi Sea sector is outlined in red
(166°E and 159°W).

Here T, = 271.35K was prescribed to correspond to the fully solid condition, and the two free parameters @ = 0.8
and T; = 271.9K were chosen to achieve a realistic seasonal cycle of MIZ properties and sea ice thickness (see
Methods and Table 1). A simple rule was implemented to allow ice to float when one or more surface grid cells
were fully liquid (¢ = 0) with ice (¥ > 0) in the underlying ice grid cell(s) (see Methods). The model is run
on a two-dimensional depth-latitude domain with boundary conditions based on reanalysis data averaged with
respect to longitude over the Bering—Chukchi Sea region outlined in red in Fig. 1.

Simulated MIZ

Results of numerical simulations show that the proposed model (2) produced convincing MIZ annual cycles
similar to those observed by satellites, with extents and volumes being generally larger in spring than fall (Fig. 3a).
The motion of the sea ice edge was realistic, with simulated MIZ location (5; filled magenta circles, Fig. 3a)
correlating very well with observed values, r%(5, s) = 0.96 (Fig. 3a,b). The model slightly underestimated the
amplitude of the observed annual cycle of MIZ location, but captured the timing of its extrema well. Simulated
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Figure 2. Observed MIZ location. For observations in the Bering—Chukchi Sea sector over the period 2000-
2004: (a) daily mean MIZ latitude (black curve), interquartile range of daily MIZ latitude (IQR, gray shading),
and daily mean latitude of the 273 K isotherm at depth 5.14 m in the GLORYS2V4 [¢ (T}, = 273 K), red curve].
(b) Observed sea ice concentration from Climate Data Record (shading), mean MIZ latitude (black curve), and
5.14-m sea water temperature from GLORYS2V4 (T}; yellow contours, K). (c) daily mean MIZ width (black
curve) and interquartile range (IQR) of daily MIZ width (gray shading). (T}, — To)|s=s denotes the below-ice
temperature minus the skin temperature at the MIZ location, and is shown at zero lag (dashed red curve) and
shifted to the right by 21 days (solid red curve). (d) T, — T (shading), mean MIZ latitude (black curve), and T},
(gray contours, K).

MIZ width (w; magenta whiskers, Fig. 3a) underwent a widening cycle aligned with observations, yielding
2 (W, w) = 0.78 (Fig. 3d).
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Figure 3. MIZ model. (a) Simulated volume fraction of ice () averaged by month over years 2000-2004.
Magenta circles and whiskers indicate the MIZ location and width, respectively, both diagnosed from the model
output. Dashed yellow curves are corresponding sea ice thicknesses from GLORYS2V4, and the solid yellow
curve on the March panel is sea ice thickness from ICESAT for spring 2004. (b) Mean observed MIZ location
(black curve), interquartile range of simulated MIZ location (IQR, gray shading), and mean simulated MIZ
location (blue curve). (¢) Mean sea ice thickness from GLORYS2V4 (black curve), IQR of simulated thickness
of dense sea ice (¥ > 0.8; gray shading), and mean simulated thickness of dense sea ice (blue curve). (d) Mean
observed MIZ width (black curve), IQR of simulated MIZ width (gray shading), and mean simulated MIZ width
(blue curve).

The vertical extent of solid ice (extension of / = 1 downward from the surface; white shading, Fig. 3a) maxi-
mized in spring and minimized in fall, consistent with annual cycles of sea ice thickness estimated from satellite
data?’. The underlying mushy layer (0 < ¢ < 1; blue shading, Fig. 3a) often extended below sea ice thicknesses
based on remote sensing and reanalysis (yellow solid and dashed curves, Fig. 3a), and this occurred mainly at
higher latitudes when the lower boundary condition decreased into the mushy temperature range (T; < Tp, < Tj).
However, the simulated vertical extent of dense ice (¥ > 0.8) correlated well with sea ice thicknesses obtained
from GLORYS2V4, with results from 70°N shown as an example in Fig. 3c.

The model captured the seasonal cycles described above via simulation of heat fluxes and phase changes
through the vertical extent of the simulation domain. Some insight into these processes is available by an approxi-
mate form of the model equation (2)
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depth (m)

aT ay 9T
pc P SH o ~ k, (5)
which neglects variations in k, and uses the fact that 32T/3z? is orders of magnitude larger than its horizontal
counterpart. The right side of (5) is vertical heat flux convergence (—3J,/9z), and the associated energy is par-
titioned on the left side into warming and reduction of sea ice concentration, suggesting that positive 32T/3z2
would drive melt conducive to MIZ poleward motion and widening.

Indeed, the rate of change of simulated MIZ location (35/dt) is strongly positively correlated with 327/3z2
below the ice on the southern flank of the MIZ (Fig. 4a,b). The rate of change of simulated MIZ width (3w/dt) is
also strongly correlated with 32T /322 below the ice, but closer to the central latitude of the MIZ (Fig. 4c,d). The
fastest rate of widening aligns well with the largest 32T /322, and the timing of the maximum width (3#/3¢ = 0)
aligns with the sign reversal of 32T /3z2. Linking back to the observational results, the strong pulse of positive
(Tp — To)|p=s that leads the MIZ widening cycle by three weeks (dotted red curves, Fig. 2d) makes its way into
the model interior to provide heat flux convergence below the ice conducive to basal melting and MIZ widening.

Summary and discussion

In observations, the annual cycle of MIZ location tracks the below-ice 273 K isotherm well (> = 0.97),
and MIZ widening follows the difference between below-ice and skin temperature at a three-week lag
[%(w, (T}, — To) |p=s) = 0.92]. A moving boundary model adapted to study these cycles as a macroscale phase
change front captured 96% of the annual cycle of MIZ location and 78% of the annual cycle of MIZ width. This
class of models is usually applied at much smaller scales as one would see in a laboratory setting or sometimes to
simulate vertical sea ice growth*. In these smaller scale applications, the mushy layer (T; < T < Tj) is a mixture
of ice and water; applied at a macroscale, the mushy layer represents a mixed phase region in the vertical and a
mixture of ice floes and sea water in the horizontal directions. This model works well though it has no explicit heat
advection and no dynamics beyond the rule allowing sea ice to float. Its likelihood of success is bolstered by the
signals we found in its observed boundary conditions - the motion of the 273 K isotherm for MIZ position and
the strengthening of the vertical temperature gradient for MIZ width. These signals imposed on the boundaries
appear to drive the MIZ cycles and have embedded in them an elaborate history of oceanic advective heat fluxes,

relative latitude (°)

day of year

Figure 4. MIZ model derivatives. (a) Correlation between 32 T /3z% and 33/3t. The abscissa is latitude minus

the simulated MIZ location (¢ — $). (b) Time series of 92 T /922 averaged within the black contour in panel a
and 85/0t. (c,d) Same as a,b but for simulated MIZ width w. A Gaussian filter was used for these calculations,
with standard deviations of 14 days on the time coordinate, 0.25° on the latitude coordinate, and 25 cm on the

vertical coordinate.
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temperature changes on the upper boundary arising from net radiative and turbulent energy fluxes, and possibly
also latitudinal gradients in temperature associated with sea ice advection and phase change.

The temperature range of the mushy layer in the model (T; — T = 0.55 K) is not large, being two orders of
magnitude smaller than the range of temperatures present in the boundary conditions. We took the solid phase
threshold (T5) to be the nominal freezing temperature of sea water (—1.8 ° C) and considered the threshold for
the liquid phase as a free parameter. In a region of moderate sea ice concentrations (0.20-0.40) in the MIZ north
of Alaska, observed surface temperatures ranged from —1.5 to 1.5°C, with some of this variation interpreted as
stemming from proximity to individual floes*’. The same study reported that surface temperatures in the lower-
concentration (0.05) region of the MIZ ranged from 2.3 to 6.1 °C, indicating significant heat storage in the upper
ocean. Analysis of monthly gridded sea surface temperature (SST) and sea ice concentration over the Northern
Hemisphere indicate a progressive decrease of SST with increasing concentration with more rapid decreases of
SST at higher concentrations, and a larger total temperature change across the transition during the warm season
(~ 5°C) than the cold season (~ 3 °C)*". The two parameters relating sea ice concentration to temperature in (4)
could be allowed to vary over time, perhaps as functions of sea ice thickness or mixed layer depth, but we found
that a constant mushy layer definition achieved acceptable correlations and mean absolute errors of MIZ width
and location. Further increases in T tended to decrease model performance due to a nearly linear increase in
the ratio of simulated to observed MIZ width.

While the MIZ is classically described as the portion of the ice pack significantly impacted by ocean wave
breakage of the ice into floes®?, a thermodynamically-driven MIZ defined precisely by the level curves of the
sea ice concentration field is also very useful, particularly for multi-decadal studies of passive microwave sat-
ellite data'®'®371. We note that the National Ice Center also develops operational concentration-based MIZ
products®®. This study focused on multi-year composite seasonal MIZ cycles, but future work is planned to
investigate whether the model can capture observed decadal trends in MIZ location and width'®. It is also of
interest to explore how the model results compare to more elaborate models when both are forced by conditions
altered by future greenhouse gas concentration scenarios. For these extensions, it may be more convenient to cast
the boundary conditions in terms of fluxes, which is a straightforward change to the numerical scheme. More
importantly, the drivers of MIZ changes on these longer time scales may differ from the drivers of the seasonal
cycles, and work is motivated to determine the extent to which this model can adequately capture such processes.

Methods

Data

For analysis of the observed MIZ, we used the climate data record (CDR) of daily sea ice concentrations at nomi-
nally 25-km horizontal resolution based on passive microwave satellite observations, archived by the National
Snow and Ice Data Center (NSIDC). Although algorithms used in the CDR may have greater uncertainty near
the ice edge, satellite-based products are widely used in MIZ research and operations because of their superior
spatial coverage and continuous measurements®. Gridded sea ice thicknesses based on ICESat for spring 2004
were also obtained from NSIDC?. For boundary conditions and observational analyses, surface skin tempera-
tures were extracted from the European Centre for Medium-range Weather Forecasts (ECMWF) ERA5 Rea-
nalysis at hourly resolution on a 0.25° grid®®. We also used daily mean ocean temperatures and sea ice thickness
from the Global Ocean Reanalysis and Simulations (GLORYS2V4)>”*® provided on a 0.25° grid at depth 5.14 m.

MIZ analysis
The concentration-based MIZ was defined as the region of sea ice bounded by y» = 0.15 corresponding to the
conventional ice edge® and ¥ = 0.80 corresponding to “close ice” as defined by the World Meteorological
Organization®. In observations, the width of the MIZ (w) was the arc length of streamlines through the solution
to Laplace’s equation within the MIZ with boundary conditions y» = {0.15, 0.80} following our prior work!®!»¥7,
The location of the MIZ (s) was its area-weighted latitude. To obtain temperatures from the MIZ location, T}
and T were first averaged with respect to longitude over the Bering—-Chukchi Sea sector (red outline, Fig. 1).
These fields were smoothed using a two-dimensional Gaussian kernel with standard deviations of two weeks
and 0.5 degrees of latitude (e.g., yellow contours in Fig. 2b), and then values at ¢ = s were obtained via bilinear
interpolation in the time-latitude domain.

To analyze the MIZ in the model output, we took the maximum simulated volume fraction of ice in each
model column

Wmax(ﬁ d)) = Z:Eezlgo {W(t) ¢>Z)}' (6)

The edges of the MIZ at time ¢ were then the first latitudes moving north where ¥/,,,4, exceeded 0.15 and 0.8.
Simulated MIZ location (§) was the average of these two latitudes, and simulated MIZ width () was their
difference converted to kilometers. For the observations and model output, the MIZ width and location were
converted to composite daily time series by averaging over each day of year from 2000-2004.

Model parameters
In the mixed phase region, the effective density and effective heat capacity are taken to be concentration-weighted
averages

p=vps+ 1 —vV)o (7)
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c=vye+ 1A —¥a, (8)

where subscripts s and I correspond to the solid and liquid phases, respectively. The effective thermal conductiv-
ity in the mixed phase region with ice floes and sea water is anisotropic, it differs in the vertical and horizontal
directions. We now estimate these key parameters. There is an extensive literature in physics and applied math-
ematics on the effective or homogenized transport properties of heterogeneous composite media®*®!-%, The
analytic continuation method®%4-% provides integral representations as in (9) below for the effective transport
coeflicients of two-component composites, including® electrical and thermal conductivity, complex permittiv-
ity, diffusivity, and magnetic permeability. Moreover, all these properties of the same material are coupled to
each other through a spectral function in this representation®”° and can be indirectly evaluated from measure-
ments of a different parameter. These analytic representations have also been extended to elastic and viscoelastic
effective properties’'”*. These representations distill the complexities of the mixture geometry into the spectral
properties of a self-adjoint operator like the Hamiltonian in quantum physics. They yield rigorous bounds on the
homogenized transport coefficients, given partial information on the composite geometry, such as the relative
area fractions or volume fractions of the components, and whether or not the medium is statistically isotropic or
not. For example, the sea ice concentration (SIC) is the satellite-derived area fraction of ocean covered by sea ice.

In the absence of any motion in the liquid phase of the granular two-phase composite of ice floes and sea
water, thermal transport is diffusive. In this case, we consider the effective thermal conductivity k* in any direc-
tion, say the vertical z direction, with component conductivities k, for sea ice and k; for sea water. Then k* can
be written as®h64-6¢

* 1
k /0 du(2) 1 ©)

Foy=1= = W= "1 kk’
where p is a spectral measure which encodes the composite geometry, with fol du = . For a discretization
of the system, where the self-adjoint operator becomes a matrix, i can be calculated from the eigenvalues and
eigenvectors of the matrix’>’. An upper bound on k* is obtained®® via a lower bound on F when p is a Dirac
point measure (or Dirac delta function) ¥ o (4) with its mass 1/ concentrated at A = 0, yielding F(u) > v/u, or
k* < ¥ks + (1 — ¥)k. This upper bound is optimal, in that there are actual composite geometries whose ther-
mal conductivity, as a function of the volume fractions and component parameters, is equal to this arithmetic
mean (or concentration-weighted average) expression. Layers aligned vertically are such optimal geometries. If
we consider vertically aligned columns whose cross-sections coincide with our given floe geometries, then the
vertical thermal conductivity k;, of this composite in 3D is also exactly equal to the arithmetic mean,

kz =yks + (1 —¥)k;. (10)

The lower bound on k* that corresponds to the upper bound on F in Eq. (9) is obtained through the same
procedure, but for E(u) = 1 — k/k*, which yields E(u) > ¥ /u, or the the harmonic mean bound,
k* > (¥ /ks + (1 — ¥)/k) ™. This bound is optimal as well, attained by parallel layers aligned perpendicular to
the thermal gradient. In this case, though, the horizontal component of the effective thermal conductivity, say
ky, of the granular composite is not in general equal to the harmonic mean, but is reasonably well approximated
by it, particularly for matrix-particle geometries®”*®””, with separated ice floes in a sea water host. Thus as an

approximation we take
v 1=y
ky=1{-— . 11
(ks * ki ) (a

As in the real sea ice system, heat is transported by advection as well as diffusion, we consider advection dif-
fusion processes*'~*. The analytic continuation method, as formulated by Golden and Papanicolaou®, which
provides Stieltjes integral representations for the homogenized parameter, has been extended to the effective
thermal diffusivity D* (in some direction) of advection diffusion processes*"***. Rigorous bounds on D* are
obtained given the local diffusivities and information on the geometry of the incompressible velocity field. This
theory is more involved than the classical two-component analytic continuation method we used above, and
will be explored further in the future.

Since shear-driven mixing dominates over pure thermal diffusion in the oceanic mixed layer, to model the
advective contribution to the homogenized diffusivity, we replaced the nominal thermal conductivity of sea water
(0.563 W m™!K~1)7 in Eqgs. (10) and (11) with an effective value to account for this mixing,

ki = piciDr. (12)

Here Dr is the effective thermal diffusivity resulting from advective forcing as well as diffusion. Observationally

estimated thermal diffusivities span several orders of magnitude in the Arctic”® (1077-10~4 m2s~!). To determine
appropriate values for Dt and the parameters of the concentration function (4), we performed trial simulations
spanning the parameter space

5x1077 <Dy <107*WmtK!
2714 < T; <273.0K
02<a<l4
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The values given in Table 1 were selected to achieve a reasonable seasonal cycle of MIZ location, MIZ width,
and sea ice thickness.

Numerical methods
The simulation was performed for the six-year period 1999-2004 with a 24-hour time step, discarding the first
year as spinup. We discretized (2) using a fully implicit (backward Euler) time integration scheme*. As a two-
dimensional model, we considered a MIZ which was radially symmetric about the pole (zero variation in the
longitude direction) over the Bering—Chukchi Sea sector, where the latter was defined as the region between
the red meridians in Fig. 1 (166°E and 159°W). The model domain spanned the latitude range 50 < ¢ < 90°N.
The vertical extent of the model was set at 5 m so that the lower boundary condition represented a sea-water
temperature below the climatological ice thickness in the Bering-Chukchi Sea region®#!. The horizontal grid
spacing was 1/8° and we used a 12.5-cm vertical grid spacing.

The final term in (2) contains a nonlinearity stemming from the dependence of { on T via (4), so T at the
current time step was obtained via a constrained iterative scheme. We write the (m + 1)t iteration as

+1 +1 0 0 +1 0
GT =3 a T ™ + b T) + 8K ("™ — ), (13)
nb

where the subscript nb indicates the grid points neighboring j. Using a truncated Taylor series expansion*

d
Y =y 4 %[T}"*‘ —f7NgmL vt elo 1] (14)

with df/dT evaluated at y;". Equation (13) was iterated until §H converged to within 1075,

A threshold correction was applied to the concentration function (4) enforcing it to take values between 0
and 1. The grid cells with ¢ > 1were reset toy = 1and gird cells with ¢» < 0 were reset to y = 0. In addition,
a simple rule was implemented to allow ice to float. In a column, if the surface grid cell(s) were liquid (¢ = 0)
and had ice (¢ > 0) in one or more underlying grid cells, the vertical positions of the surface liquid cell(s) and
underlying ice cell(s) were reversed. Without this rule, the ice layer could melt from above and below, leaving
an unrealistically submerged ice tongue.

Model boundary and initial conditions

Dirichlet boundary conditions were prepared by averaging daily values with respect to longitude over the Ber-
ing-Chukchi Sea region (from 166°E to 210°E, outlined in Fig. 1) over the years 1999-2004. The upper boundary
condition at z = 0 was defined as the daily mean skin temperature of the ocean or sea ice surface obtained from
the ERA5 reanalysis. The lower boundary condition at z = z; was the below-ice temperature taken atz =5
meter depth from GLORYS2V4. The lateral (depth-dependent) boundary conditions at 50°N and 90°N were
prescribed as linear interpolations between T and Ty, For the initial condition, a linear interpolation was made
between Tp, and T in ice-free columns. Where the GLORYS2V4 initial sea ice thickness () was greater than zero
on 1 January 1999, T;, was prescribed up the sea water-sea ice interface (i.e., z, < z < —h), followed by a linear
transition from T}, to T within the sea ice as is typical during the growth season®.

Data availibility

The GLORYS ocean reanalysis data analyzed here are publicly available from Mercator Ocean International
(mercator-ocean.eu), and the sea ice concentration data (Climate Data Record) are pubicly available from NSIDC
(nsidc.org). Sea ice concentrations simulated by the model presented here are available from the corresponding
author on reasonable request.
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