
Constrained multi-cluster game: Distributed Nash equilibrium seeking
over directed graphs

Duong Thuy Anh Nguyen1, Mattia Bianchi2, Florian Dörfler2, Duong Tung Nguyen1, Angelia Nedić1

Abstract— Motivated by the complex dynamics of cooperative
and competitive interactions within networked agent systems,
multi-cluster games provide a framework for modeling the
interconnected goals of self-interested clusters of agents. For
this setup, the existing literature does not provide compre-
hensive gradient-based solutions that simultaneously address
constraint sets and directed communication networks–both of
which are essential for many practical applications–due to
the complexities posed by the projection and the imbalanced
mixing matrix. To address this gap, this paper proposes a
distributed Nash equilibrium seeking algorithm that integrates
consensus-based methods and gradient-tracking techniques,
utilizing row-stochastic weight matrices for inter-cluster com-
munication and column-stochastic weight matrices for intra-
cluster communication. To handle constraints, we introduce an
averaging procedure to control errors introduced by projection
methods within the gradient-tracking procedure. We establish
the linear convergence of the proposed algorithm, focusing on
the contraction property of the optimality gap. The efficacy
of the algorithm is demonstrated through its application to
microgrid energy management.

I. INTRODUCTION

In various networked systems across different domains,
such as telecommunications [1], transportation systems [2],
crowdsourcing [3] and energy distribution [4], [5], intercon-
nected entities operate autonomously, with both cooperative
and competitive emerging strategies. To capture these diverse
dynamics, multi-cluster games [6] emerge as a pertinent
framework, expanding traditional non-cooperative game [7]
and distributed optimization setting [8] to scenarios where
clusters of agents compete. In multi-cluster games, each
cluster represent a cohesive group of agents collaborating
to minimize the sum of their local objective functions.
Yet, clusters compete with each other in a noncooperative
game framework, independently making decisions to achieve
distinct but interconnected goals. For instance, in smart grids,
multiple microgrids compete in energy distribution, while at
the local level, an economic dispatch problem is solved. Nash
equilibria (NEs) serve as a pivotal tool for analyzing and
optimizing decision-making in such decentralized systems.

In recent years, significant interest has emerged in al-
gorithms for NE seeking [9]–[14] and for distributed op-
timization [15]–[23], particularly under the partial-decision
information scenario. In such settings, agents are constrained
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to access solely their own cost functions and local action sets,
with limited information exchange with neighboring agents
on a communication network. Motivated by these advance-
ments, numerous distributed algorithms [6], [24]–[32] have
also been proposed for multi-cluster games, leveraging local
information exchange among agents.

A substantial body of research has been dedicated to
continuous-time algorithms for finding NEs [6], [24], [25],
and generalized Nash equilibria (GNEs) in multi-cluster
games [26], [27]. The work in [6] solves unconstrained
games using gradient-based algorithms, while [24] extends
this to directed time-varying communication topologies.
Concerning the presence of constraints, reference [26] inves-
tigates a distributed projected differential inclusion, to find
GNEs in nonsmooth games with coupled nonlinear inequality
constraints and set constraints. Instead, [27] addresses games
with inequality constraints, employing finite-time average
consensus. Both papers only consider undirected graphs.

For discrete-time algorithms, some works focus on
gradient-free and payoff-based methods [33]. In contrast to
these solutions, gradient-based algorithms do not assume that
the agents can measure their costs, but require inter-cluster
communication, as it is necessary for the agents to estimate
the joint strategy in order to evaluate their local gradients.
Many proposed algorithms are inspired by consensus-based
algorithms originally developed for distributed optimization
[19]–[23], incorporating gradient-tracking techniques among
agents within the same cluster. In [28], a leader-follower
hierarchy is established, where followers within each clus-
ter communicate solely with their in-cluster neighbors and
leader, and inter-cluster communication is limited to ex-
changes between cluster leaders. The work in [29] extends
these findings by introducing a more general leaderless
communication architecture. All communications in these
studies are undirected. References [30]–[32] propose similar
algorithms, but with a directed communication network –
yet, their results are limited to unconstrained games.

While there exist several versions of gradient-based algo-
rithms for distributed NE seeking in multi-cluster games [6],
[25]–[32], none of them addresses the presence of constraints
and directed communication simultaneously. Incorporating
both is crucial for many practical applications [4], [29], [30],
[34], where constraints represent real-world limitations such
as physical capacities, operational requirements, and regula-
tory standards. Employing projection methods to deal with
constraints is not straightforward. Indeed, the applicability
of gradient-tracking techniques alongside a proximal method
[35] in multi-cluster games remains an open issue. This
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challenge is further exacerbated by directed communica-
tions, which introduce technical complexities stemming from
imbalanced weight matrices. However, addressing directed
graphs is essential, as unilateral communications naturally
arise in wireless scenarios, such as when the communication
ranges of different agents (e.g., sensors, smart meters) vary
due to heterogeneous wireless transmission technologies,
differing transmitting power levels, or fluctuating channel
conditions and noise. Communication interference and cyber-
attacks can also result in directed communication networks.

Contributions. Drawing from the works [12] for non-
cooperative games and [36] for distributed optimization, we
propose a distributed, projected gradient-based NE seeking
algorithm for multi-cluster games operating over directed
networks. Projection methods, while commonly used to
manage constraints, introduce significant complexities when
integrated with gradient-tracking techniques, as they can dis-
rupt the consistency of gradient information. Additionally, di-
rected communication networks exacerbate these challenges
due to their inherent asymmetry and imbalances in mixing
weight matrices, which complicates the convergence anal-
ysis of the algorithm. Our proposed algorithm integrates a
consensus-based approach, gradient-tracking techniques, and
an averaging procedure (or “lazy update”) to collectively ad-
dress these technical complications. By appropriately choos-
ing the averaging parameter, we can control errors introduced
by projection methods within the gradient-tracking proce-
dure. We establish the linear convergence of our algorithm
through a detailed analysis of the contraction relationship
among three error terms, focusing on the contraction property
of the optimality gap. The efficacy of our approach is
demonstrated through numerical evaluations on a microgrid
energy management problem, with raw experimental data
and the code repository made publicly available1.

Notations. We let [n] = {1, . . . , n} for an integer n ≥ 1.
All vectors are column vectors unless otherwise stated. For a
vector u ∈ Rn, we use uT to denote its transpose. We define
min(u) = mini ui and max(u) = maxi ui. Diag(u) denotes
the diagonal matrix whose diagonal entries correspond to the
entries of u. A nonnegative vector is called stochastic if its
entries sum up to 1. We use 0 and 1 to denote the vector
with all entries equal to 0 and 1, respectively. We use Aij to
denote the ij-th entry of a matrix A. The notation A ≤ B
implies Aij ≤ Bij for all i, j. A matrix A is nonnegative
if all its entries are nonnegative and min+(A) denotes its
smallest positive entry. The identity matrix is denoted by I.

Given a vector π ∈ Rm with positive entries, we denote

⟨u,v⟩π =
∑m

i=1 πi⟨ui, vi⟩ and ∥u∥π =
√∑m

i=1 πi∥ui∥2,

where u := [u1, . . . , um]T,v := [v1, . . . , vm]T∈ Rm×n, and
ui, vi∈Rn. When π = 1, we write ⟨u,v⟩ and ∥u∥. We also
write ∥u∥π−1 to denote the norm induced by the vector with
entries 1/πi, i.e., ∥u∥π−1 =

√∑m
i=1 ∥ui∥2/πi.

A directed graph G is considered strongly connected if
there exists a directed path from any node to all other nodes

1https://github.com/duongnguyen1601/Distributed NCluster Game/

in G. We denote the diameter and the maximal edge-utility
of a strongly connected directed graph G as D(G) and K(G),
respectively, as defined in [21, Definitions 2.1 and 2.2].

II. PROBLEM FORMULATION

A. Multi-cluster Game

Consider the multi-cluster game played by the set V of
N agents, grouped into H clusters. Each cluster operates as
a virtual agent within a non-cooperative game framework.
Cluster h ∈ [H] is defined by a subset Vh of Nh agents,
where N =

∑
h∈[H]Nh. The agent sets for all clusters are

disjoint, i.e., Vh

⋂
Vh′ = ∅ for h ̸= h′, and ∪H

h=1Vh = V . To
simplify the notation, we use superscripts to represent agent
indices and subscripts to denote cluster indices.

Each agent i within cluster h is associated with a cost
function f i(xh, x−h), known only to agent i. This function
depends on the action of its own cluster, xh ∈ Xh ⊆ Rph ,
and the joint action of all other clusters except its own, x−h=
col((xℓ)ℓ∈[H]\{h})∈X−h⊆Rp−ph . The joint action vector of
all clusters is x = col((xh)h∈[H]), has size p =

∑
h∈[H] ph

and belongs to the joint action set X = X1×· · ·×XH ⊆ Rp.
The agents within each cluster h collaborate to minimize the
cost function Fh, for all h ∈ [H], as follows:

min
xh∈Xh

Fh(xh, x−h) = min
xh∈Xh

1

Nh

∑
i∈Vh

f i(xh, x−h). (1)

It is imperative to highlight that agents must achieve con-
sensus on the strategy xh to minimize the cost function
Fh within their respective cluster h. In the decision-making
process, agents can only adjust the strategy of their own
cluster, while observing the strategy of other clusters utilizing
information exchange through communication networks.

Remark 1: When the number of clusters is H = 1, the
multi-cluster game is reduced to the distributed optimization
problem, as described in [21]. When the number of agents
in each cluster is Nh = 1 for all h ∈ [H], the multi-cluster
game reduces to the non-cooperative game of N agents [13].

Denote the game by Γ = ([H], {Fh}, {Xh}). An NE for
the game Γ can be formally defined as follows:

Definition 1 (Nash equilibrium): For the multi-cluster
game Γ, a strategy profile x∗ = col((x∗h)h∈[H]) ∈ X is an
NE of the game if, for every cluster h ∈ [H], there holds:

Fh(x
∗
h, x

∗
−h) ≤ Fh(xh, x

∗
−h), for all xh ∈ Xh.

We define the game mapping M(·) : Rp → Rp as follows

M(x) ≜ col
(
(∇hFh(xh, x−h))h∈[H]

)
, (2)

where ∇hFh(xh, x−h) ≜ 1
Nh

∑
i∈Vh

∇hf
i(xh, x−h) ∈ Rph

with ∇h ≜ ∇xh
, for all h ∈ [H].

We make the following standard assumptions [28], [30].
Assumption 1: Consider the game Γ, and assume for all

cluster h ∈ [H] and for all agent i ∈ Vh:
(i) The action set Xh is non-empty, closed and convex.
(ii) The cost function f i(xh, x−h) is convex and continu-
ously differentiable in xh for any fixed x−h ∈ Rp−ph .
(iii) The gradient ∇hf

i(xh, x−h) is Lipschitz continuous on
Rp−ph for every fixed xh ∈ Rph with a constant Li

1 > 0.
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(iv) The gradient ∇hf
i(xh, x−h) is Lipschitz continuous on

Rph for every fixed x−h ∈ Rp−ph with a constant Li
2 > 0.

Given Assumption 1(i)-(ii), an NE of the game Γ can al-
ternatively be characterized through the first-order optimality
conditions. Specifically, x∗ ∈ X is an NE of the game Γ if
and only if, for any α > 0 and h ∈ [H],

x∗h = ΠXh
[x∗h − α∇hFh(x

∗
h, x

∗
−h)] (3)

= ΠXh

[
x∗h − α

Nh

∑
i∈Vh

∇hf
i(x∗h, x

∗
−h)

]
.

This expression can be rewritten compactly as:

x∗ = ΠX [x∗ − αM(x∗)]. (4)

Assumption 2: The game mapping M(·) in (2) is strongly
monotone with the constant µ > 0.

Remark 2: Assumption 2 implies strong convexity of each
cluster’s cost function Fh(xh, x−h) on Rph for every x−h ∈
Rp−ph with the constant µ (cf. Remark 1 of [11]). The
existence and uniqueness of an NE for the game Γ is also
guaranteed (cf. Theorem 2.3.3 of [37]). The NE can be
alternatively expressed as the fixed point solution, as in (4).

B. Communication Networks

Consider the partial-decision information scenario, where
there is no central coordinator, and agents are restricted to
exchanging information solely through peer-to-peer commu-
nication. The communication framework within the multi-
cluster game Γ is structured into two separate layers: The first
layer represents intra-cluster interactions, facilitating com-
munication within the same cluster, without any connection
to agents in other clusters. The second layer represents inter-
cluster interactions, facilitating global communication among
agents irrespective of their cluster affiliation.

1) Intra-cluster Interactions: The interaction among
agents within each cluster h ∈ [H] is represented by a
directed graph Gh = (Vh, Eh), specified by the set of edges
Eh⊆ Vh×Vh of ordered pairs of nodes. Associated with Gh

is a weight matrix Ch ∈ RNh×Nh that is compliant with the
graph Gh, i.e.,{

[Ch]ij > 0, when (j, i) ∈ Eh,

[Ch]ij = 0, otherwise.

Here, each link (j, i) ∈ Eh indicates that agent i receives
information from agent j within the same cluster Vh.

Assumption 3: For every cluster h ∈ [H], the graph Gh is
strongly connected with a self-loop at every node i ∈ Vh. The
weight matrix Ch is column-stochastic, i.e., 1TCh = 1T.

Remark 3: The assumption of strong connectivity is in-
tuitive, as it indicates that no agent is isolated from the
communication network.

2) Inter-cluster Interactions: Interactions between clus-
ters are facilitated by a global communication network rep-
resented by the directed graph G = (V, E), where E ⊆ V×V
specifies the set of edges comprising ordered pairs of nodes.
This network connects all N agents, enabling inter-cluster
communication, with each link (j, i) in E indicating that
agent i receives information from agent j in the game.

The graph G is associated with a weight matrix R ∈
RN×N , adhering to the connectivity structure of the graph:{

[R]ij > 0, when (j, i) ∈ E ,

[R]ij = 0, otherwise.

Assumption 4: The graph G is strongly connected and has
a self-loop at every node i ∈ V . The weight matrix R is row-
stochastic, i.e., R1 = 1.

Remark 4: The inter-cluster communication, as repre-
sented by the graph G, presents a broader context than
scenarios where communication occurs solely between a
leader or representative agent from each cluster [28], as
discussed in [30]. This communication framework allows
multiple agents to interact with those outside their respective
clusters. If the graph is structured to facilitate communication
solely through one agent to other clusters, it reverts to the
leader-follower framework outlined in [28].

C. Partial-decision Information Notations

In the scenario with partial information, the local cost
function f i(xh, x−h) is exclusive to agent i ∈ Vh, while the
strategy set Xh is only known to agents within that cluster.
To navigate privacy constraints and compute the gradient of
the local cost function, at each time k ≥ 0, each agent i ∈ V
maintains a local variable, as follows,

zi(k) = col((zih)h∈[H]) ∈ Rp, (5)

to estimate the strategy of all clusters. Here, zih(k) ∈ Rph

represents the estimate of agent i regarding the decision
xh ∈ Xh of cluster h. The estimate of agent i regarding
the strategy of all clusters without the h-th component is

zi−h(k) = col((ziℓ)ℓ∈[H]\{h}) ∈ Rp−ph .

For a solution x∗ to be an NE in accordance with Defini-
tion 1, consensus among agents concerning the local estimate
is necessary. Additionally, all estimates should converge to
the unique NE x∗. Specifically,

lim
k→∞

zi(k) = lim
k→∞

zj(k) = x∗, for all i, j ∈ V . (6)

The estimates of all N agents in the game can be con-
catenated to form an estimate matrix at time k, denoted as

z(k) = [z1(k), . . . , zN (k)]T ∈ RN×p. (7)

The estimate matrix zh(k) contains the estimates of all
agents regarding the decision of cluster h, while z−h(k)
excludes the h-th component, respectively represented as:

zh(k) = [z1h(k), . . . , z
N
h (k)]T ∈ RN×ph , (8)

z−h(k) = [z1−h(k), . . . , z
N
−h(k)]

T ∈ RN×(p−ph). (9)

Inspired by the gradient-tracking technique outlined in
[21], [22], each agent i ∈ Vh also maintains an auxiliary
variable yih(k) ∈ Rph to track the average gradients of
cluster h at time k. The gradient-tracking vector of cluster
h, encompassing all local gradient-tracking variables of its
agents, is defined as:

yh(k) = [y1h(k), . . . , y
Nh

h (k)]T ∈ RNh×ph . (10)
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The gradient-tracking matrix, comprising of these vectors for
all clusters arranged in a block diagonal form, is denoted as:

Y(k) = Diag((yh(k))h∈[H]) ∈ RN×p. (11)

III. ALGORITHM

Inspired by the Projected Push-Pull algorithm for dis-
tributed optimization [36] adapted to the multi-cluster game
scenario, we present a distributed algorithm that combines
a consensus-based approach with a gradient-tracking tech-
nique. This algorithm respects constraints on agents’ in-
formation access, imposed by the directed intra- and inter-
cluster communications.

Every agent i ∈ Vh within cluster h initializes with an
arbitrary decision vectors vi(0) = zi(0), where zih(0) ∈ Xh

and zi−h(0) ∈ Rp−ph , and the gradient tracking vector
yih(0) = ∇hf

i(vi(0)) ∈ Rph . At each time k, agents
exclusively share scaled gradient tracking information within
their own cluster, while the inter-cluster communication
network facilitates the exchange of decision estimates. For
every time step k = 0, 1, . . . , each agent updates its local
estimate and the gradient tracking variable according to the
following procedure:

• Perform consensus update: For all i ∈ V ,

vi(k + 1) =
∑

j∈V [R]ijz
j(k), (12)

• Update gradient tracking: For all h ∈ [H], i ∈ Vh,

yih(k + 1) =
∑

j∈Vh
[Ch]ijy

j
h(k) (13)

+∇hf
i(vi(k + 1))−∇hf

i(vi(k)),

• Update decision estimate: For all h ∈ [H], i ∈ Vh,

zih(k + 1) = (1− γ)ΠXh

[
vih(k + 1)

]
(14a)

+ γΠXh

[
vih(k + 1)− αyih(k + 1)

]
,

zi−h(k + 1) = vi−h(k + 1). (14b)

Here, α > 0 represents the step-size and γ ∈ (0, 1) is an
averaging parameter. In (12), agents aggregate their own
estimates with those of their immediate neighbors through
a weighted average, where the weights are determined by
the entries of the weight matrix R, associated with the inter-
cluster graph G. Subsequently, agents perform a gradient step
in the direction of their cluster’s respective gradients, using
information from the gradient-tracking variable computed
with the latest local estimates, as detailed in the update
(14a). Notably, the estimates of decisions from other clusters
remain unaltered, as agents lack influence over the decision
strategies of other clusters, as described in the update (14b).

Remark 5: Since the action set Xh is known only to
agents within cluster h, the estimates made by agents re-
garding the decisions of other clusters might not belong to
the respective cluster’s action set. Thus, to ensure feasibility,
we apply the projection to both terms of the averaging
procedure in (14a). This differs from the algorithm in [36]
for distributed optimization, which is indeed a special case
where all agents belong to the same cluster and are aware
of the action set.

A. Cluster Gradient Tracking

Equation (13) governs the update of the cluster gradient
tracking variable. Initially, agent i ∈ Vh computes a weighted
average of their own gradient estimate and those of their
neighbors within the same cluster h, utilizing the weights
specified by the weight matrix Ch associated with the intra-
cluster communication graph Gh. Subsequently, the gradient
of the local cost functions is evaluated at the estimates vi(k+
1) and vi(k), and the difference is integrated into the results
of the intra-cluster gradient consensus step.

Under Assumption 3, the update in (13) guarantees the
gradient tracking property at each time k ≥ 0. Specifically,

Lemma 1 ( [21], Lemma 4): Let Assumption 3 hold. For
all h ∈ [H], we have∑

i∈Vh
yih(k) =

∑
i∈Vh

∇hf
i(vi(k)), for all k ≥ 0.

B. Compact Form

To express the algorithm in compact form, we introduce
the assignment matrix, defined as:

Qi
h = [0ph×p<h

, Iph
,0ph×p>h

] ∈ Rph×p, (15)

where p<h =
∑h−1

ℓ=1 pℓ and p>h =
∑H

ℓ=h+1 pℓ. The matrix
Qi

h selects agent i’s estimate of their own cluster’s decision
in a stacked vector zi, thus, Qi

hz
i = zih ∈ Rph .

Define the set

Ω = {z ∈ RN×p|Qi
hz

T
[i,:] ∈ Xh, ∀i ∈ Vh, h ∈ [H]},

where z[i,:] represents row i of the matrix z. This set
guarantees that the estimate of agent i ∈ Vh regarding cluster
h’s decision is within the strategy set Xh, while their estimate
concerning the decision of other clusters is in Rp−ph .

We define the matrix Gh(k) containing the gradients of
cluster h evaluated using the aggregated estimates v(k) as:

Gh(k) = col
(
(∇hf

i(v(k))T)i∈Vh

)
.

Denoting related notations for the variable v ∈ RN×p

using similar notation conventions as those introduced in
Section II-C for the variable z, we can represent the updates
in (12)–(14) in compact forms as follows:

v(k + 1)=Rz(k) (16a)
yh(k+1)=Chyh(k)+Gh(v(k + 1))−Gh(v(k)), ∀h (16b)
z(k + 1)=(1− γ) ΠΩ[v(k + 1)]

+ γ ΠΩ[v(k + 1)− αY(k + 1)]. (16c)

IV. ANALYSIS

A. Preliminaries

We have the following results regarding the weight matrices:
Lemma 2 ( [20], Lemma 1): Let {Ch}h∈[H] satisfy As-

sumption 3, and let R satisfy Assumption 4. It follows that:
(i) Each matrix Ch has a unique, positive right eigenvector

πh corresponding to eigenvalue 1, i.e., Chπh = πh,
such that 1Tπh = 1, for all h ∈ [H].

(ii) The matrix R has a unique, positive left eigenvector ϕ
corresponding to eigenvalue 1, i.e., ϕTR = ϕT, such
that ϕT1 = 1.
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Lemma 3 ( [21], Lemma 5.5): Consider {Ch}h∈[H] and
let Assumption 3 hold. For arbitrary u ∈ RNh×ph , we have:

∥Chu− πh1
Tu∥π−1

h
≤ σC∥u− πh1

Tu∥π−1
h
. (17)

Here, σC = maxh∈[H]

{√
1−min2(πh)(min+(Ch))

2

max3(πh)D(Gh)K(Gh)

}
∈(0, 1).

Lemma 4 ( [13], Lemma 6): Consider the matrix R and
let Assumption 4 hold. For arbitrary u,v ∈ RN×p, we have:

∥Ru− v∥2ϕ ≤ ∥u− v∥2ϕ − c∥u− 1ϕTu∥2ϕ. (18)

where c2 =
min(ϕ)(min+(R))

2

max2(ϕ)D(G)K(G) . Additionally, choosing v =

1ϕTu and defining σR =
√
1− c2 ∈ (0, 1) results in

∥Ru− 1ϕTu∥ϕ ≤ σR∥u− 1ϕTu∥ϕ. (19)
Lemma 5 ([11], Lemma 1): Let Assumption 1(iii)–(iv)

hold. For all x, y ∈ Rp, we have for all h ∈ [H] and i ∈ Vh:

∥∇hf
i(x)−∇hf

i(y)∥2 ≤ L2∥x− y∥2, (20)

where L = maxi∈V
√
(Li

1)
2 + (Li

2)
2.

B. Main Results

The convergence of the proposed algorithm is analyzed
based on establishing a contraction relationship among three
critical metrics: (i) the optimality gap ∥z(k)− x∗∥ϕ, where
x∗ = 1N (x∗)⊤ ∈ RN×p; (ii) the consensus error D(v(k))

D(v(k)) =

√∑
i∈Vh

∑
j∈Vh

ϕiϕj∥vi(k)− vj(k)∥2;

and, (iii) the gradient tracking error

S(y(k)) =
∑

h∈[H] Sh(y(k)),

where for all h ∈ [H]:

Sh(y(k)) =

√√√√∑
i∈Vh

1

[πh]i

∥∥∥∥yih(k)− [πh]i
∑
j∈Vh

yjh(k)

∥∥∥∥2.
The contraction relation for ∥z(k) − x∗∥ϕ is presented

below, and it is the cornerstone of our analysis.
Lemma 6: Let Assumption 1–4 hold. There exists a pos-

itive constant ᾱQ such that for α ∈ (0, ᾱQ) and γ ∈ (0, 1),
there exists ρα ∈ (0, 1) such that:

∥z(k)− x∗∥ϕ ≤ (1− γρα)∥z(k − 1)− x∗∥ϕ
+ αγφ

√
NLD(v(k)) + αγS(y(k)),

for all k ≥ 1, where φ =
√
1/min(ϕ).

Proof: To characterize the scenario where agents have
information about cluster gradients, we define for all h ∈ [H]
and i ∈ Vh:

wi
h(k) = (1− γ)ΠXh

[vih(k)]

+ γΠXh
[vih(k)− αNh[πh]i∇hFh(v

i(k))],

wi
−h(k) = vi−h(k).

We define the scaled gradient matrix G̃(v(k)) as:

G̃(v(k)) = Diag((G̃h(v(k))h∈[H]) ∈ RN×p,

where G̃h(v(k)) = col
(
(Nh[πh]i∇hFh(v

i(k))T)i∈Vh

)
.

Then, the compact form for w(k) can be obtained as follows:

w(k) = (1− γ)ΠΩ[v(k)] + γΠΩ[v(k)− αG̃(v(k))]. (21)

By the triangle inequality, we obtain

∥z(k)− x∗∥ϕ ≤ ∥w(k)− x∗∥ϕ + ∥z(k)−w(k)∥ϕ. (22)

For the first term in (22), using (21), the fact that x∗ ∈ X ,
the non-expansiveness property of the projection yields

∥w(k)− x∗∥ϕ ≤ (1− γ)∥v(k)− x∗∥ϕ (23)

+ γ∥v(k)− x∗ − α(G̃(v(k))− G̃(x∗))∥ϕ.

Following the proof of Lemma 3 in [1] with v(k) =
Rz(k − 1), there exists a positive upper bound ᾱQ such
that for any step-size α ∈ (0, ᾱQ), we can derive the matrix
Q̄α with the largest eigenvalue λ̄(Q̄α) ∈ (0, 1), and the next
relation holds:

∥v(k)− x∗ − α(G̃(v(k))− G̃(x∗))∥ϕ (24)

≤
√
λ̄(Q̄α)∥z(k−1)− x∗∥ϕ = (1− ρα)∥z(k−1)− x∗∥ϕ,

where ρα = 1−
√
λ̄(Q̄α) ∈ (0, 1).

Using the update in (16a) and by applying relation (18)
in Lemma 4, with u = z(k − 1) and v = x∗, we obtain:

∥v(k)−x∗∥ϕ=∥Rz(k−1)−x∗∥ϕ≤∥z(k−1)−x∗∥ϕ. (25)

Combining the preceding relation with (23) and (24) yields

∥w(k)− x∗∥ϕ ≤ (1− γρα)∥z(k − 1)− x∗∥ϕ. (26)

For the second term in (22), we have

∥z(k)−w(k)∥2ϕ =
1

H

∑
h∈[H]

∑
i∈Vh

[ϕh]i∥zih(k)− wi
h(k)∥2.

Using the update for zih(k) in (14a) and the non-
expansiveness property of the projection, we obtain

∥zih(k)− wi
h(k)∥ ≤αγ∥yih(k)−Nh[πh]i∇hFh(v

i(k))∥

≤αγ
∥∥∥∥yih(k)− [πh]i

∑
j∈Vh

∇hf
j(vi(k))

∥∥∥∥.
Using Lemma 1 and the triangle inequality, we obtain

∥z(k)−w(k)∥ϕ

≤αγ

√√√√ ∑
h∈[H]

∑
i∈Vh

ϕi

∥∥∥∥yih(k)− [πh]i
∑
j∈Vh

yjh(k)

∥∥∥∥2

+αγ
√
N

√√√√√ ∑
h∈[H]
i,j∈Vh

ϕi[πh]2i

∥∥∥∥∇hf j(vj(k))−∇hf j(vi(k))

∥∥∥∥2

≤αγ
∑

h∈[H]

Sh(y(k)) + αγ
√
NL

√√√√ ∑
h∈[H]
i,j∈Vh

ϕi∥vj(k)− vi(k)∥2

≤αγS(y(k)) + αγφ
√
NLD(v(k)). (27)
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Here, we use Lemma 5, and the fact that ϕ and πh are
stochastic vectors. Then, the result follows directly from (22),
(26) and (27).

The contraction relation for S(y(k)) follows analogous
reasoning to the analysis presented in Proposition 5 of
[36] and Proposition 1 of [30]. Similarly, the contraction
relation for D(v(k)) follows along the lines of Lemma
7 of [36]. These analyses leverage the inherent row- and
column-stochasticity properties of the matrices R and Ch in
Assumption 4 and Assumption 3, respectively, in conjunction
with Lemma 3, Lemma 4 and relation (25). The contraction
coefficients take the form σ+αγψ, where σ < 1 represents
the contraction coefficient in Lemma 3 and Lemma 4, and ψ
is a constant related to the properties of the game Γ and the
communication network; importantly, lim(α,γ)→0 αγ = 0.
Consequently, there exists a choice of the step-sizes α > 0
and γ > 0 such that σ + αγψ < 1, which is crucial in
controlling the spectral radius of the coefficient matrix in
the composite relation of the errors, ensuring convergence.

In particular, by defining the error vector E(k) as

E(k) =
(
∥z(k)− x∗∥ϕ,D(v(k)),S(y(k))

)T

,

we have the following result:
Theorem 1: Let Assumption 1–4 hold. There exists a

positive constant ᾱmax ≤ ᾱQ such that for α ∈ (0, ᾱmax),
there exists 0 < γ̄αmax < 1 dependent on α, such that for
γ ∈ (0, γ̄αmax), a composite relation for the errors can be
established as follows:

E(k + 1) ≤ M(α, γ)E(k), for all k ≥ 0,

where the matrix M(α, γ) takes the form 1− γρα +O(αγ2) O(αγ) O(αγ)
O(γ) σR +O(αγ) O(αγ)
O(γ) O(1) σC +O(αγ)


and has a spectral radius smaller than 1. Therefore,
limk→∞ ∥zih(k) − x∗∥ = 0 with a linear convergence rate
of the order O

(
ρkM

)
, for all h ∈ [H] and i ∈ Vh, with

ρM < 1 being the spectral radius of M(α, γ).
Given that ρα ∈ (0, 1), σR ∈ (0, 1) and σC ∈ (0, 1),

selecting suitable step-sizes α ∈ (0, ᾱmax) and γ ∈ (0, γ̄αmax)
ensures that all diagonal entries of M(α, γ) are less than 1
and det(I − M(α, γ)) > 0, thereby guaranteeing ρM < 1
(cf. Lemma 8 in [20]). Consequently, the proposed algorithm
exhibits a linear convergence rate. This procedure mirrors
[36, Propositions 1 and Theorem 1], among others (cf. [21],
[22], [29]–[31]), which we omit here.

Remark 6: The convergence of algorithm (12)–(14) is
ensured for sufficiently small step-sizes α and γ, and explicit
bounds could also be computed. Yet, practical applications
often requires manual optimization of step-sizes, given the
conservative nature of theoretical bounds as also noted in
prior research (cf. [13], [20]).

Remark 7 (Impact of Averaging Parameter γ): The av-
eraging procedure in (16c), governed by the parameter γ, is
crucial for the algorithm’s convergence. We refer to the proof

provided for distributed optimization in Section VI.D. of [36]
to demonstrate that even for the special case of the game
Γ when there is only one cluster (H = 1), the averaging
procedure remains essential. For completeness, we restate
the statement herein.

Suppose we eliminate the averaging step by setting γ = 1
in equation 16c, resulting in the update rule:

z(k + 1) = ΠΩ[v(k + 1)− αY(k + 1)].

Section VI.D. of [36] establishes that with this update rule,
it becomes infeasible to constrain the following expression:

∥v(k + 1)− v(k)∥
≤c1(α)∥z(k)− x∗∥ϕ + c2(α)D(v(k)) + c3(α)S(y(k)),

such that limα→0 c1(α) = 0. The term ∥v(k + 1) − v(k)∥
appears when establishing the contraction relation for the
gradient tracking error S(v(k + 1)). This error is pivotal
for establishing the composite relations, which, in turn, are
crucial for proving the convergence of the algorithm, as
detailed in Section IV-B.

V. ENERGY MANAGEMENT IN NETWORKED
MICROGRIDS

A. System Model

In a day-ahead energy management problem, in line with
references [4], [29], [38], we consider a system of H
microgrids (MGs) or distinct energy systems, each tasked
with supplying power to its consumers over a predefined time
horizon T = {1, . . . , T}. The system consists of a set V of N
components. MG h is equipped with Ng

h energy generation
units and N b

h battery units. In total, the MG system comprises
N components, namely

∑
h∈[H](N

g
h + N b

h) = N . The sets
Vg
h and Vb

h represent the respective partitions of the set
V pertaining to energy generation and storage components
within MG h. At each time slot t ∈ T , MG h ∈ [H]
aims to meet the power demand PDh(t) of its consumers
while minimizing the associated cost of power provision,
which includes operational expenses and grid procurement.
An illustration of this setup is provided in Fig 1.

Fig. 1: Illustration of a networked microgrid system.

B. Problem Formulation

Let PRi(t) represent the power generated by generator i
at time t, subject to the capacity limits:

PRi,min ≤ PRi(t) ≤ PRi,max, for all i ∈ Vg
h. (28)
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The cost incurred by generator i ∈ Vg
h is given by [4]:

FRi(PRi(t)) = ai(PRi(t))2 + biPRi(t) + ci,

where ai, bi, and ci are positive constants, for all i ∈ Vg
h .

Let PRh(t) = col
(
(PRi(t))i∈Vg

h

)
, we have the constraint set:

ΩPR
h = {PRh(t)|PRi(t) ∈ R+, (28), ∀i ∈ Vg

h, ∀t ∈ T }.

Let PBi(t) denote the power flow in battery i at time t.
A positive value of PBi(t) indicates discharge by an amount
of |PBi(t)|, while a negative value signifies charging. The
utilization of battery i ∈ Vb

h results in a penalty [38]:

FBi(PBi(t)) = ai(PBi(t))2 + bi|PBi(t)|+ ci,

where ai, bi, and ci are positive constants, for all i ∈ Vb
h.

The amount of power flow in the battery is constrained by:

PBi,min ≤ PBi(t) ≤ PBi,max. (29)

The battery’s charging or discharging capability is deter-
mined by its charge PCi(t) ∈ [0, PCi,max], we have [38]:

−PCi(t) ≤ −PBi(t) ≤ PCi,max − PCi(t).

Let ηi ∈ (0, 1) denote energy loss over time when the battery
is idle, yielding PCi(t + 1) = ηiPCi(t). The charge at the
start of time slot t can be computed as

PCi(t) = (ηi)t−1PCi(1)−
∑t−1

s=1(η
i)t−sPBi(s).

Consequently, we have the following constraint:

−(ηi)t−1PCi(1) ≤ −
∑t

s=1(η
i)t−sPBi(s), (30a)

−
∑t

s=1(η
i)t−sPBi(s) ≤ PCi,max − (ηi)t−1PCi(1). (30b)

Furthermore, by the end of the planning horizon, the
battery charge PCi(T ) approaches the desired state of charge
PCi,des [39], i.e., for some small ϵi > 0:

|PCi(T )− PCi,des| ≤ ϵi. (31)

The constraint set for PBh(t) = col
(
(PBi(t))i∈Vg

h

)
is:

ΩPB
h = {PBh(t)|PBi(t) ∈ R, (29) − (31), ∀t ∈ T , ∀i ∈ Vb

h}.

When the generated energy falls short of meeting the
power demand PDh(t), MG h must acquire power of amount
PGh(t) ∈ [0, PGmax

h ] from the market, at the price [38],

pB(PG(t)) = ζ
(∑H

h=1 PGh(t)
)
,

where PG(t) = col((PGh(t))h∈[H]) and ζ is a positive
scaling factor. We assume that MGs are allowed to sell
back surplus energy to the grid when the onsite generation
exceeds the demand at a sell-back price of pS(PG(t)) =
ϱpB(PG(t)). The sell-back price is expected to be less than
the procurement cost, thus, ϱ ∈ (0, 1). Let PSh(t) represent
the amount of electricity to be sold to the grid from MG h at
time t. Then, we can calculate the electricity cost as follows:

FEh(PG(t), PSh(t)) = pB(PG(t))(PGh(t)− ϱPSh(t)).

The optimization problem for MG h is

min
xh

∑T
t=1

[∑
i∈Vg

h
FRi(PRi(t)) +

∑
i∈Vb

h
FBi(PBi(t))

]
+
∑T

t=1 FEh(PG(t), PSh(t))

s.t. PRh(t) ∈ ΩPR
h , PBh(t) ∈ ΩPB

h , ∀t,
PGh(t) ∈ [0, PGmax

h ], PSh(t) ≥ 0, ∀t,∑
i∈Vg

h

PRi(t) +
∑
i∈Vb

h

PBi(t) + PGh(t) = PDh(t) + PSh(t), ∀t,

where xh = col (PRh(t), PBh(t), PGh(t), PSh(t)).

C. Simulation Results

We consider H = 6 MGs with a total of N = 50 units
selected randomly as generators or batteries over a time
horizon of T = 24 hours. Generators are chosen randomly
from a mix of traditional (coal, natural gas, oil) and renew-
able (wind, solar, nuclear, hydropower) sources, with power
limits and cost coefficients obtained from the MATPOWER
dataset2. For battery units, cost coefficients are generated
as ai ∼ U [0.1, 5]$/MWh2, bi ∼ U [5, 50]$/MWh, and ci ∼
U [−50, 50]$. Battery systems have capacities ranging from
50MWh to 200MWh. The battery leakage rate ranges from
0.95 to 0.99. The maximum charge rate is randomly selected
from the range of 0.8C to 1C, where C represents the
battery’s capacity, while the initial charge ranges from 0.2C
to 0.5C. The rate of the sell-back price is ϱ = 0.8. The
demand PDi

h(t) is randomly generated within the range of
[500, 2000]MWh. The code repository is available3.

The NE x∗ is computed using the update in (3), as-
suming agents have full information access. In the partial-
information decision scenario, we can verify that all the
assumptions are satisfied for this problem. Specifically, the
cost function takes the form of a quadratic function with
respect to the decision variable, and it can be confirmed
that the game mapping exhibits strong monotonicity. Ad-
ditionally, the constraint set of each cluster includes a linear
equality constraint, along with the convex and compact sets
ΩPR

h and ΩPB
h , thus, it is closed and convex. To ensure strong

connectivity among graphs, we establish a directed cycle
linking all agents within each cluster and linking all clusters.
Thus, our proposed distributed algorithm can effectively be
applied to estimate the NE. The optimality gap between the
estimates obtained using our approach and the NE x∗ is
depicted in Figure 2(a), while the total cost for each MG
is depicted in Figure 2(b), demonstrating the convergence
property of the proposed algorithm.

VI. CONCLUSIONS AND FUTURE WORK

We propose a distributed NE seeking algorithm for multi-
cluster games, effectively addressing technical challenges as-
sociated with constraint sets and directed communication net-
works. Our algorithm integrates consensus-based methods,
gradient-tracking techniques, and an averaging procedure;
the latter is crucial to control the optimality gap and to ensure

2https://github.com/MATPOWER/matpower/tree/master/data
3https://github.com/duongnguyen1601/Distributed NCluster Game/
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(a) Optimality gap (log-scale) (b) Total cost

Fig. 2: Convergence plots.

linear convergence. We validate the linear convergence of
our algorithm through an energy management problem in
networked microgrids. In future works, we aim to extend
our algorithm to handle more complex scenarios, such as
dynamic games and dynamic communication networks.
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[16] A. Nedić and A. Olshevsky, “Distributed optimization over time–
varying directed graphs,” IEEE Trans. Autom. Control, vol. 60, no. 3,
pp. 601–615, 2015.

[15] K. Tsianos, S. Lawlor, and M. Rabbat, “Push–sum distributed dual
averaging for convex optimization,” in 51st IEEE Conf. Decis. Control,
2012, pp. 5453–5458.
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