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Abstract—The rowhammer vulnerability primarily emanates
from the physical characteristics of dynamic random access
memory (DRAM). Various factors influence the timing of bit
flips in DRAM, including cell density, memory access patterns,
memory architecture, and bit flip probability. While prior re-
search has focused on these factors, this article explores the
correlation between DRAM latencies and rowhammer attacks.
Latency variations inherently exist among the DRAM cells within
a chip, and manufacturers usually provide recommended latency
settings to ensure reliable operation and maximize manufacturing
yield. However, reducing DRAM latency for improved memory
access may increase the probability of unreliable or faulty
memory operations. In this article, we demonstrate that cells
with lower latencies, particularly those related to row activation,
are more susceptible to rowhammer attacks. This vulnerability
arises from the increased access frequency and smaller size of
rows with shorter latencies. Furthermore, we discover that the
highly coupled cells are more susceptible to rowhammer, as they
can influence and impact one another, and these vulnerable cells
can be identified from the erroneous characteristics observed in
DRAM cells at reduced latency.

Index Terms—Hardware security, switching activity, DRAM,
rowhammer, memory access latency

I. INTRODUCTION

Injecting faults into the memory is one of the potential
means of defeating existing security, safety, and defense
mechanisms [1]-[5]. These faults can result from various
techniques, such as physical tampering, electrical manipula-
tion, or inherent vulnerabilities in the memory technology
[5]. Furthermore, Moore’s law, driving the miniaturization of
memory cells and transistors, has led to a higher density of
memory components, resulting in increased electrical coupling
and interference between adjacent rows in the memory array.
Exploiting this electrical crosstalk, rowhammer attacks rapidly
activate or “hammer” the same row repeatedly to induce
bit flips in nearby rows. The hammered row serves as an
aggressor that attack victim rows with unintended electrical
interference, causing stored bits to flip and corrupting data
[1]-[5]. These induced disturbances or flips allow attackers
to alter contents in unauthorized memory regions, gain extra
privileges, and bypass memory isolation boundaries through
controlled memory corruption. For example, attackers can use
rowhammer for various attacks such as crashing or corrupting
a system, breaking memory-protection schemes, hijacking
system control, taking over a remote servers, gaining arbitrary
browser access, compromising co-hosted virtual machines [5],
[6]. If successfully exploited, it can also compromise the safety
of physical systems relying on accurate and dependable data.
In safety-critical environments like automotive applications,

memory corruption resulting from rowhammer can lead to
catastrophic consequences [7]. The situation could deterio-
rate with the aging of devices, as a DRAM may become
increasingly susceptible to rowhammer attacks over time (see
Appendix).

There are various countermeasures against rowhammer at-
tacks [8]-[12]. Memory access mitigation primarily focuses
on reducing access frequency, disrupting reliance on specific
access patterns that attackers may rely on, implementing
randomized access to make unauthorized writing harder and
developing hardware-based memory randomization to hide
physical memory location from attackers [8]-[12]. Isolating
kernel memory from user space reduces the risk of memory-
based attacks and protects kernel data structures [8]-[12].
Some modern DRAMs use target row refresh to automatically
refresh adjacent rows when rowhammer activity is detected
[8]-[12]. However, some of the countermeasures provide in-
complete protection. For example, memory access mitigation
techniques do not provide comprehensive protection against
all rowhammer variants [8]-[12]. Some countermeasures, such
as target row refresh, rely on specific hardware features that
may not be present on the target system [8]-[12]. Many
other hardware/software-based mitigation techniques either
need hardware changes, follow heuristic approaches, impact
performance, are complex, or are incompatible with legacy
systems [8]-[12]. Furthermore, new attack methodologies
might make the old solutions ineffective [8]-[12].

Identifying rowhammer-susceptible cells can be an effective
solution to address the shortcomings. However, identifying
such DRAM cells is challenging, primarily because of un-
known logical-to-physical mapping, memory configurations,
random physical factors, and complexity. Prior work used
statistics to find rowhammer-vulnerable cells by studying
memory cell features and testing a smaller sample of represen-
tative memory [13]. However, this method relies on performing
rowhammer attacks on the DRAM under test, which is time-
consuming and expensive since they also need to reverse-
engineer DRAM to locate the cells physically. Furthermore, it
can age the devices and impact the reliability. In this article,
we make the following contributions.

e We reduce the DRAM latency and correlate resulting

latency errors with rowhammer errors.

o« We find wordlines generating more errors at reduced
latency are more rowhammer-susceptible due to frequent
access. Furthermore, DRAM cells flipping at reduced
latency are smaller and leak faster.

o We experimentally support our claim on commercially
available DRAM modules. We investigate if rowhammer-



vulnerable cells or wordlines can be identified by lower-
ing latency and analyzing the resulting latency errors.

The rest of the paper is organized as follows. In Section
II, we briefly present the DRAM architecture, operation,
and timing. This section also covers rowhammer attacks and
countermeasures. Section III experimentally demonstrates the
correlation between rowhammer errors and reduced latency
errors. We conclude our work in Section IV.

II. BACKGROUND
A. DRAM Architecture, Operation, and Latency

The organization of a modern DRAM system is illustrated
in Fig. la. Modern DRAM systems include channels (data
transfer pathways), ranks (sets of memory modules treated as
a unit), banks (logical divisions within DRAM modules for
concurrent access), DRAM chips (individual circuits storing
data in cells), DRAM cells (the smallest units of data storage
using capacitors and transistors), and a memory controller
(manages data flow between the computer’s main memory
and the processor, facilitating efficient access). Memory com-
mands, address space, and data flow between the memory
controller and DRAM modules occur via the memory channel,
which is usually 64-bit wide. Each DRAM chip includes
multiple banks to support parallelism.

Within a memory bank, DRAM cells are arranged in a
two-dimensional array, with rows referred to as wordlines
(or pages) and columns as bitlines, which are connected to
the row-buffer. The chip density and size determine the total
number of rows. A DRAM cell consists of an access transistor
for reading or writing data and a capacitor to retain charge.
The charging state of the capacitor determines the stored value:
a fully charged capacitor signifies a logic ‘1’, while an empty
capacitor signifies a logic ‘0’. The access transistor connects
the capacitor to a bitline and is controlled by the wordline.

Initially, all birlines are precharged to Vy;/2 during the
precharge state. Subsequently, the wordline is activated in the
following state by elevating its value to V4. Upon activating
the pass-transistor in the DRAM cell, charge flows between
the capacitor and the respective bitline. If the stored value is
‘0’, the charge moves from the bitline to the capacitor, and
vice versa. In the final stage, the sense amplifier connected to
the bitline amplifies the bitline voltage, resulting in a robust
logic ‘1’ (or ‘0’).

Timing is crucial for reliable DRAM operation; it ensures
synchronization with the memory controller and other sys-
tem components [14], [15]. Different types of DRAM have
specific timing requirements that must be adhered to for
compatibility and optimal performance [14], [15]. Fig. Ic,
represents an overview of all the significant timing param-
eters associated with a DRAM module. Initially, all bitlines
are precharged to Vyy/2. To access data from a specific
wordline, an ACTIVATE (ACT) command is applied to the
corresponding wordline. Subsequently, the memory controller
transmits a READ/WRITE command to either sense the voltage
perturbation on the bitlines or write data to the memory
cells. The minimum time interval between the ACT command
and the READ/WRITE command is defined as the activation

time latency tRCD. The Column Access Strobe (CAS) la-
tency, tC'L, represents the minimum waiting time to retrieve
the first data bit on the data bus after issuing a READ
command. Following a successful READ/WRITE operation,
a precharge command (PRE) is applied to deactivate any
previously activated wordlines, restoring the bitlines to their
initial precharged state at Vgq/2. If a WRITE command is
used, the PRE command should be further delayed by the
tW R period (write recovery time) at the end of the write data
burst. The PRE command must be maintained for at least
the tRP (precharge time) duration before sending the next
ACT command. The period from the activation state to the
commencement of the precharge state is referred to as the row
active time or restoration latency tRAS. The sum of tRAS
and tpp represents the total time necessary to access a single
row in a bank, known as the row cycle time (tRC).

Reduced DRAM latency [16]-[19], while beneficial for
improving memory access speed [15], can also potentially lead
to an increased risk of unreliable or faulty memory opera-
tions. This can sometimes result in data corruption or system
instability if not properly managed and tested [15]-[20]. For
example, at the reduced trp, some of the bitlines will not
be fully precharged to Vg4/2 (i.e., they show deviation from
Vaa/2) and might produce the wrong output [15]. Similarly,
an incorrect operation is observed if the tRCD is lowered
below the recommended latency [15]-[19], [21].

B. Rowhammer Attack and Countermeasures

The continued scaling of DRAM technology provides con-
siderable benefits such as reduced cost-per-bit by enabling
the integration of memory cells in a tiny chip/die, but it has
also introduced unintended vulnerabilities [5], [6], [12], [22].
The high density and small memory cell sizes of modern
DRAM arrays lead to reduced reliability and robustness. This
decreased noise immunity enables malicious triggering of
disturbance errors to flip bits in neighboring memory cells [5],
[6], [12], [22]. The primary reasons for such disturbance errors
are [5], [6], [12], [22]-[24]: (1) electromagnetic coupling which
can inject noise to adjacent rows during wordline voltage
changes, (ii) accelerated charge transfer between bridged cells
from wordline toggling, and (iii) cell leakage from silicon
aging damage.

In DRAM, frequently accessing, or “hammering”, of a row
(i.e., aggressor wordline, Fig. 1b) can induce disturbances
in nearby rows (i.e., victim wordlines, Fig. 1b) and flip the
stored bits in the victim rows. This rowhammer phenomenon
exploits the physical proximity and electrical coupling of
densely packed cells. [5], [6], [12], [22]. By rapidly activating
a rowhammer aggressor row before periodic refresh, attackers
can deliberately induce bit flips in victim rows based on several
factors: (i) aggressor/victim row contents, (ii) hammer access
frequency, (iii) architecture, (iv) process variation, (v) operat-
ing conditions, and (v) device age. Single-sided rowhammer
targets one victim side, while double-sided targets both sides
for higher accuracy. However, the double-sided approach is
more complex than the single-sided variant, demanding finer
control over memory accesses [12], [22].
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Fig. 1: (a) DRAM Architecture, (b) rowhammer attack: the victim wordline is disturbed by continuous writing/reading the

adjacent aggressor wordlines [6], and (c) DRAM timing [14].

Detection, neutralization, and elimination are the three pri-
mary solutions for building a rowhammer-resistant electronic
system [8]-[12]. Common software-based solutions against
rowhammer attacks include static analysis, monitoring per-
formance counters or access patterns, preventing exhaustion-
based page placement or physical proximity to the kernel
pages, increasing the refresh frequency to recharge the leaky
cells more often, restricting CLFLUSH command to avoid
disabling cache locality, using cell isolation techniques to
reduce coupling/crosstalk effects, and implementing error-
correcting codes [8]-[12]. Hardware-based countermeasures
involve target row refreshing, memory isolation, error cor-
rection, advanced memory controller, rowhammer-resistant
memory architectures, etc. Some of these methods relay on
counting all potentially vulnerable aggressor row activations or
using a probabilistic model to refresh neighbor rows [25]-[28].
However, most of the existing countermeasures require hard-
ware changes, leading to performance degradation, increased
power overhead, or potential weakening as the device ages
[8]-[12]. Moreover, as advanced attack methods consistently
bypass previously deemed secure countermeasure techniques
[11], the need for more robust solutions becomes increasingly
evident.

TABLE I: Number of cells/wordlines affected by the rowham-
mer attack.

Rowhammer Errors
DRAM #1 #2 #3 #4 | #5 | #6
Affected cells 10342 | 9874 | 7854 0 5 0
Affected wordlines 4712 5487 | 6041 0 3 0

III. ROWHAMMER AND LATENCY CORRELATION

Capacitive crosstalk and electron injection/diffusion/drift are
the two primary causes of rowhammer errors [29]. Although
there is no straightforward correlation between the rowhammer
vulnerabilities and DRAM latency, this article aims to discover
the correlation between them. In rowhammer attacks, the
attacker changes the data frequently within an aggressor row
to induce changes in the contents of the victim row, and

more frequent memory access typically results in a higher
occurrence of rowhammer errors. On the other hand, different
cells within the same DRAM chip have different reliable
operation latencies primarily due to the design (i.e., architec-
tural), process, and manufacturing variations [15], [30], [31].
Reduction of DRAM latency from the standard values may
result in unreliable operations, such as changes in memory
content or insufficient time for accurate data writing [15], [30],
[31]. The strategy of lowering DRAM latency to boost DRAM
performance and generating random numbers or device signa-
tures has been utilized in the past [32], [33].

We execute rowhammer attacks on DRAM to explore po-
tential correlations between latency and rowhammer effects.
We experimented with six DDR3 modules from two different
manufacturers' using SoftMC on Xilinx ML605 FPGA as
shown in Fig. 2, [5], [21]. In most cases, we observed that
each wordline typically suffers one, two, or three rowhammer
errors. Table I shows the error profile of three DRAMSs
that experience rowhammer errors. We did not observe any
rowhammer errors in other DRAMs.

Fig. 2: Experimental setup for rowhammer attack and latency
reduction [21].

To obtain the latency distributions, we used the same
SoftMC to profile the error distribution at reduced latency
[21]. We observed the outputs at the reduced latency with
different input patterns (e.g., all 1s, all Os, or checkerboard
patterns). The standard latencies for these DRAM modules

"'Manufacturer 1: Micron, Manufacturer 2: Samsung



TABLE II: Error counts from the reduced latency.

Latency Errors (LE)
Latency (L) Reduction Number of wordlines (LEW) Number of cells (LEC)
DRAM I [ DRAM2 [ DRAM 3 DRAMI | DRAM2 | DRAM 3

20% of standard tRCD 0 0 512 0 0 1,387
40% of standard tRCD 513,299 604,419 577,812 10,310,000 11,010,000 10,251,000
60% of standard tRCD 13,887,912 | 15,722,144 | 12,112,334 | 389,803,324 | 512,322,113 | 591,225,781

20% of standard tRP 5,837 63,264 69,822 12,130 131,400 112,200
40% of standard tRP 549,673 652,383 532,527 10,312,465 11,011,123 10,251,337

60% of standard tRP 15,321,126 | 14,852,132 | 14,735,221 | 427,801,223 | 517,833,312 | 612,017,884
20% of standard tRAS 0 0 0 0 0 0
60 % of standard tRAS 0 0 0 0 0 0

TABLE III: Latency reduction errors vs. rowhammer errors.

0.6tRCD 0.6tRP Union (0.6tRCD, 0.6tRP)
DRAM 1 | DRAM2 | DRAM3 | DRAM1 | DRAM2 | DRAM3 | DRAM 1 | DRAM 2 | DRAM 3
Coverage of cell (in %) 64.16 69.13 64.42 71.15 73.36 68.33 88.15 83.12 78.33
Coverage of wordline (in %) | 73.54 72.03 78.17 73.53 72.12 77.24 84.51 92.12 92.24

are 13.75ns for tRCD, 35ns for tRAS, and 13.75ns for tRP.
The output of a cell (i.e., the read bit at the reduced latency)
is called the “same output” or “errorless output” if the output
of the cell is the same as the written bit. If the output of
a cell is different than the written one, it is called “flipped”
or “faulty” output. We observed a positive correlation between
the reduction of latencies and an increase in total error (i.e., the
number of flipped outputs). Table II shows the error profiles
of the DRAMs at the reduced latency. The findings are
also illustrated in and Fig. 3 where X-axis represents the
percent reduction of latency and Y-axis represents the LE
in log-scale.

Based on our experimental data, we have observed the
following.

o tRCD (row to column delay) determines the time it
takes to open a memory row and access any column
within that row. Reducing tRCD can lead to quicker
access to data within a row, improving overall memory
access performance for all subsequent accesses to that
row. A reduced tRCD may enable the attacker to activate
and access rows more quickly, potentially increasing the
frequency of memory accesses to the aggressor row. In
our experiment, we observed that a substantial reduction
in tRCD is required for error detection. However, pushing
tRCD to lower levels further led to significantly increas-
ing errors. Furthermore, increasing the refresh interval
resulted in a significant overall rise in error count.

o tRP (row precharge time) is the time it takes to
close a row after it has been activated. A reduced tRP
can potentially affect almost all cells of a row. When
tRP is reduced, the rows can be closed more quickly.
Consequently, the attacker can access it more often,
increasing the chances of triggering the rowhammer effect
and potentially causing bit flips in nearby rows. The error
patterns when reducing tRP and tRCD are quite similar.

o tRAS (row active time) specifies the minimum time a
row must remain active before it can be precharged or
deactivated. It defines the duration of time that a row
is open for data access. Nevertheless, no errors were
detected at the lowered tRAS setting when adhering to the

recommended refresh interval. However, as we extended
the refresh interval, errors emerged in specific DRAM
modules operating with the reduced tRAS. This increase
in the refresh interval corresponded with a noticeable
escalation in the overall error count.

In our experiment, we observe that many cells or wordlines
are affected if we reduce the DRAM latency by 75%. Table
IIT represents the correlation among cells/words that experi-
ence errors from rowhammer attack and latency reduction.
Our study reveals a significant correlation between individual
latency reduction and increases when considering both latency
reductions. We introduce the following coverage metrics to
quantify the correlation.

o Cell Coverage: This metric indicates whether the sus-

ceptibility of DRAM cells to rowhammer can be iden-
tified by reducing DRAM latency. It is defined as

Number of Cells with Common Errors
Number of Cells with Rowhammer Errors® .
o Wordline Coverage: In contrast, the wordline coverage in-

dicates if a wordline is more susceptible to a rowhammer
attack if affected at the reduced latency. It is defined as

Number of Rows with Common Errors
Number of Rows with Rowhammer Errors"®

A DRAM cell in a victim row is likelier to be flipped when
it strongly competes with the DRAM cells in the aggressor
rows. Therefore, this study aims to identify those very strongly
coupled cells: a cell is more susceptible to rowhammer if it is
highly coupled with the cells of aggressor rows. We find some
cells produce stable flipped outputs at reduced latencies while
others are noisy. These noisy cells switch between right and
wrong outputs. The strongly coupled cells produce very stable
outputs or very noisy outputs: they are usually affected by the
nature of neighbor cells. Authors in [34] observed very similar
with SRAM cells. The experiment demonstrated that a cell’s
start-up values are highly dependent on the start-up nature of
its neighbor cells: a stable cell (i.e., the start-up value is always
0 or always 1) is surrounded by stable cells and a noisy cell
(i.e., the start-up value always switches between O and 1) is
surrounded by noisy cells. Our experimental results show that
the cells with more stable cells at the reduced latency correlate
better with rowhammer errors. We argue that the cells are very
noisy or very stable at the reduced latency for the following
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Fig. 3: Errors at the reduced latency: LEW for (a) tRP, (b) tRCD; LEC for (c) tRP, (d) tRCD.

three reasons: (i) they are strongly coupled with the neighbor
cells, (i) power supply or other environmental noise, and (ii)
the size of the capacitors. However, the sample size is too
small to make such a claim.

From the above results, we have the following conclusion.

o The smaller cells are more prone to leakage and, there-
fore, more susceptible to rowhammer attacks. If two
DRAM cells are equally distant from the buffer row,
the low latency cells usually have low capacitors and,
therefore, are more susceptible to rowhammer attack.
This is because it can result in reduced charge retention
capability.

o Smaller cells and reduced latencies can make cells more
susceptible to disturbance, increasing the likelihood of
errors. Therefore, a cell that creates flipped output at the
reduced latency has more chance to flip from rowhammer
attacks.

« It is possible to access rows more frequently if they have
lower DRAM latencies related to row activation, which
makes the attack easier. Low latency wordlines can be
accessed more frequently.

« More noisy or more stable outputs at the reduced latencies
may be tied with the coupling. These cells are more
susceptible to rowhammer attack. However, we need
more data and samples to make such a conclusion.

« DRAM latency reduction can be used to identify the sus-
ceptible rows and can be used along with other mitigation
techniques, such as a more frequent refresh of vulnerable
words or rows.

IV. CONCLUSION

This article presented the correlation between errors re-
sulting from rowhammer attacks and latency reduction. Our
experimental results on DDR3 DRAM show that: (i) wordlines
with lesser latency can be accessed more frequently, making
them prime candidates for aggressor attacks; (ii) wordlines
experiencing increased errors due to latency reduction typi-
cally have cells with smaller capacitance, resulting in faster
discharge compared to cells with larger capacitance; (iii) cells
exhibiting more stable (i.e., producing consistent “wrong” or
“right” output) or noisier with the latency reduction may have
a strong coupling effect, rendering them more susceptible to
rowhammer attacks. In the future, we plan to collect data from
additional DRAM samples and formulate an algorithm capable

of testing DRAM for rowhammer vulnerabilities by analyzing
latency errors.
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APPENDIX

Device Aging vs. Disturbance Errors: With transistor
aging, a DRAM might become leakier, or the cell isolation
techniques to improve the robustness of the DRAM might
become weaker [35]. Consequently, a DRAM might become
more vulnerable to rowhammer attack. To demonstrate how
rowhammer vulnerability changes as DRAM ages, we applied
high temperature and high voltage for the 3, 5, and 8 hours
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Fig. 4: A recycled DRAM might become more vulnerable to
rowhammer as device ages.

e Observation 1: The number of erroneous cells (distur-
bance errors) increases as the device ages (Fig. 4).

¢ Observation 2: Some modules, such as DRAM4 and
DRAMS, may develop vulnerability to rowhammer as
the device ages, even if they were initially resistant. For
DRAM4, no disturbance errors are observed at 0 hours
(fresh), 3 hours, or 5 hours of aging, but a few errors
are noticed after 8 hours of aging. Regarding DRAMS,
disturbance errors are detected after aging the device for
only 3 hours, and their frequency increases with further
aging.

o Observation 3: The minimum number of required row
accesses to flip the first bit reduces as the device ages.
It requires ~ 13% fewer attempts to flip the first bit for
DRAMI1 with 8 hours of accelerated aging.
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