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We provide the first tensor-network method for computing quantum weight enumerator polynomials
in the most general form. If a quantum code has a known tensor-network construction of its encoding
map, our method is far more efficient, and in some cases exponentially faster than the existing approach.
As a corollary, it produces decoders and an algorithm that computes the code distance. For non-(Pauli)-
stabilizer codes, this constitutes the current best algorithm for computing the code distance. For degenerate
stabilizer codes, it can be substantially faster compared to the current methods. We also introduce novel
weight enumerators and their applications. In particular, we show that these enumerators can be used to
compute logical error rates exactly and thus construct (optimal) decoders for any independent and identi-
cally distributed single qubit or qudit error channels. The enumerators also provide a more efficient method
for computing nonstabilizerness in quantum many-body states. As the power for these speedups rely on a
quantum Lego decomposition of quantum codes, we further provide systematic methods for decomposing
quantum codes and graph states into a modular construction for which our technique applies. As a proof of
principle, we perform exact analyses of the deformed surface codes, the holographic pentagon code, and
the two-dimensional Bacon-Shor code under (biased) Pauli noise and limited instances of coherent error

at sizes that are inaccessible by brute force.
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I. INTRODUCTION

Topological and geometrical insights have led to a num-
ber of recent breakthroughs in quantum error correction,
e.g., Refs. [1-3]. On the other hand, quantum weight
enumerator polynomials [4] provide a complementary,
algebraic perspective on quantum error-correcting codes
(QECCs). Quantum weight enumerators contain crucial
information of the code property. A number of variants
and generalizations have also been applied to derive linear
programming bounds [5—7], to understand error detection
under symmetric [8] and asymmetric [9] Pauli errors, and
for generating magic state distillation protocols [10]. In
quantum many-body physics, enumerators, also known as
sector lengths, have been used to study the entanglement
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structure [11] of quantum states. The weight distribu-
tions of operators have also played an important role in
quantum chaos [12]. However, wider applications of the
quantum weight enumerators have been relatively limited
beyond codes or states of small sizes compared to the other
approaches partly to due their prohibitive computational
costs.

Building upon the previous framework of quantum
Lego (QL) [13] and the recently developed tensor-
weight-enumerator formalism [14], we revisit the weight-
enumerator perspective of quantum error correction and
provide a more efficient method to compute them. We
present new results in both formalism and in algorithm
that enable a number of novel applications for quantum
error correction, measurement-based quantum computa-
tion, and quantum many-body physics. On the formal-
ism level, we review abstract weight enumerators and
their corresponding MacWilliams identities [14]. We then
introduce mixed enumerators, higher genus enumerators,
coset enumerators, and generalized enumerators, which
are useful for the study of subsystem codes, decoders,
and logical error probability under general independent
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and identically distributed (i.i.d.) single-qubit error
channels.

On the algorithmic level, we provide a tensor-network
method for computing these quantum weight enumerators
in their most abstract forms. Because one can read off
the code distance from weight enumerators, the problem
of finding them is at least as hard as the minimal dis-
tance problem for classical linear codes, which is NP hard
[15-18]. We show that quantum weight enumerators also
produce optimal decoders, hence the general problem is
at least #P complete, which is the hardness of evaluating
weight enumerators for classical linear codes [19]. How-
ever, more efficient algorithms are possible if additional
structures are known. To the best of our knowledge, our
work constitutes the best current algorithm for generating
quantum weight-enumerator polynomials as long as a good
QL construction for the quantum code is known. Com-
pared to the brute-force method, our algorithm provides up
to a substantial speedup.

The enumerators immediately induce a protocol to com-
pute quantum code distances. To the best of our knowl-
edge, it provides the first such protocol for general quan-
tum codes beyond (Pauli) stabilizer codes, which can
be exponentially faster than brute-force search in many
instances. For nondegenerate Pauli stabilizer codes, the
complexity scaling is roughly comparable with existing
algorithms for classical linear codes under reasonable
assumptions, which implies that it scales exponentially
with the code distance. For degenerate codes, our method
can be exponentially faster in certain instances compared
to known methods based on classical linear codes.

Finally, we introduce novel applications and new
abstract enumerators that have not been discussed in the
literature. We generalize [8] and connect enumerators to
logical error probabilities when the code is subjected to
any i.i.d. single-qudit error channel. We then provide the
optimal decoder for any code that admits a known QL con-
struction and propose a more accurate method to compute
effective distances and error thresholds. Our arguments
hints at a general connection between the hardness of dis-
tance calculation, optimal decoding, and the amount of
entanglement present in the system. Because the speedup
relies on a tensor-network construction of the quantum
code or quantum state in question, we also provide a sys-
tematic method for building all stabilizer codes and graph
states using quantum Lego. This also includes the cases
where the stabilizer group is non-Abelian, such as the
quantum double models. These breakthroughs lift a long-
standing computational barrier for the exact analyses of
quantum codes and resource states in measurement-based
quantum computation. Additionally, we show that the
higher genus weight enumerator of pure states computes
the nonstabilizerness of a state, thus providing an another
efficient method for the challenging task of computing
quantum many-body magic.
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FIG. 1. Summary of contributions. Topic dependencies are
red-green-blue color coded. If all three colored topics in the for-
malism section are used, then the color is white. Cyan indicates
green and blue topics. Yellow indicates red and green topics.
Black indicates that it does not use any of the new formalism,
but is a new tensor-network construction. Half shaded grey and
blue indicates it uses grey and blue topics. Half shaded grey and
white indicates that it uses all four formalism topics.

As a proof of principle, we derive weight enumerators,
compute (biased) distances, and obtain exact analytical
expressions for logical error probabilities under depolar-
izing and coherent noise for a few well-known stabilizer
and subsystem codes that are of order a hundred qubits
or so. The novel contributions in this paper are summa-
rized in Fig. 1. Overall, the tensor-network-based approach
to quantum weight enumerators provides both a unified
framework and the practical means for studying code prop-
erties, decoding, entanglement, and magic in quantum
codes and quantum many-body systems at large.

In Sec. II, we review the basics of weight-enumerator
polynomials in the most abstract form and introduce their
generalizations. In Sec. 111, we discuss their existing appli-
cations for computing code distance and extend their appli-
cations for error detection under general error channels.
We present novel constructions, such as mixed enumer-
ators, higher genus enumerators, and coset enumerators.
We introduce new applications of these enumerators in
building optimal decoders, in analyzing subsystem codes,
and in computing nonstabilizerness in quantum states.
We show that the error-detection threshold for a large
class of codes have a universal value of 1/6 and sug-
gest improvements for threshold computations based on
existing sampling-based methods when used in conjunc-
tion with enumerators. Then we discuss the computational
cost of this method and provide some entanglement-based
intuition in Sec. V. As a proof of principle, and to provide
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novel analysis of existing codes, we study some com-
mon examples and explain their significance in Sec. VI
In Sec. VI A we construct various weight enumerators of
the (rotated) surface code and its deformations. We com-
pare their performances under biased noise and coherent
error channels. In Sec. VIB we provide a new tensor-
network construction of the two-dimensional (2D) color
code using Steane codes as basic building blocks and com-
pute its enumerators. In Sec. VI C we study different bulk
qubits with mixed enumerators in the holographic HaPPY
code. We obtain their (biased) distances and performance
under (biased) Pauli noise. In Sec. VID we apply the
mixed enumerator technology to the Bacon-Shor code and
showcase its computation for subsystem codes. Finally, we
make some summarizing comments in Sec. VII and pro-
vide insights on the connection with the stat mech model
and graph states.

We prove the relevant theorems, discuss technical
implementations and clarify practical simplifications in
the Appendices. Although not stated explicitly, the dis-
tance finding protocol introduced in Ref. [20] effectively
computes the Shor-Laflamme enumerators for a subset
of stabilizer codes known as local tensor-network codes.
Their approach also shares a number of similarities with
our own, which we explain in Appendix C3. For such
stabilizer codes, our protocol generally offers a quadratic
speedup in the form of reduced bond dimensions. In the
regime where the stabilizer code has a high rate and code
words are highly entangled, our method can lead to an
exponential advantage using the quantum MacWilliams
identities.

II. GENERAL FORMALISM

Throughout the paper, we represent multi-indexed
objects like vectors and tensors in bold face letters A, B
to avoid clutter of indices. Scalar objects are written in
regular fonts like 4, B.

A. Abstract scalar weight enumerator

Abstract scalar weight enumerators introduced in Ref.
[14] include common enumerators discussed in the liter-
ature [4,6,9]. Let £ be an error basis on Hilbert space £)
with local dimension g. A weight function is any function
wt: & — ZF,. We extend this (without introducing new

notation) to wt : £" — Z‘;O by

WiHE ® - ® E,) = wt(Ey) + - - - + wt(E)). (2.1)

For a k tuple of indeterminates u = (uy, ..., u;) we write

e — u\l'\'l(E)l » _urft(EJ.t' 2.2)

We can then define abstract enumerators of Hermitian
operators M}, M, for a weight function wt as

A(u; My, My) = ) Tr(EMy) Tr(E M) u™®
Ecén

B(u; My, My) = ) Tre(EMiETMp)u™®.
Ecén

(2.3)

These polynomials satisfy a quantum MacWilliams iden-
tity. Let us restrict to the case where our error basis satisfies
EFE'F' = w(E,F)I for a phase w(E,F). This includes
the Pauli basis (of local dimension g) as well as general
Heisenberg representations. Consider the (polynomial-
valued) function f(E) = u™® for a weight function wt :
& — Zk,. Then the discrete Wigner transform of this
function is

f(D) = 1 Y w(E,D)f(E) = ! Y w(E,Dyu™®.
q E 9 E
(2.4)

Theorem 1. Suppose there exists an algebraic mapping
®(u) = (®1(u),...,Pr(u)) such that

d™®? =F(D) = lew(E,D)u““E’. (2.5)
9%

Then for any M), M, we have

B(u: My, My) = A(®(u): My, M). (2:6)

Proof. See Ref. [14]. |

The map & is a generalization of the discrete Wigner
transform. For the remainder of the work, we take £ to
be the Pauli group. By considering different forms of the
variable u, abstract weight function wt, and transformation
@, one can recover existing scalar enumerator polynomi-
als and their MacWilliams identities. For completeness, we
review a few common enumerators in Appendix A that are
used in this work.

B. Generalized abstract weight enumerators

Slightly extending the form in the previous section, we
define a novel generalized weight enumerator.

A(u; My, M) = Z‘ Tr[EM,] Tr[FT M Ju™ED
E Fe&n

B(u; My, M,) = Z‘ Tr[EM, F My Ju™EP |
EFeEn

2.7)

where wt(E,F) is an abstract function of the operators
E, F and u is a set of variables. It has no obvious classical
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analogues as far as we know. These types of enumerators
are useful in analyzing qudit-wise general error chan-
nels. We further elaborate this connection in Sec. IIIB
for coherent noise and other single-qubit errors such as
amplitude damping channels. We are not able to iden-
tify MacWilliams identities for these types of enumerator
polynomials in general.

C. Tensor weight enumerators

One can generalize the above scalar enumerator formal-
ism to vectors and tensors. The reasons for this extension
is twofold: (1) the novel vector or tensor enumerators can
probe code properties unavailable to their scalar counter-
parts and (2) the cost for computing scalar enumerators is
generally expensive and scales exponentially with n — k.
However, by contracting suitable tensor weight enumer-
ators, one can break down the computation of scalar enu-
merators into manageable pieces and render the process far
more efficient. In this section, we briefly review the basic
definitions of these vectorial and tensorial enumerators and
introduce their graphical representations.

From Ref. [14], we define tensor enumerators

ADwML,My) = ) ) Tr((E @ F)M)
E,EcEm Fegn—m

x Tr(E" @ FYM)u"Peyp, (2.8)

BY (u; My, My) = Z Z Tr((E ®; F)M,
E,FcEm Fegn—m

x (E' ®@; FMy)uw" ez, (2.9)
where {epj} are orthonormal basis vectors of a q*-
dimensional vector space. Here, wt(F) is an abstract
weight function we discussed in the previous section and
u can be an n tuple of variables, and J C {1,...,n} is a
set of m qudits and locations. We write @, denotes the
tensor product of length m Pauli string E interlaced with
Pauli string F' of length n — m at the positions marked in
the setJ. Later we will also use £"™[d] as the set of Pauli
operators F on n — m sites that have weight d.

To give a more concrete illustration of these objects
consider the case of a rank-1 tensors (m = 1), which we
refer to as vecfor enumerators. For simplicity consider the
usual (quantum) Hamming weight where u = z and wt(E)
returns the number of nonidentity tensor factors in the
Pauli operator E. ForJ = {j } the vector enumerators along
leg j read

ADG M1, Mo) = 30 D AL (BB My, Ma)zeg .
E,Eeg d=0
(2.10)

FIG. 2. Vector enumerators.

BO My, My) = Y Y BY(E.E: My, Mo)zer

E.Eeg d=0
(2.11)
with coefficients (weights) here are defined as
AV (EE MM
d 3y 1s 2)
= Y T(E® F)M)Tr((E' & FMy),
Fe&n—1[d]
(2.12)

BY(E,E; My, M))

— Z Tr((E ®; F)My(E' ®; F)My).  (2.13)
Feen—1[4]

The £"~'[d] here is the set of operators that have weight
d on the n — 1 qubits except the j th one, and E ®; F is a
Pauli string that has E inserted on the j th position of the
Pauli string:

EQF=FIQFR®..Fi_1QE ®@F1® ---QF,.

Formally, it is also convenient to express these coefficients
in coordinates, once we have chosen a standard basis {e; }.
For example, one can denote

AV (EE M M) — 4,
BY(E,E; My, My) — B,

(2.14)
(2.15)

by identifying j = 0,...,q* where E,E each has g dis-
tinct values. For simplicity, we abuse notation and use j
as an open index that labels the dangling leg that comes
from the j th qudit. The corresponding vector enumer-
ator polynomials are A (z; My, M»), B (z; M1, M), which
we represent graphically as rank-1 tensors in Fig. 2.

In the same vein, the coefficients for a tensor enumerator
of rank m may be written as

Y AP EE M My — Y AT = grieein(g),
d d

(2.16)

> B EEM M) — ) BT = B,
d

d
(2.17)
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A(2)a,2,21

FIG. 3. WEP from tracing [[4, 2, 2]] codes.

where each tensor coefficient 4/192-Jm(z), B/1J2-im(z)
is a scalar enumerator. A graphical representation of
AJ2--9m(z) is given below in Fig. 4 (top left).

In practice, it is often sufficient to consider reduced
versions of these enumerators that only keep the diago-
nal terms with E = E, which we represent using the same
graphical form, but now with reduced bond dimension j; =
1,..., q2 Such enumerators are known as the reduced enu-
merators and they are sufficient for studying Pauli errors in
stabilizer codes. See Ref. [14] and Appendix B 3. In this
work, we use the color blue to denote 4-type enumera-
tors and orange to denote B-type enumerators. We often
drop the variable z or u to avoid clutter, but it should be
understood that the tensor components of these objects are
polynomials.

One can also easily define other tensor enumerators such
as the double and complete enumerators by choosing dif-
ferent expressions for the abstract forms u and weight
functions wt(E). An extension to the generalized abstract
tensor enumerator is also possible. Details are found in
Appendix B.

D. Tracing tensor enumerators

Let us define a trace operation A; ; over the tensor enu-
merators, which connects any two legs j,k in the tensor
network. Graphically, it is represented by a connected edge

FIG. 4. Graphical representation of a type-4 tensor enumerator
(box). Tracing the type-A tensors as in Eq. (19). Green region can
be seen as 4/1v2l--+/m (u). Traced legs are red.

in the dual enumerator tensor network. Acting on the basis
element eg 7 we define

N KCEE = CE\(E; Ep)E\(E; By (2.18)

when E; = E and E; = E} and zero otherwise.

Each contraction can be understood as tracing together
two tensors. However, we can also view the two tensors as
a single tensor enumerator (using the tensor product) then
performing a self-trace, which is necessary and sufficient
to build up any tensor network. Informally, the trace of the
tensor enumerator is the tensor enumerator of the traced
network, which is formally stated as the following.

Theorem 2. Supposej,keJ C {l,...,m}. Then
AAY (u; My, My) = AVNVRD (u & oMy, A M),
and similarly for B¢,

Proof. See Theorem 7.1 of Ref. [14]. |

Theorem 2 allows us to compute the weight enumerator
of a contracted tensor network by contracting the tensor
enumerators of each QL block. For example, to construct a
scalar enumerator given the QL representation of an encod-
ing map in Fig. 3, we first lay down its “shadow” that is
the tensor enumerator for each [[4, 2, 2]] atomic code. Then
we trace together these blocks following the same network
connectivity.

The component form of contracting tensor enumerators
can be expressed as the conventional sum over indices for
a tensor trace. For reduced enumerators at ¢ = 2 this reads,

AT m T Tk (u)

— Z A2l () T2 T T ()

J1d25el

(2.19)

and similarly for B(u; M1, M), where the only difference
from a traditional tensor network is the variables u asso-
ciated with the polynomial. One can connect these tensors
sequentially; at each step an atomic code is glued to the
(generically) bigger connected component, Fig. 4. For the
full tensor enumerator, or when ¢ > 2, we need to take
more care in raising and lowering the indices to recast them
into the proper covariant and contravariant forms before
summing over repeated indices.

While it is natural to use symbolic packages to imple-
ment this formalism, we will also elaborate in Appendix C
how to implement these objects as the usual multilinear
function without symbolic packages using conventional
tensor-network methods.
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II1. APPLICATIONS OF WEIGHT
ENUMERATORS

A. Code distance from enumerators

The genesis of quantum weight enumerators came from
the case M} = My =TI, the projection onto a stabilizer
code, and u™® = z*"®)  After an appropriate normal-
ization, the enumerators A™™(z) = A(z)/K?, B"™™(z) =
B(z)/K encode the weight distributions of stabilizers (log-
ical identities) and normalizers (all logical operators) of
the code, respectively [4]. The normalized polynomi-
als A™™(z), B™™(z) have By = Ap = 1. It follows that
Bro™(z) — A"™(z) yields the weight distributions of non-
trivial logical Pauli operators. Therefore, the smallest d
for which By # Ay is thus the (adversarial) code distance.
This observation also generalizes to any quantum code [8].
Formally we capture this in the following result for later
reference.

Theorem 3. Let C be a quantum code, IlI¢ be the
projection onto its code subspace and

Az: Mg, Te) =) Az’ 3.1)
d

B(z: Mg, Te) = ) Baz* (3.2)
d

be its weight enumerator polynomials properly normal-
ized. Then

(a) Ao =By =1,

(b) B4 = Ayg = 0 foralld, and

(c) the code distance is f+ 1 where ¢ is the largest
integer for which B; = 4; forall0 <i <t

A similar version holds for the refined enumerator, as
shown by Ref. [9], from which one can determine the
biased distances for the code (Theorem 6).

As one can read off the distances from the enumerators,
our tensor-network method provides a straightforward way
to compute and verify adversarial distances for all quan-
tum codes whose QL description is known. This provides
the first viable method to compute distances for a quantum
code that need not be a stabilizer code.

B. Error detection

With weight enumerators in hand, we can easily obtain
the probability for uncorrectable errors [8]. For any quan-
tum code C, let I[1¢ be the projector onto the code subspace,
and write the orthogonal projector onto C* as T. We
say an error E uncorrectable if it cannot be detected,
that is [1oETl¢ o I¢, and is not proportional to the log-
ical identity. Operationally, one performs a measurement
with respect to (l'[c,l'[é). An error is detected if the

result is contained in CL. For stabilizer codes, this corre-
sponds to errors with trivial error syndrome that perform a
nonidentity logical operation.

Consider depolarizing channel with unbiased noise,
which acts identically on any single qubit with

pj = (1 =3p)o; +pXp X +pYp; Y +pZp Z, (3.3)

where p; is the reduced density matrix on site j . For stabi-
lizer codes, it is easy to check that the probability of the
random Pauli errors coinciding with a nontrivial logical
operator is nothing but p,, = (B"™ — A"™)(z =p,w =
1 — 3p) because a Pauli error with weight d occurs with
probability p?(1 — 3p)"~?. As in Theorem 3, we have
taken the enumerators to be normalized such that 4y =
By = 1. In general, Ref. [8] shows that the error probability
for any code with dimC = K is

(B™(p,1 - 3p) — 4™ (p,1 - 3p)).
(3.4)

Pre = (K+l)

Note the overall multiplicative factor compared to our ini-
tial estimation using stabilizer code because some logical
errors takes the initial codeword to a nonorthogonal state,
but only the orthogonal component is counted as nontrivial
logical error in this construction.

We can extend the argument of Ref. [8] to more general
error models. Suppose the error channel is given by

7
pj — ZKijK:,
i=1

(35)

which acts identically across all physical qudits, then on
the whole system, the errors act as

E(p) =Y Kipk], (3.6)

where

Ki=K;, ®K;,®---®K,, (3.7)

and i is summed over all g?-nary strings of length n. It is
important to note that for each i, the Kraus operator and its
conjugate are the same, there are no cross terms.

Theorem 4. The nondetectable error probabilities of any
error channel with the form of Eq. (25) is given by
K

P =T (% Z Tk TG TT]

N % 3Tkl ) Tr[}Cil'l]) (3.8)

for a quantum code with dimension K with projector IT.
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Proof. See Appendix D. |

For instance, in the depolarizing channel Eq. (22) each
KC; is simply a Pauli string E € £" weighted by p™® (1 —
3p)" ) Substituting we find that the two terms in
Eq. (27) are simply the enumerator polynomials 4 and B
evaluated at z = p and w = 1 — 3p as expected.

1. General error channels in the Pauli basis

For each K,, its Pauli decomposition K, =) ,ciE
allows us to re-express the error probability in terms of the
generalized weight enumerators in Sec. I1 B. In such cases,
we can reorganize the sum over i by Pauli types. Again,
let the noise model be single-qubit errors that are identical
across all physical qubits such that

2

q
p— ZK;ij - ka,—,PpPT.
i pp

(3.9

Let us label each PP pair as G so that |{G}| = q4 and
so write kg = kpp. For example, {G} = {lI,IX ,XI,IZ,
ZILXX,ZZ ...} (all 16 arrangements) for g = 2.

Then let wtf;, be a weight function

WiLE®F) =Y wig(E:®F)),  (3.10)
i=1
where
1ifE,;QF, =G
wio(E @ F) =] 1O (3.11)
0 otherwise,

and FEQF = ®1-Ei ® F;. Thus wty, counts the number of
times G = P ® P appears in a string £ @ F where E, F
each has length n. The relevant terms can then be expanded
in this basis as

B({ke): T, T = Y Tr[K:K] TT]

= Y mEnFtm [ hge®e”,

EFegn G
(3.12)
A(tkel; TL T = S TG I T 1)
= Y THEm TR I Ry ",
EFegn G
(3.13)

We can then distill a set of enumerators sufficient in
describing the effect of all error channels

A(ugi My, My) = ) THEM ] Ti[F MyJu™ 680,

EFegn
(3.14)
- Wi (E
Bug: M, M) = Y TEMiF'MyJugo®®”, (3.15)
EFegn
where
wtlL (EQF) wii (E@F) Wijp, (EQF) wip, pg (EQF)
Ug = Uy Up, ©ttUpp, -
all g* terms

We see this is nothing but a specific form of the general-
ized enumerator we introduced in Sec. Il B. Note that we
need only to compute the relevant enumerators once. The
effects of different error models are now completely cap-
tured by the polynomials and can be evaluated by inserting
the relevant values of ¢¢.

By substituting the proper expressions for Kraus oper-
ators, we are now in a position to rephrase all identical
single qubit error channels in the form of weight enumer-
ators. In practice, computing the generalized enumerator
that accommodates arbitrary error channels can be rather
expensive. Even for qubits, we would in general require
16 different variables in a polynomial. Fortunately for com-
mon channels, the computation simplifies and it is possible
to express them with a much smaller set. As the Kraus rep-
resentations are not unique it may be possible that some
representations yield more succinct expressions than oth-
ers. For pedagogical reasons, let us apply this to a few
common error channels on qubits.

2. Biased Pauli errors

For a noise model where bit-flip (X) error and phase
(Z£) error can occur independently on physical qubits with
probability py, p;, respectively. The error channel is

P — (1 —Px —P:z +PxPz)P + (px —PxPz)XPX
+pxpz YPY+ (Pz - PxPz)ZPZ-

For stabilizer codes, the probability that the Pauli error
coincides with a nontrivial logical operation is given by
the normalized double weight enumerator of [9]

(D - DH)(x.p,z,w), (3.16)
evaluated at x =1 —py, y =py, z=1—p; and w =p..
Applying Theorem 4, we see that the actual noncorrectable
logical error probability is given by Eq. (35) but again
modified by multiplicative factor K /(K + 1) when taken
into account the effect of nonorthogonal states.
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Similarly, a channel where all Pauli errors have different
independent error probabilities

p—(1 —Px— Py _pz)p +PxXPX +PyYPY+PzZPZ

have noncorrectable error probability given by the com-
plete enumerators,

K
ne F X ] 291 — Fx T Fy T Pz
P K+l( Px:Py>Pz> 1 —Px =Py —P2)
— E(py,pysP 1 =P — Dy —pz))- (3.17)
For definitions of D,DL+ E,F, see Refs. [9,14] or

Appendix A.

3. Coherent error

Pauli errors are in some sense classical; for a coherent
quantum device, unitary errors are also relevant. Compared
to Pauli errors, studies of the impact of coherent errors
are less common [21-23] partly hampered by the com-
putational costs. Nevertheless various methods exist. Here
we examine a special case of single-qubit coherent error
and express it in terms of weight-enumerator polynomi-
als. Suppose we have single qubit and qudit coherent error
applied identically to all physical qubits

pi = Uip;U| (3.18)
acting on each qubit i, where each unitary can be decom-
posed as

Us = al; + bX; + cY; + dZ;. (3.19)
The logical error probability is
_ K /1 1
=T (E TeU'MUM] — o Tr(U'] Tr[UTl])).
(3.20)

Expanding U = ), U; in the Pauli basis, we have Ut =
Y pktE and U= ) kpF where we sum E,F over all
length n Pauli strings. As coeflicients kg, kr depend only
on the number of Paulis that appear in

kp = aﬂ—W(F)bWx(F)ch(F)sz(F), (3.21)

each term in the overall probability is

T U o = Z THENFMkkp

EFe&Em
= Y TdENFMO]a""®p®
EFe&n
x M (F) gwe(F) gn—w(E) pwsc(E) gwy (E) 7wz (E)
(3.22)

TU'I) TH{UN] = Y ToEN] TH{FIIlkbkr
EFecén

= Y TAEMTeFMa" O p*F)
E,Fe&n
s My (F) = (F) gn—w(E) pw(E) wy (E) w2 (E)
(3.23)

These are nothing but the generalized versions of the
complete weight enumerators

A ug My, My) = Y THE M T FMJul Oy ®,
EFecén
(3.24)

B(u,uy: My, My) = Y Te[ETMFMyTuy O uy®
E,FeEn
(3.25)

evaluated at M1 =M, =11, wi = a,x1 = b,y1 =c,z1 =
d and wy,x5,y7,2; at their complex conjugates. To sim-
plify the notation, we absorbed each 4 tuple of variables
into abstract variables u; and weight functions wt(-) such
that

WHE) _ Wiz (E) wiy (E) ;wtz(E)  p—wi(E)

u =X y (3.26)

4. Amplitude damping and dephasing channels

Amplitude damping channel is relevant for supercon-
ducting qubits. Its has a Kraus representation with oper-
ators

1 0
K":(O «/1—}’)
= TP+ 30— T-7)Z,
K _(g f) X+I‘/_

In this case, we only need to keep eight distinct variables
{umr, uiz, uzr, uzz, uxy , uxy, uyx, uyy} as the remaining coef-
ficients kg are 0. In fact, the nonzero coefficients further
satisfy kiz = kzr = ArAz, kpp = |J\.p|2,kx}! = kyy = JLX}_LY
where Ap are the coefficients in the Pauli expansion of
the Kraus operators. Therefore, the end polynomial would
only require four independent variables {A;, Ax, Ay, Az}. In
other words, when summing the polynomial in practice, we
only sum over the qudit strings of local dimension 4 where
the coefficients for G are nonvanishing. Furthermore, one

(3.27)

2
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can rewrite the nonzero coefficients as
wtg(E@F) wip(E) Twip(F)
[Teen = [T [1557,
G P P

which depends on four parameters and is no more compli-
cated than the complete enumerator.
For a dephasing channel, Ky remains the same while
0 0\ 7
Ki=vy (0 1) =2

Expanding and simplifying, we find that it only depends on
two nonzero coefficients cy = (1 + 4/1 — ¥)/2 and ¢czz =
(1 — /T—=7)/2. Thus this is even easier than computing
the original weight enumerator! Furthermore, instead of
summing over the full Pauli group, we only need to sum
over E € Z" where Z is the set of Pauli strings that only
contains [ or Z.

(3.28)

(I -2). (3.29)

C. Effective distance

While adversarial distance is a useful measure of the
goodness of a code, it is also informative to devise more
refined measures like effective distances [24,25] that serve
as useful benchmarks of code performance with respect to
different error profiles. For example, recall that Ref. [25]
defines an effective distance

d = N"log(po(1 —p)™)

for codes under depolarizing channel, where p = py +
py + pz and N is some normalization factor that depends
on the physical error probabilities. In the original
definition, po is the probability where the Pauli noise
implements the most likely nontrivial logical operator.
Using enumerators, we can also produce more precise
effective distances under depolarizing noise, where pg is
replaced by the probability p,, where Pauli noise imple-
ments any nontrivial logical operator. Similar measures
have been used to quantify effective code performance
[24,26]. For example, one can define another effective
distance for some ¢y, 2

(3.30)

deg = c1 log(pr) + 2 (3.31)

such that d.g is higher for lower error rate p;.
Similar to Ref. [26], we also use the normalized logical
error probability

P =pL/ps=o 3.32)

as a measure of code performance throughout this work.
Here p;— is the probability of error nondetection and bet-
ter protection corresponds to a smaller normalized error
rate. This is not a distance measure and it corresponds
to the probability of uncorrectable error where the “error-
correction” protocol simply discards the quantum state
upon detecting an error.

D. Subsystem codes and mixed enumerator

The above applications are general and can be used for
any quantum code. Let us now focus on a few more appli-
cations that are most closely tied to stabilizer codes and
subsystem codes.

Mixed enumerators are made by tracing together tensor
enumerator of both A(u) and B(u) types.

Proposition 1. Let M (u) be a mixed enumerator poly-
nomial obtained from tracing tensor enumerators of 4 and
B types. MacWilliams transform on M (u) produces a dual
polynomial M~ (u), which, up to normalization, can be
built from the same tensor network where we exchange the
A- and B-type tensors.

Proof. The MacWilliams transform commutes with
trace as long as the generalized Wigner transform is its own
self-inverse up to a constant multiple. This is clearly the
case when the tensor enumerators are diagonal, when the
generalized Wigner transform reduces to regular Wigner
transform. The same must also hold true for the general-
ized transform, as the MacWilliams transform commutes
with trace when the tensor enumerators are not mixed. W

A key application is finding the distance of subsystem
codes where we need to enumerate all gauge-equivalent
representations of the logical operators. It is convenient to
think of the subsystem code as a stabilizer code encoding
multiple logical qubits where some of them are demoted to
gauge qubits. To obtain its distance, we first enumerate all
logical operators, which is given by B(u) of the stabilizer
code. This can again be obtained by A(u) and applying
the MacWilliams identity. We then need to enumerate all
gauge-equivalent logical identities of this subsystem code
I(u). Technical details in obtaining 7 (u) can depend on the
specific tensor network in question. However, it is rather
straightforward if all logical legs in the network are inde-
pendent, i.e., the encoding map defined by the QL tensor
network has trivial kernel. For example, this is the case for
holographic code, but not for the Bacon-Shor code tensor
network.

For encoding tensor networks that have trivial kernel,
we can divide the input legs, which we call logical legs in
Ref. [13], into two categories: (i) the ones where operator
pushing produce logical operators, which we now call logi-
cal legs, and (ii) the ones that alter the state of gauge qubits,
which we now call gauge legs. Let us first assume that each
tensor has only one such an input leg that is either logical
or gauge, which is the case for the holographic code. To
enumerate the logical identity, we construct a mixed enu-
merator—for each tensor in the QL network whose input
leg is logical, we contract the tensor enumerator A(u) of
the local atomic code (e.g., the [5,1,3] code in HaPPY)
on the corresponding vertex in the enumerator tensor net-
work. If the tensor in the QL network has a gauge leg,
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FIG. 5. Left: tensor network for a mixed enumerator of the
holographic HaPPY pentagon code, where blue indicates inser-
tion of A(z) and orange B(z). Right: different tensor networks
compute the different distribution of logical operators. The same
exercise can be repeated for logical qubits at different distances
from the center (labeled 0,1,2,3.,4).

then we contract the B(u) tensor enumerator of the local
atomic code (Fig. 5). The resulting tensor network enu-
merates the weights of all g7 for g € G. Then the difference
C'(u) = B(u) — I(u) between these enumerators only con-
tains the weights of nonidentity logical operators, which
informs us about the distance. This is also known as the
word distance [27,28].

Similarly, if we want to compute the distance of a log-
ical qubit in the stabilizer code (i.e., all logical, no gauge
qubits), then we only enumerate the stabilizer equivalent
logical operations that act nontrivially on that qubit. For
this we insert B(u) on the vertex containing the logical
qubit of interest and A(u) everywhere else. This enu-
merator now only counts the stabilizer equivalent of that
particular logical qubit, instead of all logical qubits, like
B(u). This can be quite relevant in the holographic code,
where the central bulk qubit can have a distance that scales
with system size, whereas the ones on the peripheral have
constant distance [27].

For instance, in the holographic HaPPY code, Fig. 5, one
can treat the system as a stabilizer code. Then the stabilizer
distance can be determined by counting all nonidentity
logical operators associated with a particular bulk qubit. In
the figure we choose the logical qubit living on the central
tile. The stabilizer distance is then the minimum power of
z in Cy(z) for which the coefficient is nonzero. If we treat
it as a subsystem code, then the distance should instead be
counted by including the logical operators of other bulk
qubits as gauge qubits using the enumerator Co(z).

If each tile has multiple input legs, some of which are
gauge and others logical, we then need to make slight
modifications to the tensor enumerators used in the above
prescription. For a word distance computation, we send
A(u) — A’(u) such that A’(u) enumerates all logical iden-
tity operators of the local atomic code, e.g., the [[4,2,2]]
atomic code on even columns of a 2D Bacon-Shor code
tensor network (Fig. 20). In other words, we enumerate
all elements of the non-Abelian gauge group G. For Pauli
operators, this modification is rather straightforward as we

simply count the number of operators that act as identity
on the logical legs. More precisely, let

1
r"ng

geG

(3.33)

and prepare A'(u) = AV (w; M, =1T',M; =1T') as a
reduced tensor enumerator.

For stabilizer distance computations, we send B(u) —
B’(u), the latter of which enumerates the number of logical
operators that act as the identity on gauge qubits. This can

be prepared by a similar reduced tensor enumerator such
that B'(u) = AY) (u; M, = 11", M, = I1") where

l'l”ocZg

geG’

(3.34)

and G’ is generated by the center of G and logical operators
{Liogical ® Igauge} that act as identity on the gauge qubits. In
other words, we construct a new gauge group G’ where we
swapped the roles of the gauge and logical qubits in the
original code defined by G.

Finally, for a tensor network whose encoding map has a
nontrivial kernel, i.e., the logical legs are interdependent,
one should take extra care in applying the above recipe for
building a useful mixed enumerator. For instance, in the
Bacon-Shor code tensor network (Fig. 20), multiple input
legs are interdependent and several of them correspond to
the same logical or gauge degree of freedom. One then
needs to make sure that the type of the legs (gauge vs log-
ical) is being tracked consistently across different tensors
when contracting the tensor network.

Instead of the mixed enumerators introduced above, we
can also directly use tensor enumerators to study subsys-
tem codes. This is similar to the approach by Refs. [14,20].
The recipe for building a relevant tensor enumerator of the
code is quite similar. For each tensor that contains the log-
ical leg and qubit, we put down a tensor enumerator B(z)
of the encoding tensor at that node (e.g., the tensor of the
[6,0,4] state in the HaPPY code) in the tensor network,
except now that we keep the logical index open in addition
to the contracted legs of the tensor. The components of the
resulting tensor enumerator B(z) now contains the weight
distribution for each logical Pauli operator. This allows us
to read off the distances for each logical operator, after sub-
tracting off the part that enumerates the logical identity by
fixing certain tensor indices to 0. This can be performed
efficiently if the number of open logical legs is not too
many although the number of gauge qubits can still be
high [29].

E. Higher genus enumerator

There is a well understood link between multiple weight
enumerators of classical codes and modular forms in num-
ber theory, wherein the degree of the modular form is
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the number of codewords whose weight is being enumer-
ated [30,31]. Consequently, that number is now typically
referred to as the “genus” of the enumerator. Just as in the
classical case, we can extend this to higher genus quantum
weight enumerators by introducing weight functions that
count the number of factors where tuples of error operators
realize specific error patterns. We can also study subsystem
codes using genus two enumerators.

For concreteness, consider genus g = 2. We introduce
q4 variables u = (ug, ¢, : G1,Gz € &), and weight func-

tion wt : £” — 74" that counts factors

wt(E,F)=#{i : E; =Gy, F; =Gy, G1,G € £}.
(3.35)

The genus-2 weight enumerators of Hermitian operators
M, M;onH®$H are

AP (u; My, My)

— Z‘ Tr((E ® F)M)) Tr((E ® F) M) u™EH
EFekEn
(3.36)

B (u; My, My)

— Z‘ Tr((E @ F)Mi(E @ F)' My)u™ &P (3.37)
EFekEn

Notice the coeflicients of these enumerators are just what
would use for a systems with 2n factors. The interesting
addition is the additional variables to track correlations in
the weights of £ and F. Indeed if we were to ignore these
correlations and evaluate ug, ¢, = ug,uc, then we recover
the ordinary enumerators:

AD ({ug,uc,); My @ M, M, @ M)
= A({ug}: M1, My) - A({ug}; M1, M,),

= A({uc}: My @ M|, M @ M,), (3.38)
and similarly for B,

To capture new information in the higher genus enumer-
ators, we evaluate their variables in interesting ways. For
example, consider the case where M} = M, =11} @ [T,
where I1; and I1, are projections that need not commute.
Evaluating

_ug, ifGi=G
UGG, = [0 if G1 # Ga, (3.39)
we have
E.
aMEF) _ 1—[ "‘(‘?:?5262( F)
G1,G2
wig(E) .
_Nlgug®™ HE=F (3.40)
0 ifE#£F.

Thus

AP @ M) = ) Te(EM,)? Tr(EMy)*u™®,

Ec&n
(3.41)
BP(u: T @ ) = ) Tr(ETLET)
Ec&n
x Tr(ETI,ETT)u™®). (3.42)

In particular, consider a subsystem code whose gauge
group decomposes as G = G U G, where each of G; and
G, are maximal Abelian subgroups and C(G) = G; N G,.
This is the case for generalized Bacon-Shor codes [32]
where G consists of the X -type generators of G and the
row operators, while G, is the Z-type generators and the
column operators [33]. Each of G and G, could be con-
sidered a stabilizer in its own right, however the weight
enumerators of these have little to do with subsystem code
of G.

Nonetheless, consider them as stabilizers of codes and
write the projections onto their code subspaces as [1; =
1/277R Y g, S and Ty = 1/2"R 3¢ o S where ki, k
are the dimensions of these codes. Then

45 ifE € G

0 otherwise, (343)

Tr(EI)? = [

and similarly for Tr(E I1,)?, and therefore

AP ;T @ ) = 4h+k Z u™®
Eeg||’192

=4hth N " gEnd) N C(G)w 2
d=0
(3.44)

is the enumerator of the stabilizer of the subsystem code of
G. Also

25 ifE e N(G)

0 otherwise, (3:43)

Tr(ETLET)) = l

and similarly for Tr(ETI,ETI>). Hence
BP(u;I1; @ [Ty) = 2ki+k > uwm®
EeN(G1)NN(G2)

= 4hth N " HEd) N N (G)w 2
d=0
(3.46)

is the enumerator for the logical operators of the subsystem
code.
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Notice that up to taking a logarithm and a constant offset,
Eq. (61) is also the stabilizer Renyi-2 entropy when g = 2,
u™® _ constant for IT = |¥)(¥|. The stabilizer Renyi
entropy is a computable measure of non-stabilizerness.

Definition 1. The «-stabilizer Renyi entropy [34] is
given by

Mo(I9) = (1 —a) ' log ) E3(1¥)) —nlog2 (347)

Eepn

where

1 1
Ee(¥) = 3 WIEW) = 3 TENP.  (3.48)

We see that Eg(|y))® is precisely the coefficient of the
type A genus-a weight enumerator Eq. (59).

As a corollary, because the higher genus enumerators
can be computed using the tensor-network method, this
provides a method for computing the stabilizer Renyi
entropy also. While there are existing methods based on
matrix product state [35,36] that computes stabilizer Renyi
entropy, the enumerator tensor network provides an alter-
native and more general method for computing the magic
of a quantum many-body system.

Physically, this also establishes a new connection
between weight enumerator and quantum many-body
magic, in addition to the entanglement angle that has been
explored in the form of sector length.

F. Coset enumerator and errors with nontrivial
syndrome

Until now, we have been working with particular
instances of weight-enumerator polynomials, that is, M} =
M> =11 or related operators. For stabilizer codes, they
recover the weight distributions of error operators that have
trivial syndrome. However, for the purpose of decoding, it
is also useful to learn the probability P(E|s) for any error
syndrome s.

Let E be a Pauli error that gives syndrome o (E) = 5. We
consider the probability P(EL) of errors that are stabilizer
equivalent to EL, where L is any logical operator. If we
have this distribution, then we can construct a maximum-
likelihood decoder by undoing the EL with the maximal
probability of P(EL) given syndrome s. Similarly, one
could apply a Bayesian decoder where EL is applied with
the probability p (E L|o (E)) for error correction.

Definition 2. A coset weight enumerator for a stabilizer
code is given by A°(u; Ey, IT) = A(u; My, M,) where M| =
MJ = E,I1 for some (Pauli) operator E; with syndrome
s. Its “dual” enumerator is B*(u; E, [1) = B(u; M, M,)
where M1 =11, M, = ESHEI. Their tensorial versions are
similarly defined with M;,M> taking on these specific

values. The same definition applies for the generalized

enumerators 4°, B®.

Note that M1, M> here are no longer hermitian for 4 and
the operators used for 4, B are different. As a result, the
“dual” enumerator is very different from its usual form.
We do not use or prove a MacWilliams identity in this
work, though it may be interesting to see if an analo-
gous relation exists. More generally, the coset enumerators
can be defined for E; that are not Pauli operators so long
as Iy = Esl'lE;r projects onto the error subspace. As the
definition of such subspaces and syndromes can be highly
code dependent, here we focus on the instance where Ej
are Paulis.

Proposition 2. Up to an overall normalization, the coef-
ficients of the coset enumerator A*(u; E;, IT) counts the
number of coset elements in E;S while B*(u; Ey, 1) enu-
merates the number of elements EN (S).

Proof. Let
1 .
M= > D (3.49)
| |De£’58
then for any E € £"
ot — 2 _ 2ngc)2 ;
THET] THE'TT = | THETL]R = ¢7/IS? (3.50)

if E € E;S and zero otherwise. Hence, up to a constant
normalization factor, the coefficient of the coset enumer-
ator counts the number of coset elements of a particular
weight. As we do not track signs in the distribution, no
generality is lost by choosing the left vs right coset.
The B-type enumerators have coefficients

Tr[ETIE,] = Tr[[I£IL,], (3.51)
where Iy = E,l'lE;r, [y = ENET. As these projectors are
orthogonal for different syndromes in stabilizer codes, this
coefficient is only nontrivial when E € EN(S),i.e., when
E is any logical error with syndrome s. Therefore, up to

normalization, we again obtain an enumerator that captures
the weight distribution of ELN(S). [ ]

Practically, the process of preparing this enumerator
using tensor network is the same as before except we mod-
ify the values of M) and M. First we identify the physical
qubits on which E; has support. Suppose E; acts on a par-
ticular atomic code nontrivially with EI, then we prepare
the A-type tensor coset enumerator of this code with M| =
MJ = ETTIT where T17 is the projection onto the code sub-
space of the local QL. Such a tensor enumerator counts
elements in the coset E'ST. We then repeat this for all such
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tensors. For ones that E; does not have support, we com-
pute their tensor enumerator with M1 = M, = 7 as usual.
Then we contract these tensor enumerators in the same
way as we did for building 4(u; M1, M>), e.g., Fig. 10. The
resulting enumerator polynomial is the desired 4, (u; EIT).
Also note that M;, M, take on a special form that satisfy
Proposition 3, hence we can compute it more efficiently
using a tensor network with reduced bond dimension,
much akin to its weight-enumerator counterparts.

With these weight distributions, it is obvious that we
can then compute P(E|s). For example, suppose we are
given the coset enumerator 4°(z, w; E;, I1) for a code space
defined by I1, then under symmetric depolarizing channel
with physical error rate p,

p=BE=pw=1-3p)/)K (352
is the probability of returning an error syndrome s with
noiseless checks and Az =p,w=1— 3p)/K2 is the
probability of errors that are stabilizer equivalent to FEj.
Indeed, this also extends trivially to double and complete
enumerators by evaluating the polynomial at the respec-
tive parameters we used for the trivial syndrome examples
in Sec. III B.

In fact, such kinds of error probabilities generalize to
any error channel. Similar to the nondetectable errors we
have analyzed in the previous section, it is possible to com-
pute p(L|s) using generalized enumerators as long as we
replace M, M, by the appropriate values used in the coset
enumerators.

Theorem 5. Consider a stabilizer code where I1 is the
projection onto its code subspace of dimension K and let £
be an error operator with syndrome s. Let the error channel
be given by the Kraus form £(-) =) . K - Kﬁi’r. Then

p(EsSNs) = 3 TG

1
raramll

+ ) TrKIE]] Tr[KﬁiTEsl'l]) (3.53)

1 N
ps== Z Tr[ 1K T1,K], (3.54)

where T, = E,TIE..

Note that E; need not be a Pauli operator but can take on
a general form P,L where P; is a Pauli error with syndrome
s and L is any unitary logical operation. For proof and
generalization where the logical error is a general quan-
tum channel, see Appendix D 3. We see that these terms
in the expression share a great deal of similarities with
Theorem 4, which computes the logical error probabil-
ity for trivial syndromes. Indeed, by expanding the Kraus

operators in the Pauli basis, we see that these expressions
can again be written as generalized weight enumerators
Eq. (33) that we used to compute the uncorrectable error
rates. To obtain these error probabilities, we follow the
identical recipe by decomposing the Kraus operators in
the Pauli basis ), K; - Kf =Y ppkppP - P and evaluate
u(kpp) at the appropriate values based on that decomposi-
tion [c.f. Eq. (28)]. Finally, we set M} = I1, M, = ESHEI
for the B-type enumerator and M; = l'lE;r My = MF for
the 4 type.

Formally,
ESNs) = ——(B(k; I1, I,
p( )= XK+ 1)( ( )
+ A(k; HEI,ESI'I)) (3.55)
1
Ps= EB(k, I1, nS‘)" (356}

where k = {kpp} are the coefficients from the Pauli expan-
sion. With these coset enumerators in hand, we are now
ready to discuss optimal decoders for general noise chan-
nels.

G. Decoders from weight enumerators

We see that one can express the probability

p(EsSls) = p(EsS N s)/ps (3:57)
entirely in terms of weight enumerators. Suppose E; = P,L
where P is any Pauli error with syndrome s, which can
be obtained by solving a set of n — k linear equations,
and L is a logical operator, then the set of probabilities
P, = {p(Psf,S |$)}, as L runs over logical operators, is suf-
ficient for us to perform error correction. It is customary
to generate the set P for the set of L that are logical Pauli
operations as they form an operator basis for the code sub-
algebra and are thus sufficient to generate the conditional
probabilities for any unitary logical operators.

1. Maximum-likelihood and Bayesian decoders

It is straightforward to implement a maximum-
likelihood decoder where we identify the logical operator
L,, for which p(Psf,mS |s) = max P;. Then error correction
is performed by acting L and P; following the syndrome
measurements. In this case, it is sufficient to compute just
the A enumerator because the B enumerators are indepen-
dent of L and only add to an overall normalization that
not impact our choice of the maximum element. When
multiple global maxima exist, then we choose one at
random.

One can also correct errors based on the probabil-
ity distribution of p(Psf,S |s) where we act on the state
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using operator PgL with the self-same probability. We
call this the Bayesian decoder. As we require that ) ; p
(P,LS|s) = 1 when summing over all Paulis, it is again
sufficient to only compute the type-4 enumerator as the
constant from B can be obtained by solving the normaliza-
tion condition.

For each syndrome s, the complexity in implementing
these decoders is therefore the complexity C(4°) of com-
puting 4° from tensor contractions. For some codes this
can be performed efficiently, which we further elaborate
in Sec. V. Nevertheless, even if each such contraction is
efficient, we would still have to compute g?* number of
enumerators as there are g2f number of distinct logical
Pauli operators. Therefore, the overall complexity estimate
for such a decoder is O(C(4*)g*).

2. Marginals

For a code where k is large, building the above
maximum-likelihood decoder remains challenging. How-
ever, it is possible to compute the “marginals” efficiently.
Let us write any logical Pauli operator L as

k
L(a,b) o« QX Z", a1,b;=0,....q—1, (3.58)
i=1

where a, b are k tuples with a = (a1,a2,...,ax) and the
same for b. Let L;(a;, b;) be the logical Pauli acting on the
i th logical qubit. Consider the marginal error probability

pPEL)= )" p(EL(a,b)). (3.59)

aj by N #i

This can be computed using the mixed enumerator. Recall
that one can compute p (/;]s = 0) by inserting B-type ten-
sor enumerators for all atomic blocks whose logical leg
correspond to qubits j # i, and A type for blocks whose
logical legs correspond to qubit i. This enumerator, which
we called [;(z), records the weight distribution of logical
operators N; C NV (S), which consists of all Pauli logical
operators in the code that act as the identity on the i th log-
ical qubit. If we treat the other qubits # i as gauge qubits,
we can think of it as recording all gauge-equivalent rep-
resentations of the identity operator. For example, this is
what we have done for the Bacon-Shor code and the holo-
graphic code. For general cosets of operator E;, we now
compute mixed coset enumerator for operator E; such that
o (E;) = 5. Let us construct the mixed enumerators

M (s By, Tl = Agy [40 s B2 T R B (i B2, ,
i

(3.60)

where E; = E4 ® EB and E4 are the Pauli substrings that
only have support on physical legs of the atomic codes

that are mapped to type-4 or B tensor enumerators, respec-
tively. We take Ay ; to be tracing over the appropriate legs
required by the tensor network. This now enumerates the
weights of EgN;. We can repeat this a number of times for
different E; = L;P, s, and the resulting enumerators would
provide the requisite error probabilities p (P,L;|o (Py)).

For example, under symmetric depolarizing noise with
probability p,

p(PsLilo(Py)) =M@z =p,w=1—23p: P,L;,TI).
(3.61)

For other error models, we again select the appropriate
parameters for the abstract n-tuple k and weight function.
See Sec. III B and Appendix A.

A decoder can then choose an operator with the highest
probability then correct the error by acting EL; on the sys-
tem. In the case where no other logical qubits are present,
this reduces to the maximum-likelihood decoder.

It is easy to generalize this such that L; can include
multiple qubits logical qubits in some set ¥ such that

iek

M(u;E, T) = Ay, ®A;"‘(u;Eg‘, ) ®ng(u;Ef, ).
i

(3.62)

However, in general, if we include |k | qudits in the mixed
enumerator such that we only integrate out j ¢ «, then we
need to check ¢*! terms to find the error operator with the
highest marginal probability.

H. Logical error rates
1. Exact computations

We have seen previously how one can compute the triv-
ial syndrome enumerators, which yield the uncorrectable
error probability. We can interpret the valuepp = 1 — A/B
as a logical error rate for a decoder with perfect syndrome
measurements such that one discards the state whenever a
nontrivial syndrome is measured. For such processes, one
can define an error-detection threshold pg, such that pp
is suppressed as a function of d for error rates below the
threshold. One such example is shown in Fig. 17 for the
surface code and 2D color code.

Remark 1. If a class of quantum codes has an error-
detection threshold under i.i.d. depolarizing error, then the
threshold is py, = 1/6.

Proof. Let A*(z),B*(z) be the enumerators with nor-

malization such that 43, Bj = 1. Then for a quantum code
with dimension K, A(z) = K?4*(z) and B(z) = KB*(z).
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Thus

* *
Fo—4@ _,_ 140 (3.63)

B*(z) K B(z)
Now, homogenizing, the MacWilliams identity has
B(w,z) = A((w+ 32)/2,(w—2)/2), and using z=p =
1/6 and w=(1-3p)=1/2, we see A(1/2,1/6) =
B(1/2,1/6) for every quantum code. Therefore, all curves
pr(p,1 —3p)crossat (1/6,1 — 1/K). |

We may similarly ask whether the current tensor-
network method can efficiently compute the exact logical
error rate under other decoders. We do not provide such a
method in this work, though it may be an interesting direc-
tion. A simple application of the current method fails to be
efficient in the following examples.

The exact logical error rate with maximum-likelihood
decoder can be expressed as

pL= ) [B*(u; P, TT) — max{4’(u; P,L,T)}] (3.64)
S YLel
and the error rate for a Bayesian decoder is
1 _
=1-) ———) A wPLTI) (3.65
pL Z TP ID th (u ). (3.65)

We see that both of them involve nonlinear functions
of the weight enumerators, which makes it difficult to
compute efficiently through a tensor-network method. It
would appear that one has to sum over exponentially
many syndromes even if each enumerator can be produced
efficiently.

This does not mean that enumerators cannot improve
the computation of logical error rates. In practical decod-
ing, it is far more relevant to consider a sample with only
polynomially many distinct syndromes after running the
decoder for a reasonable amount of time. It is also the case
for all sampling-based simulations that are currently used
for error and threshold computations.

2. Error-rate estimation

In addition to computing exact error probabilities given
syndrome s, one can also use enumerators to provide more
accurate estimates for logical error rates in conjunction
with sampling-based methods.

Conventional sampling methods generate errors E based
on particular noise models. Once the error is generated, its
associated syndromes o (E) are determined. Note that for
noiseless syndrome measurements, o (E) always outputs
a syndrome s deterministically. However, for more real-
istic models with faulty measurements, the outcome s can
depend also on the noisy measurement process. A decoder

D(o(E)) then takes the syndrome and suggests a recov-
ery operator R with probability pp(R|s), Y pp(R|s) = 1. If
RE ~ L is equivalent to a nonidentity logical operator, then
a logical error has occurred and this adds to the error prob-
ability pr. This process is repeated until a large enough
sample size has been established such that the overall py.
estimate is believed to have sufficiently converged.

We can improve up this method, especially those
derived from rare events and syndromes with enumera-
tors. Given an error model (e.g., depolarizing noise with
fixed error probability p) a set of errors are generated
using existing sampling methods. Subsequent syndrome
measurements (either noiseless or noisy) lead to a sam-
pled syndrome distribution P(s) such that ) P(s) =1
and only has support over polynomially many distinct syn-
dromes. In our case, we assume that we are given the
distribution P(s), the error-correcting code (along with its
tensor-network construction), the error model in question,
and a decoder D of the user’s choice.

The logical error rate estimates are thus given by

Ay(k: R, TT) )
By(k; 1, T1,)/’
(3.66)

) =Y "P©) Y po®is)(1 -
5 R

where A (R)/Bs is precisely the expected probability
where the decoder’s choice of R successfully corrects the
error based on the syndrome. For a maximum-likelihood
decoder, pp(R|s) is also trivial except for one R. For a pure
sampling-based method, the probability 4;(R)/Bs; would
usually require a large number of events before the esti-
mate converges to its true value. Therefore, its estimate
for rare syndromes can be wildly inaccurate. Here with
the enumerator method, we can compute these quanti-
ties exactly, thereby improving the accuracy for p;. It is
also useful sometimes to further sort the logical error rate
by operator types. This can be done by excluding cer-
tain terms in Eq. (85) from the summation over R. We
do not provide its explicit forms here as the extension is
somewhat trivial and situation dependent.

In scenarios where the computation cost of enumer-
ators are relatively expensive, one can complement, for
instance, the Monte Carlo method, where only error rates
associated with rare syndromes are computed using weight
enumerators.

Faulty measurements: With logical error probabilities
in hand, we can compute error thresholds in the usual
way by repeating such calculations or estimations for a
class of codes with different distances. Note that the use
of enumerators above is compatible with any error model
composed of identical single-qubit error channels. The
computation also fully accommodates different models of
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noisy syndrome measurements, as they only affect the dis-
tribution P(s). Furthermore, the impact of each decoder
can be independently evaluated to produce the conditional
probability p(R|s). We hasten to point out that the choice
of decoder here is completely arbitrary and not limited to
the decoders we constructed in Sec. 111 G based on weight
enumerators.

Since the contributions from the error channel, noisy
measurements, decoders, and enumerators can be sepa-
rated into independent modules, one can prepare them
separately. For example, one can prepare a syndrome
distribution Py(s) with noiseless measurements. If the
measurements are noisy, they are given by some set of tran-
sition probabilities p(sy |s;), which depend solely on the
noise model associated with the measurement. Composing
these probabilities we get

P(s) =Y _ Pols)p(slsi).-

5

(3.67)

Once the set of relevant syndromes have been established,
which we take to be poly(n — k), we create the decoding
table from which pp(R|s) can be obtained. At the same
time, the enumerators that depend on s and R may be
prepared in parallel, if needed. In many cases, exact con-
tractions may not be needed as we may not require the
same level of accuracy for distance verification. In such
cases, approximate but efficient contraction algorithms
maybe sufficient.

IV. TENSOR NETWORKS FOR CODES

As our primary tool for speedup comes from the QL
description of the code, to make use of these methods, one
also needs a modular construction for the codes. For codes
created from QL, this is automatically true. Here we also
provide a general method for decomposing known codes
and states into smaller “quantum Lego blocks.” We give
two approaches for performing this decomposition based
on how the code or state is prepared. As the enumerator for
graph states [11] is of interest, we also provide an explicit
QL decomposition of all graph states.

A. Quantum codes from quantum Tanner graph

For any stabilizer code with Abelian and non-Abelian
stabilizer group (such as XP stabilizer codes [37-39]),
the codewords can be defined by the simultaneous +1
eigenspace of the stabilizer elements.

Any such code can be rewritten with a QL decomposi-
tion where the tensor network is isomorphic to the Tanner
graph of the code [Fig. 6(a)]. For each check node con-
nected to £ qubits and qudits, we place a degree GHZ
tensor, which is the encoding tensor of a repetition code.
The GHZ tensor is also known as a Z spider in ZX calculus
[40]. A similar repetition code with H applied to each leg

(a) (b)

L
@
@)

[

(C) To X checks
L P

To Z checks

FIG. 6. (a) A quantum code written as a Tanner graph where
qubits are nodes and checks are squares. A tensor network iso-
morphic to this graph can be constructed from Z spiders (red) and
local QL codes (green). (b) Each local code has two dangling legs
where L marks the logical leg and P marks the physical leg. The
remaining legs are contracted with the check node tensors. (c)
For the special case of a CSS code, the local code simplifies to
the contraction of Hadamard tensors and X spiders (blue).

is known as an X spider. For each physical node checked
by m checks with operators {g;,i = 1,...,m} acting on the
physical node, we place a tensor (green) with degree m + 2
shown in Fig. 6(b) where each of the m contracted legs is
connected to the corresponding check node tensor the qubit
is checked by. The remaining two dangling legs represent
the logical and physical degrees of freedom associated with
the atomic code at each physical node. The specific T; ten-
sor of degree 3 is completely determined by the type of
operator g; that is present in the stabilizer check. If the
code is a Calderbank-Shor-Steane (CSS) code, then the
local tensor takes the simple form of Fig. 6(c), where itis a
contraction between X spiders (blue), which are repetition
codes in a different basis, and Hadamard tensors. With this
construction, one can easily build up tensor networks for
existing codes with known stabilizer checks. When applied
to topological codes, the quantum Tanner graphs are struc-
turally similar to existing constructions with similar bond
dimension, e.g., [41] for the toric code, which is CSS, and
for the twisted quantum double model [42,43], which has
a non-Abelian stabilizer group. Details of this construction
are given in Appendix E. The number of seed codes from
the quantum Tanner graph are essentially optimal where
we have 2n — k atomic Legos for an [[n, k]] code, identical
to the usual Tanner graph description. If the code is a low-
density parity-check (LDPC) code, then each tensor node
also has bounded degree.

B. Circuit-based tensor network

The quantum Tanner graph tensor network covers the
vast majority of the existing quantum codes. For codes
and states with an encoding circuit, then one can also con-
vert the circuit into a tensor network [44] as it is simply
the contraction of tensors of unitary gates and product |0)
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) 1) 1)

P g

FIG. 7. Any graph state (yellow) can be converted to a tensor
network using its encoding circuit constructed from CZ s acting
on |+) s. The tensor network consists of the GHZ tensors (red),
Hadamard tensors (H), and contraction with |+) (blue triangles).
Note that multiple GHZ tensors, which are also Z spiders, can
be merged to create a larger Z spider. (a) Example: a 1D cluster-
state tensor network from encoding circuit. (b) Any graph state
can be converted to such a tensor network using the procedure
above. A purple tensor is the GHZ tensor contracted with a |4)
tensor.

states. For Clifford gates, the states dual to these tensors
are stabilizer states. For instance, concatenated codes can
naturally yield a log-depth tree tensor network. In gen-
eral, the connectivity of a subregion of the network can
scale linearly as the number of gates and tensors inside the
region. For a one-dimensional (1D) (spatially) local circuit,
it is in principle possible to cut through the network in the
time direction. The edge cuts are upper bounded by the
circuit depth 7, and hence each contraction is no costlier
than O(exp(7)). For log depth, this clearly yields exponen-
tial speedup. For d spatial dimensions, the number of edge
cuts is upper bounded by the surface area of the space-time
region £4~! T where £¢ < n. Therefore, the upper bound for
the cost for each contraction is O(exp (n'=1/4T)). This can
still lead to a subexponential speedup as long as T < n'/d—¢
asymptotically.

A simple procedure of such a circuit-to-tensor-network
conversion is constructed in Fig. 7 for all graph states.
Each CZ gate can be converted into the fusion of three
tensors, which can then be individually simplified through
local recombinations [Fig. 7(a)]. This produces a tensor
network with the same graph connectivity as the graph
state with GHZ tensors (Z spiders) on the nodes and
Hadamard tensors inserted on the edges [Fig. 7(b)].

It is important to note that given the level of general-
ity of our method, not all tensor networks will be exactly
contractible in polynomial time as we see in the next
section. This is because finding enumerators is NP hard
and exponential time for general tensor-network contrac-
tion is unavoidable.

V. COMPUTATIONAL COMPLEXITY

A. General comments
1. Brute-force method

For a generic stabilizer code, the construction of its
weight-enumerator polynomial is at least NP hard. We thus
expect the same for a generic quantum code. Indeed, as
we see that constructing enumerators solves the optimal
decoding problem [45], such tasks must be at least #P
complete. A simple brute-force algorithm is exponential
in the system size. For stabilizer codes, one can enumer-
ate all of its stabilizer or normalizer elements, which is of
O(q"*) and O(q"+*), respectively. This extracts the rele-
vant coefficients A4, By. For a general quantum code, each
coefficient 44, By is already hard, as it involves ¢" x ¢"
matrix multiplications. One then has to repeat this O(¢g>")
times for each error basis element. Therefore, the com-
plexity for the brute-force method is O(g®™) for general
quantum codes of local dimension g. A slightly better
strategy computes only the coefficients of 4; and then per-
forms a MacWilliams transform, which is polynomial in n.
Therefore, for complexity estimates, it is sufficient that we
provide the estimate for computing A(u).

2. Tensor-network method

Now we analyze how our method improves this picture
assuming the QL constructions are known.

a. Tensor preparation overhead. Let us first revisit the
encoding tensor network of an [[n, k] stabilizer code with
local dimension g where each tensor is obtained from
a small stabilizer code. We assume that the degree of
each tensor (including dangling legs) is bounded by some
constant ¢. This is to ensure that the complexity in con-
structing the tensor enumerator of each node is upper
bounded by a constant overhead [46]. Then consider the
graph G = (V,E) produced from the tensor network by
removing all dangling legs such that the tensors are ver-
tices and contracted legs are edges. Suppose the tensor-
network representation is one such that |V] < C(n + k) for
some constant C, then preparation of the atomic blocks
has worst-case complexity O((n + k)g°¢). In fact, many
tensor networks consist of only a few types of tensors,
e.g., recall that any QL structure is constructible from
a constant number distinct blocks, making even O(g>°)
sufficient. Therefore, the overhead for tensor preparation
is usually constant while a generous upper bound is at
most linear in the system size. Here we assume that the
tensor network does not contain an overwhelming num-
ber of tensors that have no dangling legs, e.g., a deep
quantum circuit. This assumption can always be satisfied
(e.g., MPS).
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b. Tensor contraction We now contract these tensors
to build up the tensor network. Recall that each tensor
contraction may be construed as a matrix multiplication.
Suppose we have two tensors of p < m legs, respectively,
while we contract n < p legs. For the most general quan-
tum code, we need to use the full tensor enumerators as
building blocks, which have bond dimension x = g* and
can be reshaped as a multiplication of two matrices of
size x?™ x x™ and x" x x™ ™. Hence each contrac-
tion step with the same parameters above has worst case
O(x?*™=m). For codes that only needed reduced enumer-
ators, this can be done with y = qz For stabilizer codes,
these matrices are especially sparse and have at most ¢7, g™
nonzero elements, thus each such contraction is loosely
upper bounded by O(g?+"+™in®)) Therefore, the compu-
tational complexity scales exponentially with the number
of uncontracted legs during tensor contraction.

To incorporate the symbolic functions, additional
degrees of freedoms are often needed. The specifics can
depend on the implementation. One method is to introduce
a separate index with bond dimension (n + 1)¢ to track the
power of the polynomial (Appendix C). This adds another
factor of n’ to the complexity counting above. The power
£ depends on the number of independent variables one
needs to track. For Shor-Laflamme enumerators £ = 1, but
£ > 1 for the refined enumerators. As this cost can vary
depending on the treatment of symbolic objects, we do not
include their contributions in the following estimates. One
can easily restore them when needed.

c. Fully contracted tensor network Aside from minor
corrections related to symbolic manipulations and those
associated with storing and manipulating for large num-
bers, the computational complexity would be determined
by the contractibility of the tensor network, which is
ultimately dominated by the cost of multiplying large
matrices. Heuristically, the cost of tensor contraction scales
linearly with the bond dimension of the uncontracted
indices, or exponentially with the number of minimal edge
cuts in the tensor network.

In the ensuing discussion, we will use base e expo-
nential for complexity. For a tensor network with bond
dimension y, we can generally set e — x to obtain the
worst-case complexity estimate. As we discussed earlier,
the general rule of thumb for bond dimension is x = ¢*
for the full tensor enumerator, x = g° for codes that only
requires reduced enumerators. However, using a sparsity
argument in stabilizer codes, the effective bond dimension
needed in an efficient representation can even be as low
as q.

Let us represent a sequence Sg of tensor contrac-
tions by a sequence of induced subgraphs H; = (Vi EF)
where VE Cc ¥V, VB =V U{vy € V\ V), and Vi =
{vo : vo € V}. In other words, we construct a sequence

of subgraphs by adding one additional vertex at a time.
The sequence terminates at i = |V] — 1, when the sub-
graph contains G. Let E. (W, W) ={e = {v,, v} € E :
v, € W, vp € W'} denote the set of edges connecting any
two sets of vertices W, W and let M;,; be the connected
component of H; | containing v;,;.

Then the complexity for the i th step of contraction is

Ci S exp(Ec(V; 0 Vigyyys V\ V)| + deg(vigr)

— (Vi N Vit 051D S OExp(|Conas))s
(5.1)

where |Cax| = max; [E.(Vy,, V'\ Vy,)| is the largest pos-
sible cut through the tensor network during contraction.
Then we see that the number of computations needed
for calculating the final tensor enumerator of the tensor
network is given by

V-1
C = Z Ci S,. O(lVl exp(lcmaxl))'

i=0

(52)

The upper bound is a pretty drastic overcounting especially
if H; contains many disconnected components, as many
do not enter the contraction. In other words, as long as
each connected component of the induced subgraph has
only log | V] connectivity with its complement throughout
the sequence Sg, then the complexity is polynomial in |V].

B. Cost for common codes

a. Tree tensor network. Tree tensor networks can be used
to describe concatenated codes over n qubits (leaves). It is
also known that these tensor networks can be contracted
with polynomial complexity. A contraction algorithm
would start from the leaves of the tree and contract into
O(n) disconnected components of the graph. Each piece
in this first layer of contraction has at most & ~ O(c)
open legs where ¢ is the maximum degree or branch-
ing factor in the tree. Then at each iteration, we join
the < ¢ — 1 branches with another tensor. The maximum
number of open legs on each connected component is
always bounded by ¢, therefore the complexity for each
contraction is at most O(e*). For a tree with n leaves,
the overall complexity is O(ne’) for tensors of bounded
degree, Fig. 8. If the codes on each node are identical,
then we only have to perform a separate contraction at
each layer, yielding a complexity O(log n), Table I (general
and symmetric). The latter would be doubly exponentially
faster than brute-force enumeration.

b. Holographic code. For tensor networks of holographic
codes [47-50], the network is taken from a tessellation of
the hyperbolic disk. This is slightly more connected than
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FIG. 8. Tree tensor network for concatenated code. It is effi-
ciently contractible from the bottom up and can be parallelized.

the tree tensor network (TTN) as it contains loops. The
contraction strategy is similar to that of the TTN, except
now minimum cuts depend on the system size such that
each connected component has at most O(x logn) open
legs during the contraction. The parameter & depends on
the tessellation. Then

C~ Zexp(a logm + 2¢) < exp(2c)n®*!

m=1

~ O(n*t). (5.3)
A similar counting argument holds for the hyperbolic sur-
face code, where minimal cuts remain logarithmic in the
system size.

c. Codes with shallow local circuits. 1f the encoding cir-
cuit of a code is known (e.g., stabilizer code once the check
matrices are given), then we can easily convert the circuit
into a tensor network. If these circuits are shallow, say, of
constant or logn depth, then one can contract the circuit-
induced tensor network in the spacelike direction where
the minimal number of edge cuts would be given by the
circuit depth. Thus the enumerators of such codes can be
prepared in poly(n) time.

TABLE L

d. Codes on a flat geometry. These are codes on an
Euclidean geometry of dimension D such as ones where
the code words may be described by a PEPS. Some exam-
ples include the 2D color code, the surface code, Haah
code [51], etc. Constructions like the Bacon-Shor code also
fall under this category. Note that the worst-case complex-
ity holds for any such tensor network regardless of the
specific tensor construction or its symmetries.

For codes whose discrete geometry are embeddable
in the D-dimensional Euclidean space, we simply “foli-
ate” the lattice with co-dimension 1 objects. Each
such object can be built up from O(n'~'/P) contrac-
tions where each contraction retains at most O(n'~1/P)
open legs. Then C ~ O(nexp(n'~'/P)). Compared to
the brute-force method, this permits a subexponential
speedup.

If the geometry of the network allows for fewer open
edges during tensor contraction, then it is possible to get
further speedups. Note the above counting assumes n ~ LP
for a system that has similar lengths in different directions.
If all but one direction have bounded length L then we
obtain an exponential speedup. For example, consider a
rectangular surface code of size L x n/L on a long strip
where L is bounded, then each contraction along its shorter
side is only O(exp(L)).

Note that the hardness of evaluating the weight-
enumerator polynomial here is directly tied to the hard-
ness of the tensor-network contraction. It was shown in
Ref. [52] that contraction of PEPS is average case #P
complete. Therefore, there is strong reason to believe
that an exponential speedup of this process is unlikely
for both classical and quantum algorithmic approaches
using tensor networks if one disallows postselection and
chooses the tensors in a Gaussian random fashion. How-
ever, we also note that often the tensors are strictly
derived from stabilizer codes. Therefore, it is not impos-
sible that these added structures in the discrete symmetry
and contractible 2D tensor networks may permit further
speedups.

Tabulates the computational cost for enumerator preparation from tensor-network contractions. There is additional com-

plexity associated with the symbolic manipulation of the polynomial, storage of large numbers, and MacWilliams transforms, which

can also contribute an additional cost that can be superlinear.

Network architecture TN cost Code examples

Tree O(logn) Concatenated (symmetric)

Tree, 1D area law O(n) Concatenated (general), convolutional

2D hyperbolic om*th,a >0 Holographic, surface code (hyperbolic)
(Hyper)cubic O(nexp(n'~'/Py) Topological (Euclidean), Bacon-Shor

(Hyper)cubic (bounded L) O(nexp(LP~1y) Rectangular surface code

&-volume law
Generic encoding circuit

O(nexp(dn)),s < 1
O(n? exp(n)/ logn)

Nondegenerate code, random code
Generic stabilizer code
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e. Codes with volume-law entanglement. For states that
have volume-law entanglement for any subsystem, let us
assume that the number of edges connected to vertices in a
subregion is proportional to the number of vertices in that
region, i.e., n|¥]. For simplicity, let us also assume that the
number of tensors and qubits are roughly equal. In general,
n need not be less than one. This is because each node
may be connected to multiple nodes in the complementary
region, while the entanglement captured in each bond is not
maximal. However, if a carefully crafted tensor network
is efficiently capturing the entanglement of the state, such
that each bond is roughly maximally entangled, then we
could expect the number of bonds cut to be less than or
equal to the total number of qubits in the region for large
enough subregions. Then the cost for each contraction is
O(n|¥]). For n < 1, this provides a polynomial speedup.
If the number of bonds cut < d for any subsystem and the
code distance d = 8n,8 < 1, which is the case for random
codes, then the overall complexity would be

C ~ O(nexp(én)), (5.4)
which again admits a polynomial speedup.

However, if the number of bonds cut for a subsystem
is >n, then we do not get any speedup. This would be the
case for all-to-all connected graphs where the edge cuts can
be of size (n/2)?, our algorithm at O(exp(n?/4)) will actu-
ally be slower than the brute-force algorithm. For another
example, consider the encoding circuit of any stabilizer
code has n?/logn complexity, which can be thought of
as a tensor network. Suppose we simply contract the cir-
cuit tensor-network timeslice by time slice, then we expect
[Cmax] ~ n because each time slice would correspond to
a tensor network with O(n) legs and the worst-case com-
plexity scales as approximately O(n? exp(n)/logn). This
is fully expected, as we should not be able to solve a #P-
complete problem in polynomial time. Therefore, in this
regime, even if its tensor network description is optimal
and minimizes the number of edge cuts for any subre-
gion, the tensor-network method would still only provide
a polynomial speedup at best.

C. Entanglement and cost

In this work, we say that a tensor-network representation
is good if its graph connectivity reflects the entanglement
structure of the underlying state. In other words, the entan-
glement entropy of any subsystem can be reasonably well
approximated by the number of edge cuts when bipartition-
ing the graph into the subsystem and its complement. This
definition does not require the network to be efficiently
contractible [52,53]. If we use the tensor-network connec-
tivity interchangeably with subsystem entanglement then
we see that the complexity for computing the weight
enumerator can be connected with the amount of entangle-
ment present in the codewords. For more highly entangled

codewords and states, its tensor network will be more
connected, and hence the number of edge cuts for each sub-
system will be higher. This provides us a heuristic where
the general expectation of its weight-enumerator compu-
tation should scale as approximately exp(S) where § is
roughly the maximum amount of entanglement for sub-
systems we generate during tensor tracing. We see that
this is indeed the case for our examples—the complex-
ity is polynomial for codes whose code words are weakly
entangled, i.e., S < logn and generally subexponential for
states that satisfy an area law S ~ n'~1/? for systems with
D-dimensional Euclidean geometry.

For nondegenerate quantum codes, the (d — 1)-site sub-
system are maximally mixed, hence d ~ S. Therefore, up
to polynomial-factor corrections, we expect the complex-
ity lower bound for computing the enumerator polynomial
to be comparable to that of finding the minimal distance in
classical linear codes [17,54], i.e.,

C ~ exp(O(S)) ~ exp(0(d)). (3:5)

For this high-level analysis, we will neglect other sub-
leading terms and the dependence on rate R = k/n.
Because stabilizer codes can be identified with classical
linear codes over GF(4) [54], it means that the tensor-
network method should have comparable complexity scal-
ing with existing algorithms for nondegenerate stabilizer
codes.

In degenerate codes, however, there exist subsystems
where § « d. For example, a gauge fixed Bacon-Shor code
can be constructed from a TTN (Sec. VID). Although
certain subsystems are highly entangled, its much weaker
entanglement for some other subsystems allows one to
engineer the network such that it is written in an efficiently
contractible form, such that each step of the contraction is
bounded by a constant. Depending on the gauge, we can
get away with an enumerator with as few as 2,/n such
contractions. Although the code has overall distance d ~
A/n, the cost in preparing its enumerator is only O(/n)
time, compared to a naive distance scaling of O(exp(;1/n))
(Fig. 22). Therefore, we expect some degenerate codes
to have C « exp(0O(d)), which is a substantial speedup
compared to known methods.

VI. EXAMPLES

Now we examine a few examples by computing the enu-
merators for codes that have order a hundred qubits or
so. These analyses are to showcase the tensor enumerator
method; they are not meant to be exhaustive nor do they
represent the largest possible codes one can study with this
method.
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FIG. 9. A surface code and the tensor network of its weight
enumerator.

A. Surface code

a. Kitaev's surface code. Recall from [1] that the tensor
network for the surface code encoding map, Fig. 9(left), is
one where each tensor is a [[5, 1, 2]] code and the bound-
aries are contracted with |0}, |+) states (red and blue trian-
gles). The upward pointing dangling legs denote the logical
inputs and downward pointing legs denote physical qubits,
therefore the encoding map has a nonftrivial kernel and a
physical qubit sits on each node. For each atomic block,
we construct its tensor enumerator and contract them col-
umn by column to generate the entire network, Fig. 9
(right). For example, the quantum weight enumerators of
a[[181, 1, 10] surface code are

A(Z) = 1+ 362° + 180z* + 1362° + 1344z° + 7084z’
+ 240012 + 604322° 4 286748z + ... (6.1)

B(z) = 1 +362° + 180z* + 1362° + 1344z° + 7084z’
+ 240012 + 604322° + 286768z + ..., (6.2)

where we count only 20 representations of nontrivial
logical operators at weight 10.

Using a similar network, we can also find the coset
weight distribution. Suppose a Pauli error acts on physi-
cal qubits in the form of Fig. 10(left). Note that we do not
contract the Pauli errors into the encoding tensor network
when defining the encoding map; if we actually contract
the Pauli errors onto the physical legs in the tensor-network

[ =5 ) ) @ )

U T NSNS SR

P S Pee NS 6 b 04
PSe s T8Il o4 S¢ 60
T T 8 8 8

FIG. 10. The coset enumerator of a particular error string that
acts trivially on some qubits.

0 10 20 30 40
Z weight
FIG. 11. Double enumerator of a 4 by 8 surface code at n =

53. Plotting log of operator weight distribution for nontrivial log-
ical operators. A relatively small code is chosen for clarity in the
figure.

construction then obtain enumerators from those networks,
it would correspond to finding the stabilizer weight distri-
bution for surface codes that have extra minus signs on
certain generators. To build the coset enumerator, we swap
out the original tensors in Fig. 9 (right) for the proper
coset-tensor weight enumerator of each error node (red).
The modified tensor network then computes the weight
distribution of coset elements. For example, the coset dis-
tribution for a single X error at the bottom left corner for a
[113, 1, 8] surface code, is

A (7) = 7 4 22 +22° + 312* + 1462° + 2842°

+ 125827 + 518028 + 176272° + ... (6.3)

These exercises can be easily repeated for the double
and complete weight enumerators where the weights are
counted differently. For example, see Fig. 3 of Ref. [14]
and Fig. 11.

b. Rotated surface code. In practice, it is easier to deal
with rotated surface code as the distance scaling is better
by a constant factor for a similar value n, Fig. 12. Note that
one only has to modify the boundary conditions compared
to the original surface code. The rotated surface-code ten-
sor network is also easier to contract exactly. For reference,
the enumerator for the [256, 1, 16]] rotated surface code at
d = 16 can be computed on a laptop with a run time of
approximately equal to 20 min. The weight enumerators
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FIG. 12. Tensor network of a rotated surface code where the atomic codes are identical to those of the surface code. Only the
boundary conditions are modified. One can also modify each tensor by contracting some other single qubit gate and tensor. The
checks are given on the right where qubits (vertices) adjacent to red regions indicate Z checks and blue indicate X checks. For the
derandomized local Clifford deformed code [55], white and yellow dots indicate local HSH and H deformations, respectively.

for this code are

A(z) = 1 +302% + 776z* + 155382 4 2768012°
+ 4431408z'° 4 65676619z!2 + 9120214862

+ 1200393190726 4+ 150911390280z'% +- . ..
(6.4)

B(z) = 1 + 302% + 776z* + 155382 4 276801z°
+ 4431408z'° 4 65676619z!2 + 9120214862

+ 1200498048326 + 1509708969922'8 - . ..
(6.5)

Indeed, we see that the two coefficients start deviating at
d = 16.

One can also obtain an error-detection threshold by
assuming a decoder that performs no active error correc-
tion, but discards all instances that return a nontrivial syn-
drome assuming perfect measurements. Recall (Remark 1)
that this threshold is at p = 1/6 ~ 16.67%, which is quite
similar to the code-capacity thresholds [56] across various
decoders under depolarizing noise.

c. Local Clifford deformations. We can perform local
modifications [13] on each tensor to perturb the (rotated)
surface code. These are represented by the circle tensors
that act on each qubit. For the vanilla surface code, these
tensors are trivial (identity). However, we may choose
them at will. For instance, if they are random single-qubit
Clifford operators, then the tensor network reproduces the
Clifford-deformed surface codes [25]. Similarly, if choos-
ing every other tensor to be a Hadamard, then one arrives
at the XZZX code [57].

Because the Shor-Laflamme enumerator is invariant
under local unitary deformations, it is clear that the log-
ical error probabilities of such locally deformed codes
would be identical under unbiased noise. However, this

local unitary invariance is broken when we consider more
general enumerators with other weight functions, which
indicate that their performances under biased noise differ.
In Fig. 13, we see that the derandomized Clifford deformed
code (right) has fewer logical operators that have low Z
weight, which is to be contrasted with the rotated surface
code (left) and the XZZX code (middle). We use a deran-
domized Clifford deformed code like the one shown in
Fig. 12 (right) where yellow and white dots indicate local
HSH and H rotations [55]. More general dimensions of the
code follow from repeating the local patterns on the 3 x 3
blocks (enclosed by dashed lines) periodically.

For example, using the double enumerators, we contrast
the performance of the XZZX code and the derandom-
ized Clifford deformed code, Fig. 14, under biased noise
withp = px + pr + pz and py = py = pz/(2n). ltis clear
from the normalized uncorrectable error rate (and hence
effective distances) that the Clifford deformed construc-
tion vastly outperforms the XZZX at high bias and small
p. Note that the weight function for these double enumera-
tors is slightly different from the one used in Appendix A or
Ref. [9] because it enumerates the X, Y weight separately
from the Z weights.

d. Coherent error. General quantum errors are not lim-
ited to random Pauli noise, which are somewhat “classi-
cal.” Here we compute the coherent error probability of the
rotated surface code using techniques introduced earlier.
Efficient methods for computing unitary rotations along
X or Z have been introduced by Ref. [23] using a Majorana
fermion mapping. Here we instead consider i.i.d. coherent
error of the form U = exp(itY) = cos(#)I + isin(f) Y. Note
that the normalized logical error rate differs for codes with
even or odd X and Z distances because the abundance of
Y-only operators differ for these codes, Fig. 15 (left).
When d,,d, are odd, the normalized logical error rate
under coherent noise with rotation angle f coincides
with that under the Y-only Pauli noise with probability
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10

FIG. 13.

Truncated X, Z weight distribution of nontrivial logical operators for the 9 x 9 surface code (left), XZZX code (middle),

and the Clifford deformed code (right). Horizontal axis, X weight; vertical axis, Z weight. Note that nonzero weights are invisible in

this scale.

py = sin?(f). This is because at odd distances, the only Y-
type logical operator acts globally on the system. When at
least one of dy or dy is even, then the coherent noise yields
slightly higher logical error probability, Fig. 15 (right).
However this only incurs a small correction with a similar
order of magnitude, consistent with earlier results but in
different settings [23]. A similar result holds for the XZZX
code with coherent noise of Y-only rotations because up to
a phase, Y is invariant under Hadamard conjugation.
Although the impact of coherent noise with Z or X only
rotations produce very different logical error profiles than
those produced by the Z- or X-only Pauli noise in the
rotated surface code, there exist XZZX codes where their
impact are identical. For instance, for the system sizes
tested, the effect of such coherent errors and Pauli errors
coincide when we have a square lattice where the width
is equal to height. It also holds for some rectangular lat-
tices, though not all. The reason is similar as before, where
there is a sole logical operator consisting of only I and X
(or Z), but the operator need not act globally. This may be

10° 5
=) = 05 |
cee-p=5 |}

10 \ n=50 |3
—n =500 ]

10° \ :

Pxzzx'Pcp
_D:J

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
p

FIG. 14. The ratio between the XZZX code normalized uncor-
rectable error rate pyzzy and that of the Clifford deformed code

Pcp as a function of physical error parameter p at different biases
nford="17.

due to special symmetries of the XZZX code, which indi-
cates that local deformations can be tuned to reduce the
impact of coherent noise. Though it is also likely that such
symmetries are restricted to the s = 0 sector. We leave
a more systematic characterization of such behaviors to
future work.

B. 2D color code

We first provide a novel tensor-network construction
for the hexagonal 2D color code, which is a self-dual
CSS code constructed entirely from Steane codes, Fig. 16.
The class of such tensor networks constructs a family
of [3£(€£ + 1) + 1, 1, 2£]] codes. Similar color codes with
hexagonal plaquettes can also be constructed by follow-
ing the same contraction pattern in the bulk and imposing
different boundary conditions. Just like the surface-code
construction, this tensor network represents an encoding
map with a nontrivial kernel [58]. One can similarly con-
struct a codeword of this code, e.g., |0) by contracting all
the dangling logical legs with [0}. Recall that each Steane
code can be built from contracting two [4,2,2] atomic
codes, which was used to construct the surface code. As
such, this tensor network can indeed be construed as a
double copy [59] of the surface code in some sense.

Each tensor in the left figure is a Steane code where the
logical leg is suppressed. For the remaining seven physi-
cal legs, six are drawn in-plane while the remaining one is
represented as a dot that corresponds to a physical qubit in
the color code. Each stabilizer generator that acts on the
plaquette of the [7,1,3] code is mapped to a stabilizer
that acts on the four physical legs adjacent to a colored
quadrilateral in the tensor description. Given this QL con-
struction, its enumerator can be computed using the same
method. For example, the enumerators for a [91,1,11]
code are

A(z) = 1 + 54z* + 2972° + 28892% + 24258210
+ 19749322 4 1629738z + 13287999z1¢
+108647952z'% + . .. (6.6)
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Left: normalized logical error rate as a function of the rotation angle ¢ for codes with size n = d, x d.. Right: differences

in normalized logical error rates Ap;, = pfoheen — pLY °nlY The plots shown are for trivial syndromes.

B(z) = 1 + 54z* + 2972z + 288928 + 242582'° + 41762"!
+197493z'2 4 6724223 + 162973824
+1066740z"° 4 13287999216 + 14401674Z"7

+108647952z'% + . .. (6.7)
We see that the two coefficients start deviating at d = 11,
thus verifying its adversarial distance. The computation
time is only tens of seconds, but a better encoding is
needed to avoid unnecessary allocation of memory space
for 0s in the sparse matrix. Also note that the cancellation
at even weights between 4 and B.

As we discussed in Remark 1, these codes admit a com-
mon error detection threshold at p = 1/6 (Fig. 17) thanks
to the MacWilliams identity, and is close to the known
code capacity threshold.

C. Holographic code

To demonstrate the usefulness of mixed enumerators,
we now look at a class of finite rate holographic code [47]
also known as the HaPPY (pentagon) code, originally con-
ceived as a toy model of the AdS/CFT correspondence.

Different versions of this code have been proposed in
various contexts [27,49] where preliminary studies have
examined some of its behaviors under erasure errors and
symmetric depolarizing noise. However, the application of
such codes in quantum error correction is far less under-
stood compared to the surface code. Here we analyze
the HaPPY code as a useful benchmark using our mixed
weight-enumerator technology and present some novel
results.

This code can be constructed from purely [5,1,3]
atomic codes. It is known that, as a stabilizer code, it
has an adversarial distance 3 regardless of n because of
the bulk qubits that are close to the boundary. However,
from AdS/CFT, we expect the logical qubits deeper in the
bulk to be better protected and hence having different “dis-
tances.” We can analyze the distances of these bulk qubits
in different ways.

First as a stabilizer code, we define the stabilizer dis-
tance ds of each bulk qubit as the minimal weight of
all stabilizer equivalent nonidentity logical operator that
acts on a bulk leg and qubit [27]. To enumerate such
operators, we can build a mixed enumerator by contract-
ing a B-type tensor enumerator associated with the bulk

FIG. 16. A [[37,1,7] 2D color code (left) tensor-network construction where (right) its stabilizer generators are all X or all Z

operators acting on the vertices of each colored plaquette.
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FIG. 17. Error-detection thresholds coincide for the 2D color
code (CC) and the surface code (RS). Zoomed out plot on the
corner shows the error probability in a greater range. Only two
distinct distances are shown in the plot, since other distances
cross at the same value.

tile that contains the logical qubit for which we compute
the distance, with A-type tensor enumerators on the other
tiles. Subtracting the enumerator polynomial 4(u) of the
stabilizers, we then obtain a distribution for all the non-
identity logical operators acting on that bulk qubit Fig. 5
(top right).

One can also define the word distance of this code, as
in Ref. [27], where it is simply the distance of the result-
ing subsystem code if we isolate one bulk qubit as the
logical qubit and the rest as gauge qubits. To compute
the word distance, we construct an 4(u) enumerator by
contracting A-type tensor enumerator on the central tile
with B-type tensor enumerator on the rest of the network.
This enumerates the logical identities in the gauge code.
Then subtracting it from the scalar B(u) enumerator of the
whole code yields the distribution of all gauge-equivalent
nonftrivial logical operators, Fig. 5 (bottom right).

For each code of a fixed size n, we then repeat this
for bulk qubits at different radii from the center of the
graph measured in graph distance. An explicit labeling

TABLEIIL

of the qubits we study is shown in Fig. 5 (left) [60]. We
give a summary for n = 25 and n = 85 in Table 11, where
Ns, Ny denote the number of minimal weight stabilizer or
gauge-equivalent representations of the nonidentity logical
operators.

Although the stabilizer distance decreases as a func-
tion of radius, the word distance is more or less constant
with respect to the radius. This is a particular consequence
of the tiling and the atomic codes, such that erasure of
four certain boundary qubits can lead to the erasure of the
innermost bulk qubit [47]. Under depolarizing noise with
probability p, the normalized uncorrectable error probabil-
ity pr is shown in Fig. 18(left). We see that the central
bulk qubit in fact suffers from more errors because it has a
greater number of minimal weight-equivalent representa-
tions despite having the same word distance as most other
bulk qubits. We see a crossing because the outermost bulk
qubit has a slightly lower distance compared to the rest.

Despite the constant word distance as a function of sys-
tem size for logical qubits that are deep in the bulk, and
presumably the lack of erasure threshold for the central
bulk qubit [61], a larger n does hint at a greater degree of
error suppression. Let Ap; = pr(n = 85) — pr(n = 25),
we see that the error rate difference for the inner most bulk
qubit has a slight suppression at small p while the outer-
most bulk qubit is the opposite. Intuitively, this is expected
for general holographic codes as its construction is a slight
generalization of code concatenation. As such, a crossing
is expected, where adding more layers of code would gen-
erally lead to noisier bulk qubits in the deep IR when the
physical error rates are sufficiently large while the opposite
happens for the logical qubits in the UV. A more in-depth
analysis of other holographic codes with varying word
distances can be interesting as future work.

Let us also briefly examine its properties under biased
noise using the double enumerator. The asymmetric dis-
tances d¥ /d? are recorded in Table II. The XZ weight
distribution is not symmetric, but the normalized logi-
cal error probability is fairly symmetric with respect to
Px.pPz. Here we compare the logical error probability
Apr =p;=° — p;=? for the n = 85 code, Fig. 19. Like the

Tabulated stabilizer distances ds and word distances dy for two HaPPY pentagon codes at different sizes. Ns, Ny denote

the number of minimal weight stabilizer equivalent and gauge-equivalent representations of nontrivial logical operators, respectively.
We also provide the corresponding asymmetric stabilizer and word distances sorted by X and Z weights. Radial distance r is the graph
distance of the bulk qubit from the central tile for a code of fixed n. The qubits we studied are labeled according to Fig. 5.

[25,11,3] [85,41,3]

r ds Ns dw Nw dg;’dg dﬁ,}dﬁr ds Ns dw Nw dg/dg dﬁ;’dﬁ;
0 9 30 4 60 5/5 212 23 240 4 60 13/13 212
1 5 6 4 54 3/3 212 13 48 4 36 117 212
2 3 3 3 3 12 172 9 12 4 24 5/5 212
3 n/a n/a n/a n/a n/a n/a 3 12 3 12 12 12
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Left: logical error probability of bulk qubits at different radii for a [[85,41, 3] HaPPY code. Right: the difference between

logical error rates for two HaPPY codes of radii 3 and 2. At higher n, the innermost bulk qubit has lower logical error rate while that
for the outermost is higher for sufficiently low physical error rate p. The opposite is true at higher p.

symmetric depolarizing noise, the bulk qubit deeper in the
bulk provides slightly better protection for the encoded
information, but becomes noisier at higher physical error
rates. However, the bulk qubit at » = 0 does not provide
better protection compared to the bulk qubits close to the
boundary for any noise parameter in the heavily biased
regime.

D. 2D Bacon-Shor code

For another example of the subsystem code, we study
the 2D Bacon-Shor code. The tensor network for this code
is identical to that of the surface code except we des-
ignate the physical legs every other row as gauge legs;
see Appendix G.4 of Ref. [13]. It is conceptually conve-
nient to think of these blocks as [4, 2, 2]] stabilizer codes
or [[4, 1,2] Bacon-Shor codes. As a subsystem code, it is

0.0015 <
0.0010'
0.0005
A py0.0000}
—~0.0005

FIG. 19. Ap. = pE:O — pE=3 as a function of p,, p, the bit-flip
and phase-error probabilities. The blue translucent plane marks
Apr = 0, below which the bulk qubit at » = 0 provides better
protection.

most relevant to obtain its word distance. To that end, we
construct its mixed enumerator /(z) for the logical identity.
The enumerator for the nontrivial logical operators (non-
identity logical operators multiplying any element of the
gauge group) is C(z) = B(z) — I(z). It is most convenient
to express these enumerators graphically, Fig. 20.

Computing B(z) is relatively straightforward, as we
build it by contracting all B(z) of the [5, 1, 2] and [[4, 2, 2]
codes in the tensor network and then renormalize By to 1.
Practically, we compute A(z) by contracting all the A(z)
of these tensors then perform a MacWilliams transform.
However I(z) requires extra care as we need to place B(z)
on the odd number rows for the regular [[5, 1, 2] codes and
A'(z) for the [[4,1,2] Bacon-Shor codes on even rows.
Although these tensors in the encoding map are identi-
cal, the downward pointing legs in the [[5, 1, 2] code now
maps to a gauge leg in the [4, 1, 2] code. Therefore, we
must account for its weight distributions appropriately. It
can be checked that the logical legs on the odd rows and
columns are correlated with the logical legs on the even
rows and columns. Therefore, they only contribute to an
overall normalization.

Above computations can also be easily generalized to
double and complete enumerators for the Bacon-Shor
code. For example, the X,Z weight distributions of all
nontrivial logical Pauli operator representations in this sub-
system code is shown in Fig. 21 for the 2D Bacon-Shor
code of different sizes.

Note that it has a very different structure from the
surface-code operator weight distribution, a likely conse-
quence of the even weight gauge generators.

1. 2D compass code

Now we examine different instances of gauge fixed
Bacon-Shor codes. For an £ x £’ Bacon-Shor code, let
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FIG. 20. Distribution of nonidentity logical operators in the 2D Bacon-Shor code, where blue tensors indicate A(z) of the [5,1,2]]
code (odd columns) and [4, 2, 2]] codes (even columns). Green tensors are A’(z) of the [[4, 1, 2] subsystem code while orange tensors

are B(z) of the [5, 1, 2] codes.

us fix the XX gauge by promoting (£ — 1)(£' —1)
weight-2 X -type gauge operators to stabilizer generators.
This yields a stabilizer group with (£ — 1)+ (£’ — 1) +
- -N)=e+0-2+'—L—-0+1=00'—1
generators, which is a [££’, 1, min(£, £)]] stabilizer code.

The tensor network for this gauge can be built from the
tensor of two different repetition codes

Wr = 100){0 + [11)(1]
Ws = (100) + [11)(0]/~2 + (110) + [01))(1]/v/2.

(6.8)
(a) FE RN 1
Il B m . N |
5 IEEEEE NN
] L} L]
EEEn LN} EEEEEEEEEDR
105 EEsEm = Em momEm
mmm -m -m LR R 110
15 EE EE § SEEEEESE EEN H
EE N EEEE N EEN"N
P, m-m m-m EEEE L -nm
B = = T [ mEnn
c=- " Em m mm -
25 " EEEEEm [ RN L[]
EEE -m EEEEEE
- LR - - - -
30 § - = - = o= - 10"
EEEN -m - LB B}
35 -m - EEEEER EEEE
n s = = mem
EEEN EN EEESE EEEEN
40 EEEE EEEW ErmEwm 1
EEEEEEES EEEEEEEEN |
45 :
0 i 10
0 20 30 40 50
(b)
5 - EE
10
15
20
25
30
as
40
45 amm==
10 15 20 25 30 35 40 45
FIG. 21. Plotting log(C,,4,) in log scale, where X and Z

weights are labeled by the vertical and horizontal axes, respec-
tively. (a) 7 by 7 Bacon-Shor code. (b) 6 by 8 Bacon-Shor
code.

The code defined by Wg has stabilizer ZZ, and X =
XX, Z = IZ and the one with Wp has X <« Z with stabi-
lizer XX, X = IX,Z = ZZ. Their tensors are colored red
and blue, respectively. The output legs of the tensors are
connected into a ring while leaving the inputs dangling.
This constructs tensors in the tree tensor network, Fig. 22.
Each of the bigger red nodes corresponds to a stabilizer
state with stabilizer group (all X,even weight ZZ). The
same holds for the big blue nodes but with X < Z.

Although the code has d ~ ./n, the entanglement for
some subsystems of size approximately d can be much
weaker. This allows us to write down a more efficiently
contractible tensor network by taking advantage of these
low entanglement cuts [62]. The total time complexity
for obtaining the enumerator is thus O(€ 4 £') ~ O(d) if
=1

By fixing the gauges in other ways, one produces a
class of codes known as the 2D compass codes [63],
which includes a gauge that reproduces the surface code
and the XX (or ZZ) gauge we examined. Coincidentally,
these are also two gauges of the Bacon-Shor code with
the highest (O(n exp(y/n))) and lowest (O(4/n)) computa-
tional cost, respectively. The entanglement structure of the
underlying quantum state generally depends on the gauge
choice. While this speedup is not surprising, as the exam-
ple can be built from code concatenation, we can estimate
how cost would scale for other patterns of gauge fixings
that are everywhere-in-between provided we have tensor
networks whose connectivity captures the entanglement
feature. Intuitively, we can roughly understand the speedup
as a statement about entangled clusters. When the code
is fixed in the pure XX gauge, for instance, there is lit-
tle entanglement across the columns or rows of the code.
If we now introduce gauge fixing such that ZZ stabilizers
can occur with some nonvanishing fraction, this introduces
more entanglement across these clusters and the result-
ing tensor-network minimal cut now has to cut through
these additional bridges of entanglement. Generally, we
then expect the complexity to scale exponentially as the
width of these bridges, or the minimal cuts that separates
these clusters. In the extreme case of the surface code, the
bridges are of /n, and in the pure XX or ZZ gauge, the
bridge is of O(1). By slowly deforming from the XX or
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FIG. 22. Tree tensor network for a m x n Bacon-Shor code in the XX gauge. Some stabilizers are shown via operator pushing. The

tensors are obtained from repetition code encoding maps.

ZZ gauge, one may also explore the intermediate regime
of complexities O(4/n) — poly(n) — O(exp(4/n)) [64].
A more comprehensive study of this complexity transition
and gauge fixing can be an interesting subject for future
exploration.

VIIL. DISCUSSION

In this work, we generalize the existing weight-
enumerator formalism to study cosets, subsystem codes,
and all single-qubit error channels. In conjunction with
tensor networks, we extend their applications in quan-
tum error correction. We show that weight enumerators
can be computed more efficiently using tensor-network
methods once a QL construction of the code is known.
The complexity can vary depending on the tensor-network
connectivity, and is dominated by the cost of tensor con-
tractions. For a QL construction that faithfully reflects the
entanglement structure of the code words, the cost for
finding their enumerator is approximately O(exp(d)) for
nondegenerate codes and up to exponentially faster for
degenerate codes. As a novel distance-finding protocol, our
proposal constitutes the only and the best current algorithm
for finding the distance beyond stabilizer codes. In the case
of Pauli stabilizer codes, this provides a comparable per-
formance for nondegenerate codes, and up to exponential
speedup for degenerate codes.

Using the generalized coset enumerators, we also con-
struct (optimal) decoders for all codes using weight enu-
merators for all i.i.d. single-qubit error channels. As a
corollary, it improves the simulation accuracy when esti-
mating fault-tolerant thresholds if used in conjunction with
existing methods. Since QL includes all quantum codes,
and thus stabilizer codes, the enumerator method can
also be understood as a generalization of tensor-network
decoders. Finally we applied our method numerically to
codes with sizes of order 100 to 200 qubits, showing that
it is practical to study codes of relevant sizes in near-to-
intermediate term devices. We also provide novel analysis
of the surface code, color code, holographic code, and the
Bacon-Shor code using exact analytical expressions. These
include their full operator weight distributions and certain
code performance under coherent or biased noise. For the

holographic code, we also present new results on asym-
metric distances and the varied behavior of different bulk
qubits under (biased) Pauli error.

This advance also has a wide range of applications
in the context of measurement-based quantum computa-
tion quantum many-body physics. We have shown that
higher genus weight enumerators computes the stabilizer
Renyi entropy, or magic, of a quantum state. It is also
known that Shor-Laflamme enumerator, or sector length,
is a powerful tool to study the entanglement structure
of cluster states. With these novel connections between
coding-theoretic objects and quantum resource-theoretic
quantities, our method provides a far more efficient method
to characterize entanglement and magic in quantum many-
body systems compared to brute-force evaluation. For the
case of graph states, existing methods to compute sector
lengths have been limited to order 30 qubits. Our numer-
ics from the 2D tensor network suggests that this may be
pushed to about 10 times higher with modest hardware
requirements on 2D cluster states. Numerical computation
of quantum many-body magic is also widely recognized
as a challenging problem. Here we provide an alterna-
tive method that is readily implementable for a variety of
tensor-network architectures.

We also provided a systematic method for building QL
decomposition of existing quantum codes, filling the void
left by our previous work [13]. In particular, our novel
tensor-network construction applied to quantum LDPC
codes provides a simple algorithmic method to analyze
such codes from the perspective of quantum many-body
systems using bounded-degree tensor networks.

A. Connection with stat mech mapping

We comment on the connection between optimal decod-
ing and distance from the point of view of the statistical
mechanical mapping and weight enumerators. Recall that
the coset weight enumerator polynomial A(E,u) of E
captures the weight distribution of all operators that are
stabilizer equivalent to E. By plugging in the correspond-
ing coefficients k from decomposing the error channels,
one obtains the probability of incurring any errors that are
equivalent to E. This is nothing but the partition function
Zg by solving the stat mech mapping [65] associated with
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a noise model that satisfies the Nishimori condition for all
parameters BJ; where B is the inverse temperature and {/;}
are coupling strengths of the model.

Conversely, if the error probability from the stat mech
model can be obtained exactly, then it must agree with
A(E,u) in some domain that is a connected region near
the origin. Since if two polynomials f,g agree in an
infinite number of points, f — g must have an infinite num-
ber of roots. This cannot happen for any nontrivial f—g
because the degree deg(f—g) < max(deg(f ), deg(g)) is
bounded. This implies that the solution Zg = A(E, u) must
be unique. Therefore, by solving the stat mech model and
obtaining its partition function for different values of B.J;,
we must also have sufficient information to uniquely fix the
enumerator polynomial. For example, for symmetric Pauli
noise, one can in principle fix the coefficients of the poly-
nomial by computing the values of Zg () at different tem-
peratures. As there are only finitely many coefficients for
A®, one can solve an overconstrained system of equations
with integer solutions.

In practice, however, the expression for Zg = Pr(l_i') in
the stat mech model is often obtained numerically. There-
fore, unless P = NP (or NP = RP) the reverse process
going from the stat mech output to the enumerator can
only be trusted to produce the correct results only when
the values of Pr(E) hold to exponential accuracy gener-
ally. This is expected, because otherwise one can solve
the minimal distance problem approximately [66] using the
stat mech model in polynomial time with approximate ten-
sor contraction. In instances where the partition functions
can be (or have been) obtained with relatively high accu-
racy such that the cost is less expensive compared to the
current enumerator method, one can also acquire polyno-
mially many values of the partition functions at different
coupling strengths. One can then fit the coefficients of the
enumerator polynomial to these data points. This allows
us to derive (an approximation of) the enumerator and
thus also extrapolat the error probabilities to other regimes
instead of evaluating those points individually using the
stat mech model.

B. Future directions

Recently, it was shown that asymptotically good quan-
tum LDPC codes like Ref. [67] have a circuit depth
lower bound that is logn. Since these codes are highly
degenerate and some may sustain linear distances even
with a much lower entanglement along some cuts, it
is possible that a good tensor-network description may
lead to a more efficient distance-verification protocol for
codes whose code words saturate the entanglement lower
bound. However, we also note that small-sized examples,
their tensor-network descriptions, and a tight entanglement
lower bound are still open problems as of the time of writ-
ing, the advantage our method provides only remains a

theoretical possibility [68]. Therefore, a general QL recipe
for building quantum LDPC codes would be useful.

As weight enumerators are applicable for non-(Pauli)-
stabilizer codes, they can be used to study or search for
such codes while providing crucial information on their
distances. This would extend the examples in this work
beyond stabilizer codes and would also have relevant
applications in optimization-based methods that need not
produce stabilizer codes [24]. For example, XS or XP
codes [37,38] do not have Abelian stabilizer groups and
currently lack a protocol for computing their code dis-
tances. However, for general codes, reduced enumerators
are likely insufficient, and a higher bond dimension will be
needed.

Note that beyond QECC literature, Shor-Laflamme enu-
merators, also known as sector lengths in graph states
[11,69], have been used to study the structure as well as the
robustness of entanglement in entangled resource states.
Sector lengths of graph states are difficult to compute using
the brute-force method. Given our tensor-network decom-
position of all graph states, we expect our method to carry
immediate impact in the analysis of 2D or planar cluster
states with >100 qubits using sector lengths as well as
more general applications in the context of fault-tolerant
resource state preparation for measurement and fusion-
based quantum computations and quantum networks.

In the context of quantum many-body magic, nonsta-
bilizerness has been difficult to compute numerically. As
stabilizer Renyi entropy and other measures have been
related to quantum chaos, entanglement spectrum and the
emergence of gravity in AdS/CFT correspondence, it is
interesting to explore whether the tensor-network methods
based on enumerators are advantageous for more efficient
magic computations. It is also infriguing to understand
whether the quantum MacWilliams identity can provide
important constraints for quantum many-body entangle-
ment and magic.

Tensor-enumerator methods are also useful when
used in conjunction with machine-learning (especially
reinforcement-learning)-based methods for QECC search
[26,70]. As one would typically need to evaluate cer-
tain code properties, such as distance, that are resource
intensive, the tensor enumerator method can be used to
drastically decrease the time needed to evaluate the cost
function. It is also of interest to study the effect of approxi-
mate tensor contractions and how they impact the accuracy
of the weight distribution and related distance information.

While we have treated all i.i.d. single-qubit errors, the
current formalism does not tackle general location-based
or correlated error efficiently. For the former, a straightfor-
ward extension exists where one can either introduce an
additional variable for each location that has independent
error pattern. This remains efficient as long as the types
of distinct error channels is small, but can quickly become
intractible if it scales with the system size. Alternatively,
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one can precontract the tensor with a fixed error
parameter {p;} instead of describing them as variables.
The latter reduces to a more general tensor-network
decoder [21,71-74]. In particular, [74] shows that corre-
lated errors can be efficiently studied using PEPO with
approximate tensor contraction. Both correlated noise and
approximate contraction schemes can be interesting future
avenues of research in the context of tensor weight enu-
merators. In the same vein, further extension is needed to
describe fault-tolerant processes, which are fundamentally
dynamical. Therefore, an enumerator framework compati-
ble with space-time quantum error correction that incorpo-
rates gadgets that includes measurement errors, midcircuit
noise and POVMs will be needed.

Finally, while enumerators were first defined in classical
coding theory, one yet needs an efficient method to com-
pute them for classical codes. Therefore, it is natural to
extend the current QL-based approach to classical codes
and compute their weight-enumerator polynomials. Such
tasks may be accomplished by directly applying the cur-
rent formalism for classical codes and rephrasing them as
quantum stabilizer codes with trivial generators, or devis-
ing a more efficient method that performs the analog of the
trace or conjoining operation for classical codes.
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APPENDIX A: COMMON SCALAR
ENUMERATORS

For completeness, we review a few examples below that
we we have used in this work.

1. Shor-Laflamme weight enumerator

The original weight enumerators [75,76] are important
objects in classical coding theory. Their quantum counter-
parts were introduced by Shor and Laflamme [4], which
capture some key properties of an error-correcting code.

They feature a duo of polynomials that take the forms of

Az, w) =) Aa(My, Mp)z'w" ™,

(A1)

d=0
B(z,w) =) By(My, Mp)z"w"™*, (A2)

d=0

where
Ay(My, M) = Z‘ Tr(EM,) Tr(EM,), and  (A3)
Ec&[d]

By(Mi,My) = ) Tr(EM\EM) (Ad)

EcE[d]

for some Hermitian M, M;, and £[d], which denotes uni-
tary errors of weight d. Here without loss of generality
we can simply choose the Pauli basis. Note that they are
a special case of the abstract enumerator [14], and we may
recover them by setting u = (w, z) and

1,0 tE=1I :
WHE) = l(o, 1) otherwise. (AS)
So that u®) = w—¥E)zWE) where wt(E) is simply the
operator weight of the Pauli string E.

These polynomials are related by the MacWilliams iden-

ity

2 _ _
w+ (g — 1Dz w z). (A6)

B(w,z) :A( s
q q

Therefore, it is sufficient to obtain one of them, and per-
form MacWilliams transform to get the other. In practice,
for a brute-force algorithm, it is often easier to recover
Az, w).

Note that these polynomials are sometimes expressed in
the inhomogeneous form where 4(z) = A(w = 1,2),B(z)
= B(w = 1,z). As it is simple to recover the homogenized
form by setting A(z) — w"A4(z/w) and similarly for B, we
refer to both of them weight enumerators as they contain
the same information as encoded by the coefficients.

2. Refined enumerators

We can also consider a generalization of the Shor-
Laflamme polynomial (A1) where we separate the weights
by type [9]. One such example is the double weight
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enumerator. Using variables u = (w,x,y,z)

0,1,0,1) ifE=1
oo, ifE=X

WVUE) =1 (10.1.0) ifE=7Y (A7)
(1,1,0,0) ifE=Z

This is useful when, for instance, we consider a biased
error model where bit flip (X') and phase (Z) errors occur
independently with different probabilities. Depending on
the form of the biased Pauli noise, other weight functions
may be used for the weight function. Such double enu-
merators may be used as long as the biased Pauli noise
only admits two independent physical error parameters.
The polynomials are

n
D(x,y,z,w; M|.M) = E Dy, whe " T T
Wy, Wz

(A8)

n
DJ‘(x,y,z, w; My, M) = E Dﬁx waw"w“’Zx"_w"z”_“’Z,

(A9)
where
Dy = Y, THEM]THE M), (A10)
EcE[wy,w:]
D, .= Z Tr{EM,ETM;], (A11)
EcElwy,w;]

and E[wy, w;] is the set of Paulis that have X and Z weights
Wy, W,, Tespectively.

The MacWilliams identity was derived in Ref. [9] for
local dimension 2 where M| = M, are projection opera-
tors onto the code subspace. In Ref. [14], it was extended
arbitrary local dimension g and M1, M>. We reproduced the
relation here for convenience

DY (x,y,z,w)
_D(x+(q—1)y Z—w z+(q— Dw x—y)
viooovaoo ova o Vil
(A12)
The inhomogeneous forms are
Dy, w) = ) Dy wy™ W™, (A13)
D (y,w) = ) Dy, y"w" (A14)

One can easily restore the x, z dependence as their powers
are fixed by n, wy, w;.

Theorem 6. If t,,t; are the two largest integers such that

Dy v, = D‘ﬁx‘wl forw, < t,,w, < t,, thend, =t,,d. = t,.

Proof. See Theorem 8 of Ref. [9]. |

An even more refined weight function distinguish all the
Pauli operators by their types

(1,0,0,0) ifE =1
o100 ifE=x

WUE) =1(0.0.1.0) ifE=Y (A1S)
(0.0.0.1) ifE =2

This is known as the complete weight enumerator [9].
Again, letu = (w,x,y,2)

E(x,y,z,w; My, M)

= 3 Bupp ™y 2w T (ALG)
Wy Wy, Wz
F(x,y,z,w; M, M>)
= 3 Fup ™y 2w T (AL7)

Wy Wy, Wz

where

wa,wy R E :

Qe&wx,wy,wzl

Y THOM Q"M @,

Oe&wy MWy W]

Tr[OM] TH{OT M 1u™ @ | (A18)

(A19)

waywy Wz =

and E[wy, w,, w;] are the Pauli operators with those X, Y,
and Z weights, respectively. See Ref. [14] for general
MacWilliams identities at any q.

3. Applications to stabilizer codes

Before we move on to tensor enumerators, let us build
up some intuition as to what these polynomials are enu-
merating. Let us examine a special case where we set
M, = M, = I1 to be the projection onto the code subspace
of a quantum code. Furthermore, let us suppose that this is
a [[n, k]| stabilizer code, meaning that

1
n—k Z S.

Se8

= (A20)

It is clear that Tr[ETI] # 0 if and only if E € S is a sta-
bilizer element and Tr[ETIE'TI] # 0 if and only if £ €
N(S) is a normalizer element. Therefore, we see that,
up to a constant normalization factor, the coefficients 44
of A(z;I1,IT) is simply enumerating the number of sta-
bilizer elements with weight d and B; enumerating the

number of logical operators with weight d. Consequently,
Y A4a =2"%and Y, B; = 2"+ for a [[n, k] code.
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For the refined enumerators, the coefficients of the double enumerator D, D* are simply recording the number of
stabilizer and normalizer elements that have X,Z weights (w,,w,). Similarly, the complete enumerator coefficients
Eviewywzs Fowewyw, count the elements with those corresponding X, Y, and Z weights.

One can also set M}, M to different operators to extract different information about the code. For example, in coset

enumerators, 4% counts the number of coset elements with a particular weight.

APPENDIX B: INSTANCES OF TENSOR ENUMERATORS

We have seen previously particular instances of tensor enumerators with u = z. One can extend examples in the main
text to other enumerators, which we have used to study other error models.

1. Refined tensor enumerators

Similar to the scalar forms, we apply u = (w,x, y,z) and the weight function Eqs. (A7) to (8). The tensor coefficients
are

DY, (EEM.M)= Y  Ti(E®& F)M)Ti(E s F)'My),
Fe&Mlwy,w;] (Bl)
DI (EEM M) = Y. T(E®s F)MI(E @ FHMy), |

Fe&"Mwx,w:]

whereJ C {1, 2,...n} are the locations of open legs in the tensor enumerator. As in the main text, ® denotes the operation
where we insert E s at corresponding positions of J indices to form a n-qubit Pauli string with 7 which has length n — m
for m open indices.

For complete tensor enumerators, we replace £[wy, w;] — £[dx,d,,d.] and

D‘(‘-:;J,wz(EsEs MI'JMZ) - E((ff,)dy,dz(EsEs M19M2)9

_ . (B2)
D) (E,E, My, Mp) — Fy); ; (E,E, M1, M)
in Eq. (B1). £[dx, d,,d.] is the set of Pauli operators with X, Y, Z weights given by d, d,,d., respectively.
2. Generalized tensor enumerators
For the most general noise model, it is also useful to define generalized abstract enumerator
AVwM M) = Y. Y Ti(E & F)M) Te(E" @) FMu™ ez, (B3)
EEcgmF Fegn—m
BOwM M) =Y. Y Tr(E®s F))ME @ FhMyu EPe,z, (B4)

E Ecgm Fegn—m

where the forms are similar to the conventional tensor enumerator but the sum and weight function now depend on two
independent variables F', F. These are useful for computing generalized scalar weight enumerators (Sec. 11 B), which finds
applications in noise models such as coherent noise or amplitude damping channel (Sec. II1 B).

Theorem 7. Supposej, ke J C {l,...,n}. Then
A A (ws My, My) = AV (us Ay My, A kM) (BS)

and similarly for B.
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Proof.

MAD My Mo) = Y [Tr((E @5 F)My) Tr(E @1 F)' My u™®P [ A sep ]
E.EFF

=Y > Y {TG® ) @ E\E,ED @ FiM)
FF E\Ej Ex}, G
E\{E; Ey}

x Y Tr([(G ® G*) &k E\ {E}, Ex}) @5 F1'My) }u“"‘”’eg\wj Ee EV(E )
G

= Y Te(E @nyan F)UIBY Bl AMOI TH(E @1\ )T (18) (Bl sM2))u™ T Pep
EEF

= Y Tr((E @1\ x F) (A kMD) TH(E @1\ 1y )T (7 sMp))u™ e g,
E'E'F

= AYNUAD (w; Ay My, M), (B6)

where the wedge acts on the vector basis in the usual way.
We used the fact that

1
1BY(Bl==)_ P®P". (B7)
q PeP
Similarly, we can repeat this argument for B-type generalized enumerators. We do not use MacWilliams identity for this
proof as we have not been able to identify any. |

Note that it is often possible to cut down the computational cost when the weight function satisfies the form

utER — ur(E)u;'t(FJ ) (B8)
Then we can write the generalized enumerator as

A(u; My, My) = ) Tr[EM; Ju]"® > TeF My P (B9)
EcEn Fe&n

that factorize into two separate sums such that each piece can be computed separately. For each M;, we can rewrite as
a tensor network. This allows us to compute either sum using a tensor network of x = g by tracing reduced tensor
enumerators. We see that for stabilizer codes, the coefficients for each term are identical to the usual 4-type scalar weight
enumerator up to a constant factor normalization.

3. Stabilizer codes and reduced enumerators

Again, let us come back to stabilizer codes for intuition behind these constructions. Consider the reduced tensor
enumerator polynomial with open indices J = {j;,...,j,»} where we set M; = M, = I1 to be the projection onto sta-
bilizer code subspace. We see that each coefficient 4} simply enumerates, up to a constant normalization, the
number of stabilizer elements that has Pauli string 6V ® ... ® o) on the first through m th qubit and qudit and
has weight d on the remaining qubit and qudits. Similarly for the reduced double, complete, and the generalized enu-
merators, the same intuition applies, except the weights are separated and recorded according to the types of the Pauli
operators.
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The tracing of reduced enumerators for stabilizer codes
can be understood as a simple consequence of operator
matching. Recall that stabilizers and logical operators in
the QL construction come from matching such operators
on the smaller tensors. Since the tensor enumerator is
counting the number of stabilizers with weight d and a par-
ticular Pauli type on the open legs, tracing it with another
tensor enumerator retains precisely the weight distribution
of Pauli elements that are matching on the legs being glued.
This in turn produces the desired weight distribution of
the larger tensor network. Although Theorem 2 provides a
construction that is sufficient for building weight enumera-
tor of any quantum code, the above intuition suggests that
the reduced enumerators are sufficient for stabilizer codes,

which allows us to reduce the bond dimension from ¢* to

q*.

Definition 3. A diagonal trace is defined by

PEE) E =Ef=E =E}
Ap{egj:{gm%.ma\{%,&} ifE) = By = £ = Ej

I+ otherwise.
(B10)
Proposition 3. Suppose
1
M =— S, (B11)
IS seps
1
My=— " wsS (B12)
IS 575

for any coset PS of Pauli operator P and wg € C. Let Ay,
be the set of self-contractions that reduce an even rank
tensor enumerator to a scalar, then

AOTAY (u; My, M) o A(u; AaiMy, Aaidy) — (B13)

and similarly for B. The same holds if the forms of M, M>
are switched.

Proof. The proof is similar to Theorem 7.1 of Ref. [14].
Let us begin with the case where there are only two open
legs in the tensor enumerator. It is clear that

Tr[(G ® G* @ F)M;] # 0 (B14)

if and only if G ® G* ® F is a coset element.
Suppose G is the set of all G s for which the trace
Eq. (B14) is nonzero, then

> TH(GRG @ F)MITH(G® G ® F) M)
G,GeE
=G| ) Tr(G® G* ® F)M]Tr[(G® G* ® F)'Mj],

G
(B15)

which is proportional to the diagonal trace APT. We can
see this by the following. For each G € G, we sum over
G, which leads to some constant o > s ws. Repeating for
each G, we simply get back the same constant |G| times. If
we only sum over the diagonal terms with G = G, then
we obtain the constant ) ¢ wg once. This only works
because one of M), M, is an equal superposition of Pauli
operators.

_ Furthermore, note that for the F' in Eq. (B15), each
GeG,G=PG,P#1, it is clear that P ® P* is a stabi-
lizer of the code. Therefore, for any other F such that
G®G*®F € PS, it must follow that (P® P* @ )(G ®
G"'@F)=GQG*Q®F € PS for each G € G. Therefore,
the overcounting is identical for all F s by a factor of
|G|. Therefore, the diagonal elements contain sufficient
information to reproduce the scalar enumerator.

For any tensor enumerator with four open legs that needs
two self-traces on two pairs ap and a;. From the above
arguments we know that a full trace on a; followed by
diagonal trace on ag produces the correct scalar enumer-
ator. Therefore, it is sufficient to show that a diagonal trace
on a; produce the correct diagonal elements for the pair aq.
Let E denote the Pauli for open legs associated with pair
ap. Under a full trace on ay, the diagonal elements of the
remaining tensor then come from coefficients of the form

Y T(G®G* ®E® F)Mi]
G,GeE

x Ti[(G® G* ® E ® F)'M;], (B16)
where the sum comes from tracing over the legs of a;.
We notice that the same argument above applies by setting
E ® F — F since F is arbitrary. Hence we conclude that
the full trace on a; produce the same diagonal elements on
ap as a diagonal trace up to a constant multiple. Proceed
inductively with 2k open legs, it is clear that the diagonal
components are sufficient for generating the scalar weight
enumerators.

To show that the B type enumerator is also correctly pro-
duced via diagonal trace, recall that diagonal trace is linear
and commutes with the generalized Wigner transform as
shown in the proof of Prop. VI.1, it can also be generated
with only diagonal trace operations. |

Therefore, for practical analysis of Pauli stabilizer
codes, we only need to consider the reduced tensor enu-
merators, that is, restricting to the diagonal elements £ =
E of each tensor enumerator in Definition 4.2 of Ref. [14].

The same proof does not apply for tracing generalized
enumerators A, B because two separate sums are required
separately for F and F' whereas the argument is valid only
when F = F. Therefore, we have to perform a full tensor
trace even for stabilizer codes. Such is needed to analyze
more general error channels like coherent noise.
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APPENDIX C: TENSOR-ONLY
IMPLEMENTATION

1. Multilinear formulation

Although the enumerator polynomials can be imple-
mented symbolically, it is also possible to rephrase them
purely as tensors with complex coefficients.

For each tensor enumerator, one can take the coeffi-
cients in the polynomial, as a tensorial object by itself. For
example, for Shor-Laflamme enumerators, coefficient 4,
in the scalar enumerator can be treated as a rank-1 ten-
sor with bond dimension <p + 1. Similarly, A{i in vector
enumerator has two indices where j marks a bond dimen-
sion g* index (or ¢* in reduced enumerators) and d has
bond dimension < n + 1. Generally, a(n) (abstract) tensor
enumerators can be represented by the tensor components

‘1,"'”;!- -I ,“'Ji
A{fu and B’d“ ,

where d, can be [ tuple of indices that tracks the powers
of the monomials. For instance, for complete enumerator,
dy — (d,d,,d;). For now, let us focus on reduced enu-
merators over ¢ = 2 where the upper and lower indices
carry no additional physical meaning. To avoid clutter,
let us also drop the subscript of d,. For concreteness
one can take d to be the usual operator weight, but it is
straightforward to restore it to the most general form.

In a tensor network, instead of tracing the tensor enu-
merator polynomials, we now trace together these tensors.
However, we need an additional operation on the two
legs dy,d, that add the powers of the monomials during
polynomial multiplication.

ny,ng
i e 11T dydy 125 eeid el 12011 TR
At gt 3 gy i,
dy,dy T2t
1)
where M is a tensor such that
1 ifd=d +d
MP% = P (€2)

0 else.

On the formalism level, this trace with M tensor can be
completed at any time. In practice, however, we perform
such an operation every time a tensor trace like Eq. (C1) is
completed.

The modified trace operation Tr that reduces the tensor
rank can also be performed by contracting another rank-3
tensor

) ifj =0
Tdf@- = dd J (C3)

Sara—1 else.

®:-0

FIG. 23. Modified trace operation.

For example, to recover the scalar enumerator from a
vector enumerator (Fig. 23), we use 4y = Tdr@-A{f, where
repeated indices are summed over.

The method for tracing other tensor enumerators, such
as the double and complete tensor weight enumerators, is
largely the same.

For example, the contraction of two reduced double
enumerator is

j i S Ed i iy
SR ERC S S KLY S 172 172 1o/ 2seeedd e ] 125 IV 141 - Tk
D =My Mg Dy D :

&3
(C4)

where repeated indices are summed. The modified trace is

Dga = ToadiDia (©3)
dr.dz j
with
84,8 a, ifj =0
3 3 d ‘f j = 1
Tty = | o & EE AP (¢))
e dx 3d}—ldx3d§—ldz ifj =2
Saa0g-1a, i) =3

If u carries more variables, then an additional M contrac-
tion is needed for each separate variable index [77].

For the full tensor enumerator polynomial, one has to
take extra care of potential sign changes where we have
I & 1LX & X,Z < Zbut —Y < Y matchings. Suppress-
ing the d index for now, we can think of each tensor
enumerator index in a representation 4 — A4%% with a =
1,...,q* = 4. Furthermore, we prepare the Minkowski
mefric 14,8 = diag(1,1,—1, 1) so that tensor contractions
are only performed between upper and lower indices.
Indices are raised and lowered in the usual way with g5 =
Nap n&BA“& and contracting the two vector enumerators is
by contracting the covariant vector with the contravariant
one, i.e., A%*4’ . We see the raised or lowered index does
not matter for reduced enumerators because the diagonal
elements for Napllag at @ = a,B=28 only carry positive
signs.

2. MacWilliams identity as a linear transformation

We derive the matrix representation of MacWilliams
identities in the polynomial basis {z¢w"=¢ : 0 < d < n} to
facilitate MATLAB numerics.
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By Corollary 5 of Ref. [5],

A'(w,z) = A((w +2)/q,2/9),
B'(w,z) = B((w+2)/q,2/9).

By Theorem 3 of Ref. [5], 4'(w,z) = B'(z,w) and 4, =

B,,_,, which is equivalent to the quantum MacWilliams

identity (Theorem 7 of Ref. [5]):

Bew Z):A(w—}—(qz—l)z w—z).
’ q T q

(€7

(8)

We chose to work with A" and B’ because the relation
A,; =B, _, can be easily expressed by an antidiagonal
matrix with every element equal to 1 in the polynomial
basis {z¢w" 4 :0 < d < n}.

To express By in terms of A4, we only need to express
A, in terms of 4, and B, in terms of B,. By Corollary 5 of

51,

4G (E060) )
ST @)
500 [
()

S (Ea( ) ()

n d
1 n—m
=y |54 24w (C9)
(%)
d=0 (q m=0 n—d
Since
A(w,z) =) Ayz'w, (C10)
d=0
we have
1 n—m
A, = — Am , 0<d< Cl1
d qd g (n o d) n ( }

In other words,

d
Ay=" TinAm, (C12)
m=0
where
1 —m .
Tdm:E w_d) 0<m<d, 0<d=<n (Cl3)
Similarly, B'(w,z) = B(w + z/q,z/q) implies that
d
By=Y TinBn. (C14)
m=0
Hence
_ . 1 ’ -
Az = Z(T_ JDdd’Bd’, 0<d, d <n, (C]S_)
d'=0
where
(0 0 1
0 1 0
J=1.
\1 0 0 (n+1)x(n+1)
f (( : ) 1(0 ) :
1 n 1 n— 0
T— q n.—l q .n—l
| (n 1 et ' 1 (0
\F(o) q_”( 0 ) F(o) (1) x(n+1)
Similarly,
_ . 1 ’ -
B; = Z(T_ JDdd’Ad’, 0<d, d <n, (C16_)
d'=0
because
A=T"JTB < B=T"JTA. (C17)

3. Connection with Farrelly, Tuckett, and Stace

Reference [20] proposed a method to compute distance
in local tensor-network codes, which are qubit stabilizer
codes obtained from contracting other smaller stabilizer
codes in a manner similar to Ref. [13]. In particular, we see
that when applied to an [[n, k] stabilizer code, the tensor

C{,‘."“’f" in Ref. [20] is exactly a reduced tensor enumera-
tor in the multilinear form where w is precisely the degree
of the monomial and /; = 0, 1, 2, 3 are the open indices that
track the Pauli type I, X, ¥, Z. This corresponds to comput-
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the logical legs open. Similarly, C%? is the coefficient of
an A-type tensor enumerator. Indeed, D,, which is obtain-
able from Cil is precisely the tensor coefficients of the
scalar enumerators By — A4. Both enumerators are in the
usual Shor-Laflamme form.

Although both approaches rely on the tensor-network
method to produce weight distributions, the detailed con-
struction differs somewhat in how the tensors in the net-
work is implemented—we construct the enumerator from
encoding maps while Ref. [20] directly enumerates the log-
ical operators of an encoding tensor and then computes
their weights by contracting with another weight tensor
that tabulates 4" Pauli weights. Reference [20] also pro-
duces a tensor network [see Fig. 4(d)] with a double bond
on each contraction where each edge has bond dimen-
sion 4. Naively this appears to lead to bond dimension
16 objects [Figs. 4(b) and 4(c)]. While such a descrip-
tion is sufficient, we know from the tensor enumerator
formalism that it is possible to obtain the enumerator
for Pauli stabilizer codes with a reduced bond dimen-
sion 4 (Thm 6), hence enabling more efficient tensor
contractions.

It is unclear how the complexity estimates for these
methods compare, as none was performed for Ref. [20]
except for 1D codes that are prepared by log depth cir-
cuits. However, given the similarities in their structure and
their overall efficiency for tree tensor networks and holo-
graphic codes, they should be polynomially equivalent in
that regime. In practice, however, we note that even a con-
stant factor difference can be quite substantial. Therefore,
a more in-depth comparison in their performance can be
an interesting problem for future work. In particular, it is
important to understand whether these methods are optimal
with respect to different networks.

Although Ref. [20] does not discuss weight distribu-
tions for other error models, it is possible to adapt their
formalism to produce double and complete weight enu-
merators by modifying their weight tensor. For example,
to obtain the double enumerator, one can replace WL Em
with W3lE" such that the tensor coefficient is unity
when a Pauli string 08! @ - - - ® 0% has X and Z weights
Wy, W;, respectively. A similar extension should be possi-
ble for abstract enumerators. It is currently unclear whether
a similar extension is possible for generalized abstract
enumerators.

Another key difference lies in the use of MacWilliams
transform in our work, which is polynomial [78] in n.
Generally, the MacWilliams identity can help reduce com-
putational cost. When the tensor network is efficiently
contractible, and when we overlook the cost in manip-
ulating large integers, the difference of keeping B- vs
A-type tensor enumerators should be relatively insignifi-
cant. However, when the minimal cuts are large, e.g., when
the tensor network represents a volume law or even some

area law states, the B-type tensor can become far more
populated than the 4 type by as much as O(e*). For
instance, in the limiting case where the cost of tensor-
network contraction approaches that of the brute-force
method [79], e.g., in random stabilizer codes, we see that
B is 2% more expensive to compute compared to 4. Hence
in some instances, the MacWilliams identities can help
reduce computational cost that is exponential in k.

The decoder [20] uses is formally similar to the usual
tensor network decoder where error probability is com-
puted for some fixed p using a tensor contraction whereas
the enumerator method produces an analytical expression
for the error probability as a function of u. The former is
computationally advantageous when the error probabilities
are heavily inhomogeneous and carry a strong locational
dependence. The latter is more powerful for obtaining a
continuous range of error probabilities when the physical
errors are relatively uniform across the entire system.

Overall, the formalism based on tensor weight enumer-
ator is more general as it applies to all quantum codes
with uniform local dimensions. When specialized to the
case of Pauli stabilizer codes over qubits, both methods
can compute scalar and tensor enumerators associated with
the code using tensor-network methods. In this case, our
method improves upon Ref. [20] with a reduced bond
dimension and with the use of the MacWilliams iden-
tities. The former provides a polynomial speedup while
the latter can provide an O(eX) speedup in some regimes.
With the extension to biased error and general noise mod-
els, we also extend the maximum-likelihood decoders for
such stabilizer codes to general error channels. However,
the enumerator method is less efficient in tackling highly
inhomogeneous errors.

APPENDIX D: ERROR DETECTION FOR
GENERAL NOISE CHANNELS

1. Nondetectable error

Proof. Let us compute here the probability of incurring
a noncorrectable (logical) error. Suppose the error chan-
nel is £(p), which can be written as the Kraus form in
Theorem 4 being the tensor product of single site errors.
Let the initial state be p = |} (¥/| € L(C), and dimC = K.
Then the probability of a nondetectable error is

Pna(p) = Tr[(I1 — p)I1E(p)IT]

=Y 1T = [P DO, (D1)

where I is the projection onto the code subspace. It is
simply the overlap between the error state and the part
of the code subspace that is orthogonal to the original
codeword. |
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Now averaging over all initial codewords [¥) with respect to the normalized uniform measure w(|¥)), we have

e anm T = W @ DTIKG) Py )
=2 f| 5 C@IK?HU — YWD — [T )dp ()

-y fh}) KT du(i) - 3 fw}} KT GG i), (D2)
Similar to Ref. [80], the integral in Eq. (D2) can be evaluated. The first term is

@K A ) =Y TIKIOKG | 19 @ lde(19)]
[¥r)eC [¥r)eC

1 . -
== Z‘ Te[C TG T, (D3)

where we use Lemma 7 in Ref. [80] for the last step, which evaluates the integral.
The second term is

> Te[C] TG TT] + > Te[K 1] Tr[xtin]) , (D4)

~ -~ ~ ~ 1
Kin NK;|¥)d -
Zijfmec(m TP ) TG d(9) K(K+1)(

where we integrate over the same measure and use Lemma 8 in Ref. [80]. This completes our proof for Theorem 4.

2. Errors with nontrivial syndromes

Proof. When C is a stabilizer code, we can talk about syndrome measurements and decoding in the usual sense. While
IT denotes the projection onto the code subspace, i.e., measuring trivial syndromes, we can similarly ask what the proba-

bility is for measuring some other syndromes s where the state is taken to a subspace I1; = Esl'IEI, where E; is an error
with syndrome s. |

Again, this is given by the overlap between the state suffering from the error and some final state in the error subspace.
=Y [ i) TKpK
i JIvleC
=2 f du(|9)) Te[E,NE Kok E,NE!
i =

=Y T fh_m (PP IK]TLE

1 . |
== Z Tr[A] T1,K5]. (D5)

Therefore, this quantity can be easily obtained from the B-type generalized complete enumerator when we replace one of
IT by I1;. Note that this recovers the syndrome probability with Pauli errors using the coset enumerator.
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It is also useful for decoding purposes to consider the probability p(L|s) so as to correct the most likely logical error.
The probability that E; = E;L occurs is

pLNs) = th}} Cdﬂ(llff))Tr[EsI%})(&IEIHSKH&)(,/}W:;FHS]
= wa}} Cdllu‘(|1}))(({&|E_jns‘K:ilff))((lﬁ|K:IHSE3|1;‘))_ (D6)
Because IT,E,|V) = E,|V).

pLns) = anm Cdﬂ(lfh))((fkIEIKaI&))((&I:‘C?ESIJI))
B 1
KK+

1
KK+

( 3 THENGIKEN] + Y THE G Tr[}C?ESH])

( Y TGIK L]+ Y THAGTIE]] Tr[!CIE}l'I]). (D7)

i i

Hence

(D8)

p(L 5 (L - ! Tr[KGTE] ] Te[KTE,TT
P(L|S):p(Lﬂs)/ps:K+l (1 +Z. r[ 1Tr[K; ])

>, Tr[ G I ]
Each term in Eq. (D8) can be computed by setting M1, M> to the appropriate values in the weight enumerator M =
HE’:,M; = E,l'[ for the A-type enumerator and M; = I1, M, = I1; for the B-type enumerator. ~

For the purpose of building a decoder, we do not care about the overall normalization, hence computing the A4-type

enumerator will be sufficient. The first term in p(L N's) is independent on the logical operation L, and thus does not
modify our decision based on the maximum likelihood.

3. General logical error channel

Nonunitary logical error: Under this more general channel, it is also natural to consider a more general logical error
where for some p; in the error subspace with syndrome s beyond the kind of coherent logical error L. For instance, we can
discuss the error probability that the logical information suffers from a logical error channel in that subspace

NG =5—Y_ i}, (D9)
i
after obtaining syndrome s by measuring the checks. More precisely, we find that
PN Ns) = Z fmec dp(19)) TrEN () EITLKG 19 (9 1K TI, ]
= X;‘ fmec dp(19)) THE, i |9) (¥ |7} EL 1) (91K
= Z;‘ fmec dp(19)) THO} 1) (WO 19) (]

1
TKEK+)) iXJ:(Tr[oﬂ”%”]+Tf[0ﬂ“]Tr[®,aH]), (D10)
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where we defined O;; =K i Esnj. Note that just like for
calculating error probablllty of syndrome s under depolar-
izing noise with B-type enumerators, the first term can be
expressed as a B type and one can perform the sum over j
in defining

=Y Eiy i E! (D11)
J
and then substitute and compute the first term as
> Te[GIIA] T3 ], (D12)

which is basically identical to our computation of the non-
detectable error probability except we set My = IT} and
the remaining procedures for decomposing X; carries over
identically.

For the second term, however, we have to repeat the
enumerator computations for each j by summing over
i. If we set E‘; = E1;, then it has the identical form as
the coset enumerator we analyzed earlier except for the j
dependence,

Te[AGTE ) Te [T B 1. (D13)

For generic errors, j = 1,... , 4% so it is more relevant for
k small.

For a fixed error channel, the enumerator fully captures
the likelihood of all error channels by decomposing 7j; into
Paulis and varying their coefficients. It could be interesting
to analyze the extrema of error probabilities with respect
to these variables to find the most likely error channel. We
can imagine building a decoder that seeks to undo the effect
of the most likely error channel, though it is unclear when
such recovery procedures exist in general. To correct such
errors, we apply first a coset element of E;. Then depending
on the availability of the recovery map given the logical
error, we (partially) reverse the effect of the logical error
channel based on the relevant information of the code and
syndrome measurement outcomes.

APPENDIX E: QUANTUM TANNER GRAPH
FROM QUANTUM LEGO

Given any [[n, k]| stabilizer code whose codewords can
be obtained from measuring the check operators and posts-
electing on the trivial syndrome outcome, one can express
the encoding or state-preparation process as a tensor net-
work.

Consider a measurement-based state-preparation pro-
cess where we entangle all physical qubits with a reference
using Bell pairs |00) 4 |11). Then to apply the checks by
measuring them. The measurement process is straightfor-
ward—the physical qubits on which the check has support

FIG. 24. An ancillary is prepared and projected onto |+) (blue
triangle). This condenses the ancillary into a check node tensor
that is simply the encoding tensor of a repetition code (Z spi-
der). The data qubit condenses into another tensor node (green)
by combining the degree 3 tensors T;. Here IN or L labels the
input and logical degrees of freedom while OUT or P labels the
output and physical degrees of freedom in the final atomic code
it produces. The bottom row indicates that the qubit is checked
by other checks, e.g., g;,i =4 ~ 7.

is entangled with a ancillary qubit using the usual circuit.
Then one measures and postselects on the trivial syn-
drome. Although the actual preparation of such a state in a
quantum computer requires either adaptive measurements,
decoding, and/or postselection, thus rendering the actual
process much more complicated, there is no such obstacle
in the classical tensor-network description where postse-
lection simply corresponds to contraction of a particular
type of tensor.

Suppose each check acts with a unitary g; on the phys-
ical qubit (bottom wire of Fig. 24), then the action of this
gate on the wire can be converted into a tensor [Fig. 25(a)].
The resulting tensor for common gates used in the prepa-
ration process for XP stabilizer codes are also given in
Fig. 25(b). Generally, this conversion can be performed for
any two-qubit controlled gate by choosing the appropriate
tensor T in purple.

Here ¢ is a tensor with elements

oo} o) (E1)

(a) ’l‘ L
19|
(b)
—9=Pr— #f —g=X—»
| | f

FIG. 25. (a) Depending on the nature of the controlled-g gate,
the target action can be condensed into a tensor. (b) The action
of a controlled-phase gate and that of a controlled X gate can be
simplified into the corresponding tensors with ¢ defined below.
Red and blue tensors are Z and X spiders, respectively.
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where an overall normalization is added as needed. For
¢ = m it is the Hadamard gate and tensor.

Note that a code prepared this way has a nontrivial ker-
nel in the encoding map. This is the same for the tensor
network we built for the surface code or color code in the
main text.

For CSS codes, without loss of generality, one can per-
form first the Z checks then the X checks. By suitably
substituting g, one can simplify the data nodes (green) into
the form of Fig. 6(c).
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