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Abstract—Federated Learning (FL) is a widely adopted
distributed machine learning technique where clients collab-
oratively train a model without sharing their data. A critical
component of FL is client selection, which involves choosing the
necessary number of clients for each training round. Current
client selection algorithms for wireless FL rely on the conditions
of wireless channels but do not account for vulnerabilities from
attacks on these channels, such as channel state information
(CSI) forgery attacks. In this paper, we introduce AirTrojan,
a novel attack vector that targets client selection in FL. Our
key insight is that since the channel state can be manipulated
by attackers, an attacker can adjust their probability of being
chosen as a participant. AirTrojan enhances the feasibility of
adversarial attacks on FL, which usually assume that malicious
clients are always selected as participants. We demonstrate the
effectiveness of AirTrojan by showing how it can disrupt client
selection and facilitate model poisoning attacks on FL. Our
work highlights that it is urgent to add security components to
client selection processes in wireless FL.

I. INTRODUCTION

Federated Learning (FL) has emerged as a versatile solu-
tion for training machine learning models when samples are
distributed at remote nodes. As illustrated in Fig. 1, the global
model of an FL system is trained through an iterative process.
In each iteration, Parameter Server (PS) of an FL system
selects a subset of clients, sends them the current global
model, and finally aggregates local models for updating the
global model. Since only local models rather than local data
are aggregated to PS, FL is advocated for not only improving
training set diversity but also protecting data privacy [1]. As
a result of the distributed nature, most current FL systems are
deployed as a wireless one in which remote clients connect to
the central server through wireless channels like WiFi/5G/6G.

Within the framework of 5G/6G standards, Multi-User
Multiple Input Multiple Output (MU-MIMO) systems have
been established as a cornerstone technology [2]. These
systems enable multiple users to communicate simultane-
ously thus improving both the capacity and efficiency of
wireless networks. To achieve such a goal, MU-MIMO relies
on Channel State Information (CSI) for effective channel
estimation and resource allocation [3]-[6]. In essence, CSI
carries key components including channel gain, phase shift,
and signal-to-noise ratio, which are indispensable when op-
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Fig. 1: Architecture of wireless FL.

timizing transmission rate and overall communication per-
formance [3], [7]. In this paper, we are most interested in
CSI-based client selection for wireless FL systems due to its
popularity.

To start with, client selection for a wireless FL system is to
choose a subset of remote clients from the candidate pool for
the current round. While novel client selection methods [8]—
[10] have been proposed overtime for various purposes such
as lowering training cost, it turns out that most of them have
not adequately considered security in their designs. In this
paper, we explore wireless FL systems using 5G/6G as the
communication standard while we believe the findings here
can apply to other scenarios. Consequently, we focus on CSI-
based client selection because MU-MIMO was selected as the
physical layer for 5G/6G while MU-MIMO was built on CSI
for transmission rate adjustment and channel estimation.

Throughout the paper we strive to answer the following
two questions. The first one (Q) is “What are the vulnera-
bilities in CSI-based client selection for wireless FL systems
using MU-MIMO?” The answer to Q; helps estimate the
potential consequences if the attacker exploited such vulner-
abilities. In the first place, MU-MIMO is found to use self-
reported plaintext CSI from clients for channel estimation
purpose as receiver performance highly relies on accurate
and responsive CSI. Furthermore, even CSI measurements
are unreliable due to measurement complexity or existing
adversary attacks (e.g., CSI forgery attacks [4]). Hence we
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expect that an attacker can affect CSI-based client selection
by either reporting false CSI measurements or forging false
ones. In effect, we design and demonstrate two attacks on
client selection (see Section 1V), i.e., TDoS and Collusion,
which effectively change client rankings hence the final client
selection results. The second one ( ) is “How will attacks
on client selection affect the robustness of global model
against adversarial attacks on FL systems?” The answer
to illustrates the potential severity of vulnerable client
selection. Particularly we investigate the scenario that the
global model is subject to the popular model poisoning
attacks (MPAs) [11]. Considering that almost all state-of-
the-art (SOTA) MPAs skip client selection by assuming the
MPA attacker always participates each FL training round, we
investigate the situation when such an assumption no longer
holds. We believe that this is a more realistic assumption,
i.e., the MPA attacker may not get selected, rendering client
selection critical for MPAs and the corresponding defenses.
As expected, we also investigate the scenario when defenses
against MPAs are in place to better understand the whole
landscape of the impacts of client selection.

In summary, we propose AirTrojan, a novel attack vector
on wireless FL systems that has not been explored before.
We position AirTrojan mainly on CSI-based client selection
for FL systems that adopt MU-MIMO as the physical layer.
Note that the findings here can be extended to other client
selection settings. We start by introducing two attacks on
client selection: TDoS and Collusion. The goal here is to
show that AirTrojan can either increase or decrease a client’s
probability of being selected to participate in the current
round of FL training. We then proceed to investigate the
impacts of AirTrojan on the global model particularly under
MPA scenarios. We summarize our contributions as follows:

We propose AirTrojan, a new attack vector targeting at
practical client selection for wireless FL systems which
has not been identified before.

We design and demonstrate two attack strategies
on client selection: AirTrojan-TDoS and AirTrojan-
Collusion. Moreover, we incorporate them into MPAs
for better characterizing the impacts of AirTrojan on
FL systems.

We evaluate the attack performance of AirTrojan ex-
tensively under different settings. Our evaluations in-
volve three types of SOTA MPAs, seven defenses, and
three popular datasets. Experimental results confirm that
AirTrojan can manipulate client selection results of
MU-MIMO FL systems and affect MPA and defense
performance significantly.

II. BACKGROUND

A. Client Selection in FL

FL involves a process in which remote clients collabo-
ratively train a model while keeping their data local [1].
An essential aspect of FL is the selection of clients that
participate in each round of training. Consider a FL system

comprising a set of clients denoted by C ,
where  is the total number of candidates (i.e., clients). In
each training round , a subset consisting of  clients S  C
is selected for model updates of next FL round based on
the pre-defined criteria such as client availability and data
diversity. After that, each client S computes a model
update from its own dataset, which typically takes the form of
gradient information £ . L is the loss function of client

and represents the model parameters. PS then aggregates
these model updates using an aggregation strategy such as
FedAvg [1] or other methods [12]-[15].

B. MU-MIMO and Channel State Information (CSI)

Multi-User Multiple Input Multiple Output (MU-MIMO)
is a wireless communication technology that allows multiple
antennas at both the transmitter and receiver ends to manage
signals from multiple users simultaneously [7], [16]. CSI
is essential in MU-MIMO systems for efficiently directing
signals to multiple users, ensuring optimal communication
by adapting to varying channel conditions and diminishing
interference [4], [17], [18]. CSI is typically denoted as a
matrix , which corresponds to the channel characteristics
between a transmitter and receiver antenna pair. Specifically,
each entry of  denotes the channel response (i.e., amplitude
and phase shift) for a transmitter and receiver pair. Consider
a MU-MIMO system with  transmitter antennas and
receiver antennas serving  users. The received signal by
the -th user can be denoted by Here

v is the received signal vector for user |,

© tis the channel matrix denoting CSI between

the transmitter and user t 18 the transmitted

signal vector, and is the noise vector. The performance

of MU-MIMO largely depends on the accurate estimation

of CSI, i.e., . Such information is vital for advanced

techniques in MU-MIMO such as beamforming, where the

signal is transmitted toward the intended user to maximize
signal quality and minimize interference.

III. SYSTEM AND ADVERSARY MODEL
A. System Model

FL workflow. Fig. 1 illustrates the workflow of wireless
FL systems investigated. At the beginning, PS randomly
initializes , which is the global model. Then each training
round proceeds as follows: (1) PS selects a subset of clients
from a candidate pool, i.e., client selection, and sends to
the selected clients through the downlink channels. (2) Client

is to initialize its local model using its received , continue
to train  using its local training samples and obtain , and
then returns its model update to PS through the uplink
channel. (3) Finally, PS aggregates all s using its adopted
aggregation approach and updates  accordingly.

Client selection strategy of wireless FL. based on MU-
MIMO. As introduced in Section I, client selection in
wireless FL refers to the process of selecting a subset of
remote clients (e.g., mobile devices) from a pool of
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clients for participating in the current training round [19].
We denote the whole candidate set by
and the selected clients by . Then and
corresponds to the required number of clients
for model training. Here we follow a widely-used client
selection strategy in wireless FL [3], [4] which aims to select
the top-  clients that maximize the sum transmission rate
while minimizing inter-channel interference simultaneously.
We want to emphasize that our findings are expected to
apply to other client selection strategies for wireless FL as
well simply because all selection methods rely on a certain
selection criterion that can be vulnerable. In our case, such a
criterion is that CSIs of the selected clients contribute to the
overall system transmission rate in a better way than those
of other clients. Concretely, the sum rate in wireless FL is
formulated as R r, where
is the bandwidth, the set of  selected users, and
is the signal-to-interference-plus-noise ratio of
In an MU-MIMO based wireless FL system, PS acts
as an MU-MIMO Base Station (BS) as well and has
antennas which are to establish reliable wireless channels
with at most clients in one training round. The corre-
sponding CSI between Client  and PS can be modelled as
, Where denotes the CSI between
and the -th antenna of PS. For simplicity, assuming
PS has selected clients out of candidates, we
construct the channel matrix Haqy mzmeo for the MU-
MIMO system consisting of one BS (i.e., PS) and  clients
as . That is, we concatenate all
together. Therefore, at PS, the received signal can
be computed as Hrmu mMIMO , where is
the transmitted signal from  clients, and represents the
Gaussian noise of Haqy mzmo itself. Correspondingly,
above can be derived as

(1
where  is the pre-coding matrix for ,  is the
power allocation vector for , and  represents the
signal power of noise. Note that the interference of on
is given by thus the total interference on

would be .

As a result, the maximum sum rate problem from above
can be further derived as

maximize RMU MIMO

subject to

2

where is the total power budget for wireless transmis-
sion of the MU-MIMO system. The above client selection
problem can be solved by Algorithm 1 which is to iteratively
select the client that gives the highest sum rate contribution
while satisfying the constraint on channel interference.

Algorithm 1: Client selection in MU-MIMO FL

Input: CSI vectors [ ] of
clients.
Output:
Initialize R ;
for to do
forall do

Compute sum rate Ry mzmo i and the
interference component

Rmu MmO i ;

if then
L Exit

B. Adversary Model

Attack Assumptions. We mainly adopt the same adver-
sary assumptions as in MUSTER [3]. To start with, our
targeted wireless FL system is based on MU-MIMO and
hence the self-reported policy is used for each node (both
PS and all clients) to publish its CSIs on the network.
Consequently, such a policy makes it possible for an attacker
to accumulate knowledge about other clients’ CSIs so as to
launch attacks on client selection and subsequently the whole
FL outcome. Secondly, literature suggests that an attacker is
able to forge desired CSIs when necessary by launching CSI
forgery attacks such as [4]. In this paper, we adopt the same
CSI setting used in [3], i.e., the self-reported policy in current
deployed MU-MIMO systems (it is already deployed in the
field) and investigate the impacts of such a vulnerability on
client selection and subsequent FL. model training.

Attack Goals. The goals of AirTrojan attacks on FL are
straightforward. First of all, the attacker wants to manipulate
the results of client selection, i.e., changing (increasing or
decreasing) the probabilities of a client being selected. Note
that such a client can be a victim client the attacker targets
at, the attacker herself, or client(s) colluding with an attacker.
Particularly, in this paper, we demonstrate two attacks to
manipulate the results of client selection: Targeted Deny-of-
Service (TDoS) attack on a benign client and a Collusion
attack to increase the probability of a colluded client being
selected. Secondly, the attacker wants to exploit AirTro-
jan (either TDoS or Collusion) to facilitate popular model
poisoning attacks [20]-[25] including both targeted and
untargeted attacks. Note that previous MPAs have assumed
that the attacker is always selected for participating each
FL training round, during which the attacker is able to
insert malicious model updates. We anticipate that such an
assumption is unlikely to hold in reality and thus want to
explore how attacks on client selection process like AirTrojan
can escalate existing MPAs to be feasible in practical settings
and potentially other adversarial attacks on FL as well.

Authorized licensed use limited to: Purdue University. Downloaded on May 25,2025 at 17:53:14 UTC from IEEE Xplore. Restrictions apply.



Attacker
Forged

&1 &=
TDoS \
AW

CU”UTDH Local Training

L

[

Victim

Q)))&_.
EJ)) csl;

Client i

Local Training

s

Parameter
Server

)

Client Selection

Fig. 2: Attack flow of AirTrojan.

IV. DESIGN OF AIRTROJAN
A. Overview

Fig. 2 illustrates the workflow of our proposed attack,
AirTrojan. In general, the attacker launches AirTrojan (TDoS
or Collusion) to achieve the goal of manipulating the results
from the client selection process.

B. Attacking CSI-based Client Selection

1) AirTrojan-TDoS: TDoS attack on client selection in
FL aims to launch DoS attacks on a targeted victim C,,
i.e., preventing C,, from being selected for participating the
FL training process. Note that TDoS attack does not harm
O, ie. the global model of FL, directly. Instead, TDoS
aims to reduce C,’s probability of being selected and serves
as the preamble attack for advanced ones such as MPAs.
The stealthiness of TDoS attack is high as well for the
same reason: PS may not notice the attack since model
performance of © such as model accuracy is not affected. The
intuition behind TDoS is that from the perspective of client
selection at PS, if the attacker’s CSI offers a higher channel
gain and comes with a lower interference when compared
to the channel gain and interference of C,, PS will select
the attacker for participating training instead of C,, thus
significantly lowering the probability of C, being selected.

Based on this intuition, a TDoS attacker achieves
its goal through the following steps. Assume that
H® = [b{,h3, .. hy, o i bl by AT s

the channel matrix of the MU-MIMO system for the wireless
FL model. h, and h, denote the CSIs of the victim C,, and
the attacker Ciy,, respectively. Firstly, the attacker forges and
reports its CSI as hy, = ahy + Bey,, wWhere h, is the victim’s
CSI and e, the orthogonal component of h, with respect to
the other N — 1 channel vectors in H. a and 3 are the two
parameters the attacker engineers for achieving TDoS attack.
More specifically, a > 1 is an up-scaling factor that increases
the attacker’s effective channel gain, ie., hn, while 8 < 1
a down-scaling factor to reduce the interference from the
other N — 1 selected clients. Through a pair of (a, 8), the
attacker can effectively modify the channel matrix from H 0
to H = [h'{,h%‘, :h{:"' :h{‘e—lihaih;—kl"':h%]qq'
As a result, most likely PS will select Cy, over C,, simply
due to that C,, offers a higher channel gain and a lower
interference than C,, does. In Section V, we demonstrate that

TDoS can achieve a high success rate of preventing C,, from
being selected by PS.

2) AirTrojan-Collusion: Collusion attack on client selec-
tion in FL aims to increase (or decrease) the probability
of a conspirator (a client that colludes with the attacker)
being selected for participating in the FL training process.
Similar to TDoS, Collusion attack does not necessarily harm
©. Instead, our Collusion attack only aims to first change
(increase or decrease) the conspirator’s probability of being
selected and then facilitate more advanced adversarial attacks
such as MPAs. Here we denote the conspirator by Ceon. Ceon
is assumed to behave as a benign client, i.e., Cy,,, itself will
not change its own CSIs. In order to change its probability
of being selected for FL training, C,,, will collude with
Cm, the attacker, who is capable of forging or self-reporting
the desired CSIs so that Cy, can help Cp.p achieve its goal.
For simplicity, we assume that C,.,, wants to increase its
probability of being selected while the findings here apply to
the case that C,,, wants to decrease the probability.

As introduced above, attacker C,, wants to increase the se-
lection probability of her conspirator C.,p, through Collusion
attack. Note that Cp,y, is assumed to have low probabilities
of being selected for FL. model training hence in need of
Collusion attack from Cy,. The steps of Collusion attack
are as follows. First, C), identifies a victim client, C,,
of which the selection probability is high. Following that,
Cy, identifies another client, C,, of which the selection
probability is higher than that of C,. Attacker Cy, is able
to do so because all CSIs are published on the MU-MIMO
system hosting the wireless FL. model investigated. Based on
the above knowledge, C,, first launches TDoS attack on by
forging (or self-reporting) a proper CSI hm while making
sure that h,, casts large interference to C, but not Cgpp.
In all, the impacts of the above Collusion attack is to reduce
the selection probability of C, and C,, without hurting Ceop’s
channel quality. As a result, the ranking of Cl,, is expected
to be escalated though C,,, is not guaranteed to be selected
yet. Intuitively, if Cgopn is close to being selected for FL
model training, Collusion attack for Cl,y, is likely to succeed
while the attack would fail if originally C.,y, is far away from
being selected.

In effect, C, and Cepn first choose a proper C,
with a high probability of being selected according to
arg maXyco, ., {P(v € wset k|wset,k—1)} (v < N), where
P(v € weer,k|weer,k—1) is the conditional probability that C,
is selected in the k-th round (i.e., wger k) provided the set of
selected clients, i.e., wger,x—1, in the previous round. As a
result, Cy, can further locate C),, which is one of the clients
that have a higher rank than C,. Next, Cy, forges hp, so
that h,, casts a TDoS attack to C,, while introducing large
interference to C, and much lower interference to C,n. Note
that depending on how close C,, is from being selected, the
Collusion attack may fail due to a significant gap (Ceon is
assumed not to be able to change h.yy,.)
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C. AirTrojan for Model Poisoning Attacks

Model Poisoning Attacks (MPAs) arise as one type of
critical attacks on FL due to their low cost and high effec-
tiveness. In MPAs, an attacker acts as a client of FL and
uploads malicious model updates into the global model to
achieve attack goals. Specifically, untargeted MPAs are to
degrade overall model performance such as model accuracy
and targeted MPAs are to insert backdoors into the trained
global model so that the poisoned model outputs targeted
wrong predictions when fed with backdoored samples. Al-
though a lot of MPAs and defenses have been proposed (see
Section V), by default one of the key assumptions is that
the MPA attacker(s) will participate every FL training round,
which clearly does not hold in practice.

In this paper, we thus aim to answer the following two
questions: (1) “How would SOTA MPAs perform when
assuming that practical client selection is used during model
training rather than that the MPA attacker is selected all the
time?” and (2) “Would AirTrojan (either TDoS or Collusion
attack) help escalate MPA performance even with practical
client selection in place?”” The answers to the above questions
allow us to build a more realistic understanding of the
importance of client selection and the severity of MPAs on
FL. We further consider the scenarios when PS adopts SOTA
defenses against MPAs as well. Given that client selection is
indispensable for FL, we conjecture that our findings from
studying MPAs here can extend to other advanced adversarial
attacks on FL as well such as adversarial example attacks
[26]-[28].

V. PERFORMANCE EVALUATION

A. Experimental Setup

Datasets and model architecture. We evaluate AirTrojan
on three popular datasets in the literature: MNIST, Fashion-
MNIST (F-MNIST), and CIFAR-10. In our experiments,
all clients were configured as i.i.d. as in [1]. This means
that the data at each client was a random sampling from
the overall dataset, ensuring a uniform data distribution
across different clients. For MNIST and F-MNIST, we use
LeNet [29] as the backbone and VGGNet [30] for CIFAR-
10. We implement AirTrojan in Pytorch and run all the
evaluations on a server with an Intel(R) Core(TM) i9-
10900X CPU @ 3.70GHz and two NVIDIA RTX 3090.
We have made the source code for AirTrojan available at
https://github.com/CCS2023/AirTrojan.

FL Settings. The MU-MIMO wireless FL system investi-
gated has a candidate pool of 100 clients. The wireless chan-
nel for an arbitrary transmitter-receiver pair is assumed to be
standard i.i.d. Rayleigh fading channel, i.e., CN ,
which has been widely adopted for modeling CSI [9], [31],
[32]. The client selection algorithm is to select  clients from
the candidate pool. For local training, local model updates
are trained using the Adam optimizer with a learning rate
of 0.001. For FL aggregation methods, we consider 7 of

them in total: FedAvg [1], Krum [33], MKrum (i.e., Multi-
Krum), T-Mean (i.e., Trimmed Mean) [34], Median [34],
Bulyan [35], and FLTrust [12]. FedAvg has been the
default aggregation method of generic FL systems but it is
vulnerable to most MPAs. All of the above aggregation meth-
ods except FedAvg have been proposed as defenses against
different MPAs. Particularly, Krum, MKrum, T-Mean, and
Median are defenses against MPAs based on Byzantine
failure while FLTrust and Bulyan are against stealthy
MPAs in [23].

MPAs. We evaluate AirTrojan for three types of SOTA
MPAs to demonstrate its impacts. The first type is
Untargeted MPAs including Krum-Attack [22] (MPA
on Krum) and Trimmed-Attack [22] (MPA on Trimmed
Mean), which are to manipulate model weights for degrading
the model accuracy. The second is Stealthy Targeted
MPA in [23] which is to subtly insert backdoors into the
global model by crafting malicious model updates resembling
benign ones so that they are very likely to be merged into
the global model. The third type is Semantic Backdoor
Attack in [24] which is to leverage inherent data patterns
of training samples (such as the colors in a sample image)
for triggers rather than using synthetic patterns proposed in
the first two types of MPAs.

Performance metrics. We mainly use attack success rate
(ASR) as performance metric across all experiments. For
TDoS, ASR denotes the ratio of successful attack runs over
all runs, i.e., when is not selected for FL training due to
TDoS attacks. We use the same definition of ASR on Col-
lusion attack except that a successful Collusion attack refers
to that is selected for participating FL training due to
Collusion attacks. For MPAs, we use the same performance
metrics as in [22]-[24]: model accuracy for untargeted MPAs
and ASR for targeted MPAs, i.e., the ratio of successful
targeted predictions among all backdoored testing samples.

B. Impacts on Client Selection & Model Performance

TABLE I: ASR(%) of AirTrojan on client selection.

Ranking 20 40 60 80 100
TDoS-10 100.00  100.00 100.00  100.00  100.00
TDoS-15 100.00  100.00  100.00  100.00  100.00
TDoS-20 100.00  100.00  100.00  100.00  100.00
Collusion-10 | 100.00  79.70 63.70 10.96 0.70
Collusion-15 | 100.00  79.82 65.60 11.90 0.80
Collusion-20 | 100.00  81.00 68.70 13.80 1.20

Attacks on client selection. Table I summarizes the re-
sults of launching AirTrojan (including TDoS and Collusion
attack) on the client selection step when training a generic
FL model. Note that the settings of dataset and backbone do
not affect the attack results here. Let  denote the number
of clients to be selected from the candidate pool consisting
of 100 clients. TDoS-  corresponds to the scenario when
launching TDoS attack to client selection of  out of 100
clients (the same as in Collusion- ). For TDoS attacks, we
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assume there is only one attacker in the candidate pool. For
Collusion attack, we assume there is one attacker and one
conspirator, i.e., the colluded client, in the candidate pool.
For TDoS attack, the entries in the ranking row correspond
to the ranking of the attacker while for Collusion attack, the
entries correspond to the conspirator’s ranking.

For TDoS, was assumed to be between 1.0 and 1.2,
which translated to that the channel gain of , i.e., the
attacker, was not ridiculously high. Similarly, was as-
sumed to be between O and 0.5 for practicality ( is
unlikely to introduce arbitrarily large interference to other
clients).Therefore,we set to 1.2 and to 0.5 provided
a realistic attacker capability in evaluation.When evaluating
TDoS attacks, we chose (thus ) that ranked between
20th and 100th among all candidates meaning that would
not be selected without AirTrojan attacks. Table I shows
that TDoS attacks achieved 100% ASR under all s across
10,000 client selection runs. The results suggest that an
attacker can launch TDoS attacks to sabotage the targeted
client effectively regardless of the original ranking of the
attacker.

Table I also shows the attack performance of Collusion
attack. Similarly, we chose (thus ) that ranked
between 20th to 100th among all candidates meaning that

would not be selected if there was no Collusion attacks.
Compared to TDoS attacks, ASR of Collusion attacks highly
depends on the original ranking of . Specifically, for
Collusion-10 (i.e., client selection is to choose 10 clients
from the candidate pool consisting of 100 clients), if
ranks around 20th among all clients, Collusion attacks can
achieve nearly 100% ASR. However, if ranks 40th or
even worse, ASR of Collusion attacks would drop signifi-
cantly. Similar results were observed for Collusion-15 and
Collusion-20. Such findings suggest that Collusion attacks
require that the conspirator herself has a relatively high
ranking before the attacker may be able to further escalate
her ranking so as to be selected.

100 — 100
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o s F"..._.-._.ma"
9 60 g 60|}
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Fig. 3: Testing accuracy of the global model.

Impact on model accuracy of FL models. As we
mentioned in Section IV and shown in Fig. 3 ( ),
AirTrojan will not harm the model accuracy of a trained
global model in wireless FL directly because AirTrojan
focuses on manipulating the results of client selection (i.e.,
which clients are selected by PS).

C. Impacts on Untargeted MPAs

We adopt the following settings for client selection at PS.
(1) Legacy 1: One MPA attacker is to participate all FL train-
ing rounds. (2) Legacy 2: Two colluded MPA attackers are
to participate all FL training rounds. (3) w/o AirTrojan: PS
uses CSI-based client selection (see Algorithm 1) while there
are two MPA attacks among the 100 clients in the candidate
pool. (4) TDoS: The same settings as in (3) while the two
MPA attackers launch TDoS attacks on client selection step.
(5) Collusion: The same settings as in (3) while the two MPA
attackers launches Collusion attacks on client selection step
to escalate the rankings of two conspirators.

Table II lists model accuracy under Krum-Attack and
Trimmed-Attack with 7 aggregation methods over three
datasets. The observations are as follows. Firstly, under the
settings of Legacy 1 and Legacy 2, untargeted MPAs either
Krum-Attack or Trimmed-Attack were highly effective as the
global model under attack only achieved low model accuracy.
Specifically, Krum-Attack is quite effective on FedAvg and
Krum while Trimmed-Attack on FedAvg and T-Mean. Sec-
ondly, under the settings of w/o AirTrojan meaning that PS
adopts client selection while PS is not under the proposed
AirTrojan attack, untargeted MPAs became less effective as
the global model under MPA attacks could achieve much
higher accuracy compared to Legacy 1 and Legacy 2. This
indicates that client selection step can significantly affect
the attack performance of adversarial attacks on FL such as
untargeted MPAs here. Lastly, under the settings of TDoS
and Collusion meaning that the client selection at PS was
under TDoS attacks or Collusion attacks, untargeted MPAs
were able to achieve comparable attack performance as under
Legacy 1 and Legacy 2 settings. This further suggests that
client selection is critical and adversarial attacks on FL
should not take it for granted that the attacker(s) would be
selected all the time.

Table II shows that different MPAs are effective on certain
aggregation methods rather than all of them. Examples are
that Krum-Attack is effective on FedAvg and Krum but
not other aggregation methods while Trimmed-Attacks on
FedAvg and T-Mean but not other aggregation methods.
Aggregations methods like MKrum, Median, Bulyan, and
FLTrust are feasible defenses against the two untargeted
MPAs explored here, which aligns with the conclusions
in [23], [36].

D. Impacts on Targeted Stealthy MPA

Fig. 4 shows ASRs of stealthy model poisoning
(StealthyMP) on three datasets when four aggregations were
deployed as the defense. Due to space limit, we cannot
include results from all 7 aggregation methods. The main
conclusions are consistent from those from untargeted MPAs.
Particularly, when client selection was assumed to be perfect
for MPA attackers, i.e., an attacker was guaranteed to par-
ticipate every traing round of FL, StealthyMP achieved the
highest ASRs. However, the situation changed significantly

Authorized licensed use limited to: Purdue University. Downloaded on May 25,2025 at 17:53:14 UTC from IEEE Xplore. Restrictions apply.



TABLE II: Model accuracy (%) under untargeted MPAs. w/o: Client selection without AirTrojan.

Krum-Attack Trimmed-Attack
Defenses Dataset Client Selection Defenses Dataset Client Selection
Legacyl Legacy2 w/o TDoS Collusion| Legacyl Legacy2 w/o TDoS Collusion
MNIST 10.09 9.58 91.56 14.57 15.12 MNIST 17.34 9.58 93.90 23.08 10.28
FedAvg F-MNIST 22.13 15.61 72.04 1134 9.75 FedAvg F-MNIST 10.75 9.07 7716 991 9.45
CIFAR-10  9.59 9.76 51.79 9.94 9.38 CIFAR-10  23.35 15.84 50.64  22.10 10.83
MNIST 13.01 12.86 95.92 12.87 12.80 MNIST 95.66 95.57 95.59 95,57  95.29
Krum F-MNIST 10.00 9.96 75.22 9.93 10.08 Krum F-MNIST  77.65 77.24 77.68 77.00 76.82
CIFAR-10  32.38 26.43 49.27 4259  29.15 CIFAR-10  48.95 48.48 4924 49091 49.16
MNIST 83.43 77.98 96.12 86.44  69.09 MNIST 91.98 90.70 9592 9242  90.85
MKrum F-MNIST 56.27 43.59 7545 5534  32.27 MKrum F-MNIST 77.30 77.15 7748 7741 77.26
CIFAR-10  33.05 29.27 46.82 3430 26.57 CIFAR-10 5091 51.27 50.18  50.16  51.51
MNIST 96.44 83.04 96.53 9589  80.27 MNIST 43.98 11.17 96.52 53.27 10.09
T-Mean F-MNIST 77.64 51.67 77.59 7697 3527 T-Mean F-MNIST 28.36 23.12 77.63 26.88  8.80
CIFAR-10 51.34 40.91 51.36  48.53  43.96 CIFAR-10 17.49 10.12 51.34 16.63 8.67
MNIST 96.35 96.48 96.38 9591 96.54 MNIST 96.32 96.39 9649 9589  96.27
Median F-MNIST  77.56 77.57 77.64 7723  77.05 Median F-MNIST  77.65 76.82 77.68 77.00 76.16
CIFAR-10 51.11 51.79 51.39 4923  51.85 CIFAR-10 51.34 50.98 51.37 4893  50.98
MNIST 96.15 96.37 96.43 9627  96.32 MNIST 96.17 96.26 96.40 96.28  96.19
Bulyan F-MNIST 75.33 73.50 77.44 75.15 73.86 Bulyan F-MNIST 77.06 77.08 77.56 77.51 77.10
CIFAR-10  51.41 51.04 5148 5053  51.07 CIFAR-10  49.78 50.04 51.62 50.38  50.87
MNIST 96.31 96.35 96.70  96.48 83.76 MNIST 96.32 96.33 96.71 96.46  96.25
FLTrust F-MNIST 77.29 77.71 77.65  71.56  77.37 FLTrust F-MNIST 77.36 77.61 77.53  77.38  76.65
CIFAR-10  51.69 51.48 51.60 51.96 51.32 CIFAR-10  51.75 51.42 51.68 51.78 50.96
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Fig. 4: Impacts of AirTrojan on StealthyMP.

when assuming that PS deployed client selection such as the
CSI-based method (see Algorithm 1), which holds more often
in practice. Specifically, client selection at PS can effectively
affect (decrease) the probability of the MPA attacker(s) being

selected thus significantly reduce ASR of StealthyMP. The
results from Fig. 4 suggest that StealthyMP achieved only low
ASRs (lower than 10%) and thus became almost ineffective
under w/o AirTrojan setting. Finally, when combined with
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TABLE III: ASR(%) of SemanticMP with and without AirTrojan.

Dataset Setting FedAvg Krum MKrum T-Mean Median Bulyan FLTrust
Legacy 1 99.25 99.28 99.17 96.28 97.64 92.52 91.55
Legacy 2 99.23 99.20 99.06 96.49 97.88 92.75 91.42
MNIST w/o AirTrojan 15.61 9.76 6.83 6.58 10.05 9.89 225
TDoS 99.18 99.22 98.87 96.56 97.16 92.78 94.58
Collusion 99.26 99.24 99.52 96.78 97.37 92.92 97.19
Legacy 1 93.17 93.06 93.12 92.08 93.08 92.98 90.64
Legacy 2 92.98 92.98 93.08 92.14 93.16 92.93 91.04
F-MNIST  w/o AirTrojan 11.37 9.38 3.58 4.60 11.29 6.79 8.67
TDoS 93.14 93.03 93.10 92.10 93.14 92.01 90.28
Collusion 92.93 92.99 93.05 91.79 93.21 91.65 91.89
Legacy 1 86.11 85.08 85.92 85.60 85.16 85.61 85.46
Legacy 2 86.06 85.25 86.00 85.52 85.38 85.54 85.39
CIFAR-10  w/o AirTrojan 9.94 10.11 6.09 8.92 9.33 7.15 10.03
TDoS 85.93 85.86 85.85 85.49 85.19 85.51 85.53
Collusion 86.05 85.95 85.98 85.34 85.30 85.42 85.63

the proposed AirTrojan attacks, StealthyMP was able to
achieve similar attack performance as under Legacy 1 and
Legacy 2, i.e., the ideal assumption that an MPA attacker was
guaranteed to be selected for model training. In conclusion,
client selection is critical for StealthyMP while AirTrojan can
escalate StealthyMP by attacking client selection at PS.

E. Impacts on Targeted Semantic MPA

Table III lists the ASRs of the semantic backdoor at-
tack (SemanticMP) across different aggregation methods and
datasets, which shares similar observations with those of
StealthyMP. The key conclusion is that SemanticMP became
almost ineffective when we move from the ideal assumption
that an MPA attacker is always selected for model training
(such as under Legacy 1 and Legacy 2 settings) to the more
realistic setting where PS deploys client selection and an
MPA attacker can no longer be selected all the time. With
AirTrojan, MPA attackers can increase their probabilities of
being selected for model training.

VI. COUNTERMEASURES

Our evaluations have shown that the robustness of CSI-
based client selection is essential in wireless FL. Simple
solutions like encrypting CSI feedback offer enhanced se-
curity with minimal changes at the base station but can
introduce additional overheads and latency [37]. Meanwhile,
the authors in [3] proposed reciprocal consistency checking to
protect client selection while [38] explored machine learning
for detecting CSI inconsistency. In general, further research
is still needed for securing client selection in FL.

VII. RELATED WORK

Client selection in FL. Different client selection algo-
rithms have been proposed for different goals. In [31], the
authors proposed a joint problem of both model convergence
time and data communication latency in practical wireless
networks. In [39], POWER-OF-CHOICE was proposed to
select clients in a biased manner based on local losses in order
to reduce training iterations. In [32], the authors proposed to
fine-tune client selection particularly under realistic resource
constraints such as spectrum, data availability, etc. Another

direction for client selection is to design a score system
for local nodes and select the ones with high score for
participating training [40], [41].

Attacking CSI. Attacks particularly eavesdropping on
CSI-based applications have been seen frequently. In [5],
[18], the authors demonstrated the feasibility of eavesdrop-
ping on transmitted data such as private photos via attacking
CSI. Recently in [4], researchers further showed that eaves-
dropping attacks on nodes in wireless networks not only were
feasible but also offered fine-grained control of which node(s)
and what packets to attack. MUSTER [3] is the first to attack
client selection in MU-MIMO systems.

MPAs on FL. MPAs have been shown as a formidable
threat to distributed FL system, including untargeted and
targeted attacks. Untargeted MPAs broadly aim to degrade
the overall model performance, thereby compromising the
efficiency of the learning process [21]. In targeted MPAs
including backdoor attacks, the compromised global model
is manipulated to produce specific outputs chosen by the
attacker [23], [24], [42]. Note that in existing MPAs, it
is assumed that malicious clients will participate in every
training round. However, when FL systems are deployed in
real-world scenarios like under wireless systems, oftentimes
such an assumption will not hold [10].

Byzantine aggregation in FL. Byzantine aggregation
in FL was proposed for tackling unreliable or malicious
participants during the model update process. In this context,
researchers have developed several aggregation algorithms,
minimizing the negative impact of such participants through
outlier detection [12], [35]. However, they were known to fail
when facing persistent participation from malicious attackers
or more stealthy MPAs in FL training as in [43], [44].

Differences in AirTrojan. AirTrojan is the first work to
investigate how to attack client selection in FL. We also
explore how such attacks impact model performance and
other adversarial attacks on FL assuming no client selection.

VIII. CONCLUSION

In this paper, we proposed AirTrojan to undertake a
pioneering empirical study of the vulnerabilities from client
selection in wireless FL. Our evaluations demonstrate that
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AirTrojan can manipulate client selection results through
TDoS and Collusion attacks and is necessary for advanced
attacks on FL such as MPAs to succeed. Our findings indicate
that client selection is a key step and requires dedicated
research focus in FL regardless of attacks on FL or corre-
sponding defenses.
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