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Abstract: The Scintillating Bubble Chamber (SBC) collaboration purchased 32 Hamamatsu VUV4

silicon photomultipliers (SiPMs) for use in SBC-LAr10, a bubble chamber containing 10 kg of liquid

argon. A dark-count characterization technique, which avoids the use of a single-photon source,

was used at two temperatures to measure the VUV4 SiPMs breakdown voltage (ĒBD), the SiPM

gain (ĝSiPM), the rate of change of ĝSiPM with respect to voltage (ģ), the dark count rate (DCR),

and the probability of a correlated avalanche (PCA) as well as the temperature coefficients of these

parameters. A Peltier-based chilled vacuum chamber was developed at Queen’s University to cool

down the Quads to 233.15±0.2 K and 255.15±0.2 K with average stability of ±20 mK. An analysis

framework was developed to estimate ĒBD to tens of mV precision and DCR close to Poissonian

error. The temperature dependence of ĒBD was found to be 56 ± 2 mV K−1, and ģ on average

across all Quads was found to be (459± 3(stat.) ± 23(sys.)) × 103 e− PE−1 V−1. The average DCR

temperature coefficient was estimated to be 0.099 ± 0.008 K−1 corresponding to a reduction factor

of 7 for every 20 K drop in temperature. The average temperature dependence of PCA was estimated

to be 4000 ± 1000 ppm K−1. PCA estimated from the average across all SiPMs is a better estimator

than the PCA calculated from individual SiPMs, for all of the other parameters, the opposite is

true. All the estimated parameters were measured to the precision required for SBC-LAr10, and

the Quads will be used in conditions to optimize the signal-to-noise ratio.

Keywords: Photon detectors for UV, visible and IR photons (solid-state) (PIN diodes, APDs,

Si-PMTs, G-APDs, CCDs, EBCCDs, EMCCDs, CMOS imagers, etc); Analysis and statistical

methods; Detector cooling and thermo-stabilization
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1 Introduction

The goal of the Scintillating Bubble Chamber (SBC) collaboration is to detect GeV-scale dark

matter and MeV-scale reactor antineutrinos. As a first step, the SBC collaboration is constructing a

detector called SBC-LAr10 at Fermilab containing 10 kg of liquid argon (LAr) doped with xenon

for engineering and calibration studies. The xenon doping shifts the LAr scintillation wavelength

from 128 nm to 178 nm, characteristic of xenon scintillation [1]. Compared to Freon-based bubble

chambers for dark matter searches like PICO [2], the use of a scintillating target material improves

background rejection. There is an intrinsic reduction in the probability of an electron-recoil-induced

bubble, as demonstrated in ref. [3]. The collected scintillation light provides additional information

about the energy deposited in the detector. For these detectors with low energy regions of interest,

a signal is a bubble nucleation with no coincident scintillation photon detected.

The concept for a scintillating bubble chamber has been demonstrated in a 30-g liquid xenon

(LXe) bubble chamber built at Northwestern University [3]. In the LXe chamber, a single photomul-

tiplier tube (PMT) was used for light collection. However, with the increased size and complexity

of the full SBC-LAr10 detector, silicon photomultipliers (SiPM) were chosen as an alternative solu-

tion. SiPMs have several advantages over PMTs: they are more compact, are resistant to magnetic

fields, perform at lower voltages, have no special requirements to retain their full functionality under

cryogenic temperatures, and can recover without damage from over-exposure to light [4]. All of
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these characteristics make them a suitable light collection device for SBC. For more information

about the other aspects of SBC, see [5–7].

SiPMs consist of an array of tens to hundreds of thousands of single photon avalanche diodes

(SPADs) connected to a single common node via a quenching resistor. Applying a voltage to SPADs

which is higher than the intrinsic breakdown voltage, ĒBD, causes the SiPM to enter the avalanche

regime. A successfully absorbed photon in a single SPAD operating in this regime will generate

an electron-hole (e-h) pair that can start an avalanche of e-h pairs with a gain, ĝSiPM, between

105 − 107 ě− [8, 9]. Once a SPAD is triggered or fired, it is unable to detect any further photons

until it at least partially recharges. Multiple fired SPADs are required for multiple photo-electron

(or PE) detection up to the number of SPADs in a SiPM. As a consequence, the SiPM can show

non-linear artifacts as the shape of the pulse is dependent on the number of fired cells, and the

emitted charge is not proportional to the number of captured photons if there are more photons than

SPADs [10]. Independently generated e-h pairs can be generated thermally inside a SPAD. The

number of SPADs fired by thermal e-h pairs is Poissonian-distributed and characterized by the dark

count rate (or DCR). DCR units are usually documented as Hz mm−2 to account for the effective

area of a SiPM. Temperatures lower than the boiling point of liquid xenon (165 K), DCR dependence

for temperature reduces significantly and direct band-to-band tunnelling takes over [11].

A consequence of the solid-state nature of SiPMs is correlated avalanches (or CAs). CAs

are created by cross-talk photons emitted due to the release of energy stored inside the SPAD

after an avalanche is triggered. They are non-Poissonian in nature and can be characterized by

their probabilities following an avalanche, PCA, as a function of temperature and voltage [12, 13].

Cross-talk photons, depending on their final interaction point and physical origin, can be further

categorized into different groups. When a cross-talk photon is detected instantaneously relative to

the original avalanche, it is referred to as direct cross-talk (DiCT), and when the process is delayed,

it is referred to as delayed cross-talk (DeCT) [8]. When a DeCT photon triggers the same SPAD

before it fully recharges, an apparent fractional PE avalanche (relative to a fully charged SPAD)

can be emitted. These pulses are referred to as optically-induced afterpulsing (AP). Throughout

this paper, the concept of prompt correlated avalanches (PCA) is used instead of DiCT. DiCT is

reserved for situations in which the knowledge of the origin of a CA is known, while PCA describes

any CA that is simultaneous within the context of the experiment. Similarly, delayed correlated

avalanche (or DCA) is used instead of DeCTs. For further readings about the physical mechanisms

and characterization of DiCT and DeCT see refs. [14–16]. For other SiPM aspects not covered in

this paper, such as their internal construction, photon-detection efficiency, and other applications of

SiPMs, see refs. [11, 15, 17, 18].

SBC purchased 32 Hamamatsu VUV4 multi-pixel photon counters (MPPCs also known as

SiPMs) 1 with quartz windows in 2019 for use in SBC-LAr10, optimized for LAr and LXe scintilla-

tion collection [15, 19]. Each Hamamatsu VUV4, or “Quad”, contains four 5.95×5.85 mm SiPMs

with 13,923 SPADs each and a 60% geometrical fill factor. For the SBC-LAr10 detector, these four

SiPMs are wired together in parallel which reduces the required power supplies and amplifiers for

each Quad.

The light collection system in SBC-LAr10 is used primarily as a veto against high-energy

1https://hamamatsu.com
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backgrounds for the dark matter search, and it does not require precise or high scintillation collection

yields. The scintillation photons must travel through several optical interfaces (LAr to quartz, then

quartz to hydraulic fluid, and, finally, to the SiPM), yielding an expectation of 2% light collection

efficiency. The exact veto scheme (e.g. minimum coincidence requirement, coincidence window,

and minimum number of PE detected) will be informed by the scintillation backgrounds observed in-

situ. These corrections should be well enough understood that systematic uncertainties in simulated

spectra due to SiPM response are subdominant to uncertainties stemming from low-photon statistics

and non-uniform light collection.

For SBC, the most important parameters for each Quad are theĒBD, the rate of change of ĝSiPM

with respect to voltage (or ģ), and the average arrival time of the DCAs (ă̄DCA). The first two are

required to set the SiPMs at the optimal voltage for light collection and signal-to-noise ratio. ă̄DCA

is required to set a limit on the time window needed before a trigger to avoid triggers caused by

CAs. Additionally, the temperature dependence of the parameters needs to be well known to predict

them at the range of expected operational temperatures. These parameters can be measured at two

or more temperatures to characterize their temperature coefficients assuming linearity.

ĒBD can be estimated as the voltage intercept of the ĝSiPM vs. voltage, ĝSiPM = ģ(Ē − ĒBD),

or as the start of the avalanche region of the SiPM current as a function of voltage (I-V curve)

[20–22]. These two methods complement each other, but combining both measurements in a single

experimental setup presents challenges, particularly when the desired precision is below 1%. The

timing parameters can only be measured directly with pulse information, which requires the ĝSiPM

method. For this reason, it was decided that the experimental setup focused on measuring dark

count pulses, using the I-V information only for diagnostics. The benefit of using dark count pulses

is no single-photon source is required, but this limits the characterization to temperatures where the

DCR is not negligible.

Although only ĒBD, ģ, and ă̄DCA are of particular interest for SBC-LAr10, the data gathered

could be used to study the batch-to-batch variations in SiPMs provided by the manufacturer.

Understanding these variations in Hamamatsu VUV4 with respect to the reported values would be

helpful in the design of future experiments. To achieve this goal, each SiPM in a Quad is measured

regardless of the SBC-LAr10 implementation, and a precision <0.5% is required for statistically

significant observation of the manufacturer spread. Doing so should not affect their use in SBC-

LAr10 as all parameters can be estimated from individual SiPMs parameters. For example, the

Quad ĒBD is equal to the smallest ĒBD of the individual Quads in the SiPM. The estimation and

spread of DCR and PCA will also be included.

During a preliminary quality control verification of the Quads, two Quads were found to be

abnormal, and they were replaced by Hamamatsu two years after the acquisition date. These two

new Quads throughout the test are referred to as “batch two” Quads while the other Quads are

referred to as “batch one”. This distinction provides an opportunity to test if there are significant

differences between the manufacturer batches.

2 Experimental Setup

The objective in the design of the characterization setup is to identify and minimize any sources

of systematic error that might be misinterpreted as the underlying manufacturer distribution of the
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parameters. The most significant contributors identified are temperature variation and the readout

electronics. Another less apparent contributor to errors is the measurement procedure. Improving

the handling quality reduces mistakes and potential damage to the SiPMs which could be reflected

in the parameters. This section is divided into three parts describing the justification for all the

decisions made to standardize the system. The first one is dedicated to the temperature control

system, along with the solutions to minimize temperature interface error. The second part is

committed to the readout electronics consisting of the amplifier, the digitizer, and the voltage and

current acquisition system. Finally, the measurement routine is summarized which includes the

handling considerations and the acquisition measurement routine. A simplified schematic of the

experimental setup can be seen in figure 1.

Figure 1. A simplified schematic of the experimental setup used to characterize the 32 SBC Hamamatsu

VUV4 Quads. The temperature control system consists of the water block, the chiller, the Peltier device, and

temperature electronics. The readout electronics comprise the custom-made TRIUMF amplifier, a CAEN

5730B digitizer, a Keithley 2000 multimeter, and a Keithley 6487 picoammeter shown by their respective

symbols. The N2 tank fills the chamber at the end of a measurement procedure to minimize damage to the

SiPMs from water condensation.

2.1 Temperature system

The ĒBD and the DCR have been shown to be dependent on temperature [11, 23]. Variations in the

temperature measurement will be reflected in the uncertainty of the characterization, specifically

on the DCR. The objective of the temperature control system is to reduce the temperature variation

to levels where it becomes an insignificant contributor to the error of the parameters while also

providing the ability to characterize the SiPMs at two different temperatures.

A SP2402-01AB Peltier device2 device was chosen to cool down a 48 × 80 × 23 mm3 copper

SiPM holder box designed to hold two Quads at a time. Two NB-PTCO-160 B-class 4-wire PT100

2https://ii-vi.com/thermoelectrics/
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resistive temperature devices3 are inserted inside holes behind the Quads mounting positions in

the box. Thermal contact between the box and the Quads is achieved with a folded indium foil.

Thermal adhesives, greases, or sponges were not used as metallic dust or any residue could damage

the Quads and potentially be dissolved in the liquid carbon tetrafluoride environment the SiPMs are

later surrounded by when operating in SBC-LAr10 which would introduce undesired radioactive

particle backgrounds. To further aid in the thermal contact between the Quads and the copper

box, the Quads sit in a PCB with solid thermal contact with the box through coaxial connectors.

Additionally, the clearance between the PCB and the box allowed the Quad to put additional pressure

on the indium foil, further improving the thermal contact.

A copper water block, directly attached to the Peltier device, is connected to a chiller using a

water/glycol mixture (75% water by volume) as the heat exchange medium to remove waste heat.

The Peltier driver is a constant current source using a buck-driver configuration with a 6 A max

current load and no measurable electrical interference in the SiPM readout electronics. The PT100

readout consists of three modified Adafruit MAX318654 based PT100 RTD temperature sensor

amplifiers where the reference resistor was replaced with a 350 ¬ resistor with a ±0.01% accuracy

rating and a temperature coefficient equal to 0.2 ppm ◦C−1. A Teensy 4.1 microcontroller5 interfaces

the MAX31865 boards with the computer, and it runs the PID controller logic.

The PT100s are placed inside the SiPM box using Kryonaut Extreme thermal grease to hold

them in place and maximize thermal contact. Although two PT100s were used to measure tempera-

ture, only one was used as the PID control transducer and the final reporting temperature measuring

device. The most stable PT100, RTD1, was chosen during the testing campaign, while RTD2 was

kept for diagnostics. RTD2 temperature readings initially agreed with RTD1, but the installation

procedure, later described, caused it to slide partially outside the box. Therefore, RTD2 no longer

maintained a reasonable thermo-mechanical connection to the SiPM box, which was measured as a

larger spread in its temperature measurements (see right-side of figure 2). Keeping the PID device

to a single PT100 guarantees that any temperature gradient between the Quad and the PT100 would

remain consistent between measurements.

A temperature calibration was never performed, with results relying on manufacturer uncer-

tainties for the final reported temperatures. The temperature errors were calculated using NIST

technical note 1297 as the base to get the equivalence of all the sources of error from the manufactur-

ers to one standard deviation [24]. The ADC counts to resistance were evaluated from the equations

found in the MAX31865 technical document, and the resistance-to-temperature conversion was

done using the “T< 0◦C ITS-90” polynomial [25]. The resulting systematic uncertainty for the

temperatures of interest is ±0.2 K. A calibration procedure could have been employed to reduce

the uncertainty down to the system temperature stability, see the left side of figure 2; however,

anything more precise would only significantly decrease the DCR systematic uncertainty discussed

in section 4.

Measuring two Quads at the same time decreases the length of time required for the mea-

surement campaign, but two Quads facing each other introduces an additional source of noise in

the form of external cross-talk. External cross-talk is a source of CA caused by the emission of

3https://www.te.com

4https://www.adafruit.com

5https://www.pjrc.com/teensy/
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Figure 2. Right: the difference of the expected temperature (the PID temperature setpoint) with respect to the

average of the measured temperature while data is taken across all Quads. RTD2 differed by up to 1 K from

measurement to measurement because of a poor thermo-mechanical connection to the SiPM box. RTD1 is

used as the final reporting temperature measurement device for both tested Quads. Left: the stability at 1 std

of the temperatures while data taking.

photons from another SiPM detected in the test SiPM [14], which will impact the measurements as

a fictitious increase in the DCR and additional CAs. A 14-mm-thick block of HDPE was installed

between the Quads to block the external cross-talk photons.

The difference between expected temperatures with respect to the average of the measured

temperatures while taking data across all SiPMs can be seen on the right side of figure 2 for both

PT100s.

2.2 Readout electronics

The readout electronics were chosen to keep the complexity of the measurement procedure to

a minimum while maximizing accuracy and precision. The readout electronics had to be kept

static across all different configurations. For example, the digitizer threshold, number of collected

waveforms, and voltage ranges were kept constant across all Quads, testing temperatures, and

voltages. To find the best set of parameters, a set of priors for the ĒBD, DCR, and PCA found in

ref. [23] were used to estimate the number of waveforms required to collect enough statistics for

a maximum 0.5% accuracy rating across all parameters. For further information, three additional

testing Quads not part of the SBC Quads were used to construct and test a proto-version of the

measurement procedure. The readout electronics include a single-channel custom-made TRIUMF

amplifier, a CAEN 5730B digitizer, a Keithley 6487 serving as a voltage supply and the picoammeter,

a Keithley 2000 multimeter, and the waveform pre-processing software.

The single-channel custom-made TRIUMF SiPM amplifier is required to buffer and amplify

the SiPM pulses to levels the digitizer can measure with a positive signal-to-noise ratio across

all expected over-voltages. In addition to the amplifier stage, the TRIUMF amplifier internally

distributes and conditions the voltage to the SiPM. The internal conditioning is achieved using

several RC filters with a total equivalent resistance expected to be Ďý = 30600 ± 60 ¬. After the

conditioning stage, the voltage is distributed to the SiPM and the amplifier through a DC-blocking
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capacitor. Although the RC filtering circuit reduces electrical noise from the power supply, it

introduces two additional sources of error, RC rise-time error and a voltage offset that follows the

relationship:

ĒSiPM = Ēğ − ąSiPMĎý, (2.1)

where ĒSiPM is the voltage difference across the SiPM, Ēğ is the applied voltage, and ąSiPM is the

measured SiPM current. The RC rise time error is reduced to insignificant levels if there is enough

waiting time between changing the voltage and starting a measurement. For this amplifier with a

SiPM, 90 seconds was measured enough for both voltage and currents to stabilize. The voltage offset

correction was applied, as all parameters and variables were known at the time of the measurements.

A calibrated Keithley 64876 picoammeter is used to supply ĒSiPM and read ąSiPM. The Keith-

ley 6487 output voltage and current ranges were chosen based on the most significant contribution

to the error budget forĒSiPM. From eq. 2.1, there are two sources of error. One source of error is the

Ēğ accuracy. The applied voltages are never expected to exceed 60 V at any point, as verified using

the testing Quads. For the 100 V range, the maximum error is found at 60 V and is approximately

equal to ±2 mV at one standard deviation (std). The next contribution to the error budget for ĒSiPM

is from the measured ąSiPM accuracy rating. At the 20 ½A range, the maximum accuracy is ∼10 nA,

and when an error is propagated with eq. 2.1, is equal to ∼1 mV below the multimeter accuracy.

An important consequence of identifying the main source of error forĒSiPM is that any measured

currents below 50 nA insignificantly increases ĒSiPM compared to the error of ±2 mV. Therefore,

the current measurement design can utilize conventional coaxial cables, and current offsets from

parasitic resistance offsets are negligible [26].

The next component in the electronic chain is the CAEN 5730B digitizer. This 14-bit, 8-ch

digitizer has a 250 MHz bandwidth and 500 MS/s sampling rate with 0.5 V and 2 V selectable input

ranges. The main parameter that had to be considered for the digitizer was the trigger threshold,

which was decided to be several standard deviations away from the amplifier noise while keeping

100% efficiency at acquiring single PE (SPE) waveforms across all temperatures and voltages of

interest. The record length was set to be equal to 10 ½s which is double the size of the SBC-LAr10

region of interest. Finally, the voltage dynamic range was set to 0.5 V which was deemed wide

enough to cover pulses with several degrees of CA. Otherwise, as described in appendix A, the

digitizer saturation can impact the accuracy of the timing parameters.

The ĝSiPM is

ĝSiPM =
Ă

ħā

Ċ∑

ğ=0

ÿ [ğ] =
Ă

ħā
ý, (2.2)

where Ă is the readout electronics gain, ħā is the electron charge, and ÿ [ğ] are the digitizer

counts. Under normal circumstances, eq. 2.2 is only required to calculate the gain while Ă can be

estimated from the parameters of the digitizer, the gain of the amplifier, and the load resistance.

During the characterization run, the TRIUMF amplifier malfunctioned and had to be repaired. The

consequence of the repair is that Ă is not the same across all the SiPMs. The change in Ă was

estimated using the ratio of the SPE gain (more on how the SPE gain was extracted in the section 3)

6https://www.tek.com/en/products/keithley/low-level-sensitive-and-specialty-instruments/

series-6400-picoammeters
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from before and after the fix to the TRIUMF amplifier using SiPMs that were measured with both

amplifiers. The ratio was estimated to be 0.955 ± 0.003.

The originalĂwas never measured due to the lack of specialized instrumentation to characterize

it. An artificially high 5% error was selected to be higher than the expected error from the

manufacturer’s uncertainties to account for temperature coefficients and possible batch-to-batch

variations.

At the end of the acquisition chain, the interface software selects which waveforms should be

saved to disk. The final selection criterion is that waveforms must have no previous corresponding

waveform for at least 10 ½s. Without this condition, the first triggering pulse in a waveform might

not be an independent pulse (see section 3). The length of the no-pulse criterion was chosen to

maximize the efficiency of waveforms saved to disk across all temperatures and voltages. Longer

times for the no-pulse criterion further guarantee that the sampled waveforms are independent at

the cost of longer acquisition times.

2.3 Measurement procedure

One main objective of the measurement procedure is to reduce handling and exposure damage to

the SiPMs. This includes electrostatic discharge (ESD) and air exposure degradation from humidity

or oxygen. To maximize cleanliness and stability, gloves, masks, and ESD-safe materials were used

throughout the procedure.

Exposure to air, or more specifically, humidity and dust, is expected to degrade the SiPM

parameters. To minimize exposure, the SBC Quads were stored in the Hamamatsu-provided storage

container and double-bagged with a desiccant packet. To further protect them, the double-bagged

container was stored in a dry storage box which had the desiccant replaced whenever any visible

colour change was observed. Finally, whenever the Quads were not used for an extended time, the

bags would be thermally sealed.

Before installing the Quads inside the SiPM box, they were cleaned using filtered high-purity

pressurized nitrogen to remove any dust that might have accumulated on the surface of the quartz

windows and the SiPMs. The Quads were held in a fixture that grounded all their pins to avoid any

discharge that could harm their internal structure. The effectiveness of the cleaning procedure was

verified with a test Quad, shown in figure 3.

After cleaning the Quads, they were installed inside the SiPM testing setup. Immediately

following the installation, the vacuum chamber was closed, and the vacuum pump was started.

Once the pressure was reduced to the millibar range, the chiller was activated, taking roughly half

an hour to stabilize the temperature. Once the temperature was stable, the Peltier device control

was activated with the first temperature equal to 253.15 K. The first temperature setpoint took

approximately an hour to stabilize. To continue the procedure, an indicator notified the user when

the mean of the setpoint errors was in a ±10 mK window from �Đ = 0 K.

Once a stable temperature was reached, the pulse acquisition could be started manually. The

pulse acquisition routine consisted of two subroutines: theĒBD estimation and the over-voltage (OV)

acquisition. The ĒBD estimation subroutine gathers 20,000 waveforms at three different voltages:

53 V, 54 V, and 55 V. For each voltage, it acquired the pulses only after waiting 90 s after setting

the voltage. Next, a first pass of the SPE estimation routine (more on the SPE routine in section 3)

is used to estimate ĒBD. Once the ĒBD was estimated, the OV acquisition routine acquires 200,000
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(a) (b)

Figure 3. (a) Pre-cleaned SiPM showing specks of dust covering some SPADs. (b) SiPM that has been

cleaned with pressurized N2. The leftover stains are suspected to be static-bound dust or physical damage.

Photos were taken with a Nikon ECLIPSE Ni microscope.

waveforms at voltages that start at 2 V and end in 8 V in steps of 1 V above ĒBD. As will be shown

in section 4, the resulting voltages have a larger-than-expected dispersion. The original intention of

theĒBD subroutine was to standardize all the measurements to the same offset fromĒBD, aiding any

further analysis. It was later found that some assumptions introduced bias in the calculations, which

is reflected in the dispersion in the voltage axis. The final analysis results should not be affected by

the increased dispersion.

Once the OV subroutine was finished, the pulse acquisition routine was repeated for each SiPM

in each Quad. After both Quads had their data collected, the temperature setpoint was changed to

233.15 K, and the pulse acquisition routine was started again. The entire pulse acquisition routine

for both Quads at both temperatures took roughly 8 hours.

After the data collection, the Peltier is turned off, and the warming-up stage commences. No

external heaters were required, as once the Peltier was off, heat would freely transfer from the water

block to the SiPM box. The chiller temperature was also raised slightly to aid in the warming

process. This stage lasts approximately 30 minutes before reaching a temperature above the dew

point in the lab. Nitrogen is used to restore pressure inside the chamber to minimize any humidity

ingress that could potentially condense on the Quads.

3 Analysis

The analysis method plays a significant role in the characterization of the SiPMs. Biases and uncer-

tainties must be minimized to prevent them from being mistaken for the underlying manufacturer

variation. Additionally, the analysis must be relatively efficient, as the amount of data to process is

in the order of terabytes.

The first step in the analysis was to clean up the waveforms to remove potentially ill-acquired

signals. Preprocessing conditions required that the waveform must have no unusual features beyond

the digitizer threshold in the pre-trigger region, the waveform must not have unusually high counts

at any point, which for this setup could only be attributed to radio-frequency (RF) spurs, and finally,
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that the waveform is not empty (the total number of waveforms that pass these cuts has been defined

as Ċ). An example waveform with the regions described is shown in figure 4.
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Figure 4. Waveform from the example SiPM at temperature 253.15 K and OV of 4 V. The pre-pulse region

was used to calculate the baseline. The digitizer threshold is in units of ADC counts.

After the waveforms have been pre-processed, the next step is to estimate ĝSiPM which is then

used to calculate ĒBD. The estimation of ĝSiPM requires an algorithm that can efficiently identify

SPE pulses from the dataset [23]. When a set of SPE pulses is used, ĝSiPM is proportional to the

average of the baseline-subtracted waveform areas. To increase the yield of SPE waveforms, the

waveforms were restricted to a 1.6 ½s (or 800 samples) window after the trigger point as shown

in the green region in figure 4. This window length was selected to reduce summing error in the

SPE calculation. Before calculating the sum, each individual waveform has its baseline removed,

estimated as the mean of the pre-pulse region shown in the yellow area in figure 4.

Once the charge was calculated for all waveforms, the SPE was estimated from the most

prominent peak in the charge histogram. The most reliable and efficient cluster-finding algorithm

was found to be the DBSCAN algorithm from sklearn [27]. DBSCAN finds the potential SPE

cluster across all tested temperatures and voltages without any fine-tuning and with no observed

failure rate. Once a DBSCAN calculation finishes, the estimated SPE charge, ý̄SPE, is calculated

from a Gaussian fit using the left side of the potential SPE charge histogram. This fit is a slightly

better estimation of the SPE charge than the mean of the potential SPE charges. It avoids the portion

of the potential SPE waveforms which might contain contributions from AP. Figure 5 shows an

example charge histogram or “finger plot”, the potential SPE region returned from the DBSCAN

calculation, and the fit. Alongside this step, 2,000 waveforms are randomly sampled from the

potential SPE waveforms and used to calculate an average waveform which will be used during

the “wave-unfolding” step. The SPE extraction step is repeated for all SiPMs at each voltage and

temperature.

With ý̄SPE estimated for all the voltages and temperatures for a given cell, the average breakdown

voltageĒBD is estimated as a linear fit of the ý̄SPE vs. voltage where the voltages are calculated from

the averages of eq. 2.1. Then over-voltage, OV, is calculated as OV= Ē − Ē̂BD, and ģ is calculated.

ĒBD and ģ are estimated for all SiPMs at both temperatures.
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Figure 5. Finger plot of the example SiPM at temperature 253.15 K and OV of 4 V. The filtered region is the

potential SPE cluster found from the sklearn DBSCAN algorithm [27]. The SPE charge, ý̄SPE, is estimated

from a Gaussian fit to the left side of the potential SPE histogram.

The timing parameter estimation requires an algorithm to extract the starting time and charge

for each pulse found in a waveform. This type of algorithm can be called a “charge fitting” or

“wave-unfolding” algorithm [28, 29]. Currently, the time-dependent parameters commonly used in

estimation use the time difference between the first independent pulse and the second pulse [15, 23].

A more complex model of the time-dependent parameters is possible in which the first pulse is not

assumed to be independent, and up to n-pulses can be used. However, correlations of CAs have to

be accounted for in the final fit, which would lead to a complex model with many assumptions on

the types of CAs, which depends on the internal physical mechanisms and geometry of the SiPM

[30]. In this work, the wave-unfolding algorithm is a modification of [29] that uses the average

waveform calculated in the SPE estimation step instead of a pulse response function. The complete

wave-unfolding algorithm is flexible, taking ∼10 ms for each waveform.

To reduce computation time, the unfolding algorithm only extracted pulses in a 4.5 ½s window

starting at the end of the pre-pulse region to reduce computation time while extracting pulses in the

region of interest for SBC and for a DCR characterization. An example unfolded waveform with a

10 ½s acquisition window is shown in figure 6.

After the times and charges for the first and second pulses above 0.05 PE are extracted from the

wave-unfolding algorithm, a 2D histogram is built from the time difference between the two pulses

and the charge of the second pulse. Then, the 2-D histogram is collapsed in the time-axis, and the

counts beyond the expected DCA window (150 ns) are used to estimate the SiPM DCR. The counts

must be compensated by a bias introduced by the second pulse inhibiting any sequential pulse. For

example, if two dark count pulses appear after the triggering pulse in the waveform, the first dark

noise pulse will only be counted. This bias is called “shadowing”, an effect unique to waveforms

that might contain 3 or more pulses [31]. The unshadowed counts, ġğ , can be calculated using

ġğ = Ċ log

(
Ċ − Ĥğ −

∑ğ
Ġ=0 Ĥ Ġ

Ċ −
∑ğ

Ġ=0 Ĥ Ġ

)
, (3.1)
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Figure 6. Output of the wave-unfolding algorithm developed for the extraction of the first and second pulse

times and charges. The plot on the top is the raw waveform while the one below shows the unfolded charge

and the total charge. The final unfolding window was limited to 4.5 ½s starting at the end of the pre-pulse

region to reduce computation time.

where Ĥğ are the counts at bin ğ with a bin width equal to �Īğ . Examples of the shadowed histograms

for both charge and time with respect to the first pulse are shown in figure 7. The projected

unshadowed time histogram compared to the projected histogram with no modifications can be

seen in figure 7.
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Figure 7. Timing and charge shadowed histograms for the SiPM with ID 200 and cell 1 at 253.15 K for 6

different OVs. The histogram for OV=8 V was left out for clarity. The time axis represents the time difference

of the second pulse with respect to the first pulse.

To simplify the estimations of DCR and PDCA, the histogram is reduced to two-time bins, one

bin (�Ī0) that contains all the DCA pulses plus a background portion of dark noise pulses, Ĥ0, and

the other bin (�Ī1) that contains only dark noise pulses, Ĥ1. An estimator of DCR, �DCR, can be
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Figure 8. Time projected charge-time histogram for OV=4 V from Fig. 7. Unshadowed values are shown

with error bars. The flat portion on the right of the unshadowed values is equal to DCR.

calculated from

�DCR =
ġ1

Ċ�Ī1
. (3.2)

An estimator of PDCA, P̂DCA, can be calculated as the ratio of the background-subtracted first

unshadowed counts (ġ0) with respect Ċ

P̂DCA =
1

Ċ

(
ġ0 − DCR

�Ī0

�Ī1

)
, (3.3)

and the errors for �DCR and P̂DCA were estimated with standard error propagation.

Using the set of independent first pulses, PPCA is estimated as the ratio of the number of

independent first pulse charge counts Ĥ′ğ where the charge is higher than 1.5 PE and Ċ . The 1.5 PE

threshold is chosen to avoid SPE pulses with small AP. This can be written as

P̂PCA =
1

Ċ

∑

č>1.5PE

Ĥ′Ġ . (3.4)

Then, P̂CA, under the assumption that PPCA and PDCA are independent which is true for low

probabilities (see ref. [30]), is approximately equal to

P̂CA = P̂PCA + P̂DCA. (3.5)

Finally, ă̄DCA is the average of the DCA arrival times with respect to the first pulse. This can be

calculated from a background-subtracted re-binned histogram of the time difference with respect to

the first pulse with additional bins, ĉ , for a better timing resolution. This can be expressed as

ă̄DCA =

∑ĉ
ğ Īğ (ġğ − Ċ DCR �ti)∑ĉ
ğ ġğ − Ċ DCR �ti

. (3.6)

All of the timing parameters are calculated for all SiPMs at each OV and both temperatures.
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4 Results

The analysis results for all 32 SBC VUV4 Hamamatsu Quads are presented in this section. The

plots are labelled to distinguish between the two different Quad batches as discussed in section 1,

and to differentiate between the testing temperatures. The plots have the example SiPM discussed

in section 3 (Quad ID 200 and SiPM 1) visualized using semi-transparent grey lines whenever

possible. Additionally, any single numbers extracted from the data, such as averages or temperature

coefficients, will come in pairs. The first shows the SiPM-to-SiPM variations where the reported

error is the standard deviation of the spread. The second value (labelled as ĩĮ where Į is the

parameter of interest) is the average of the single SiPM errors which reflects the uncertainty of

each single calculated value. The dispersion ĒBD and ģ within the SiPMs in a Quad will also be

discussed.

4.1 SiPM-to-SiPM parameters spread

Shown in figure 9, the average value for ĒBD has been calculated for both batches, and they are

detailed in table 1. On average between both temperatures, ĒBatch 1
BD

is always smaller than ĒBatch 2
BD

.

This difference could be attributed to a slight difference in the manufacturing process, causing

batch-to-batch variations only on long-term batch time differences. Another possible cause of the

variations is storage damage. Despite the efforts to minimize humidity damage over the past several

years since acquisition, humidity could have caused the ĒBatch 1
BD

to drift more in batch one than

in batch two. The second option is less likely because ĒBD variations are from variations in the

epitaxial layer resistivity that is dominated by manufacturing processes [32].
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Figure 9. ĒBD was calculated from a linear fit of the charges vs. voltage. The two batches show a different

average value in the spread across both temperatures. The errors of the calculated ĒBD are shown in the inset

histogram.

The rate of change of theĒBD with respect to temperature, �ĒBD, is 56±2 mV K−1. The single

SiPM error average of �ĒBD is ĩ�ĒBD
= 1.8 ± 0.1 mV K−1. The error of �ĒBD is dominated by the

SiPM-to-SiPM variations while ĩ�ĒBD
is on average 30% smaller than the error of ĒBD.
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Temperature [K] Batch ĒBD [V] ĩĒBD
[V]

253.15
one 49.42 ± 0.09 0.024 ± 0.003

two 49.80 ± 0.03 0.028 ± 0.002

233.15
one 48.29 ± 0.08 0.028 ± 0.002

two 48.68 ± 0.03 0.028 ± 0.001

Table 1. Average ĒBD across batches and temperatures. ĩĒBD
is the average error of each individual SiPM

ĒBD.

OnceĒBD was estimated for each SiPM, OV could be calculated for each data point. The ĝSiPM

calculated from eq. 2.2 was plotted against the calculated OV and is shown in figure 10. The ĝSiPM

vs. OV plot shows that the spread of the ĝSiPM with respect to OV is relatively minor and has no

dependence on temperature. An explanation of the higher ĒBD in batch two can be found in this

figure as, in general, batch two has lower gains, especially observable at higher OVs.

A feature left out of figure 10 is that a single SiPM was found to have unusually high OVs (up

to 11 V). When cross-checking the same SiPM in figure 9, it was observed that the single count

from batch one at Đ = 252.15 K near the 49 V bin belongs to the same SiPM. After analyzing the

shape of the unusual SiPM finger plot, this SiPM had a rare type of pulse that was half the height

of a normal SPE pulse with different rise and fall times. These unusual pulses skewed the analysis

to lower gains which would be reflected in a lower ĒBD.
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Figure 10. The SiPM gain, ĝSiPM, as a function of OV. The gains were calculated with eq. 2.2 from the

estimated ý̄SPE. Note that Quads 218 and 220 had the gain correction applied for data taken at 233.15 K,

and batch two had the correction applied for all temperatures.

The slope, ģ, was calculated alongside ĒBD using the estimated ý̄SPE, and eq. 2.2 was used

to get the slope in units of SiPM gain with the applicable corrections. The histogram of ģ is

shown in figure 11. Similar to ĒBD, there is a difference in the mean value between the two

batches, however, due to a larger spread on the distribution of the slope, they overlap. There is no

apparent temperature dependence of ģ across batches. The average ģ across all SiPMs is equal to

(459 ± 3(stat.) ± 23(sys.)) × 103 e− PE−1 V−1 (ĩģ = 2400 ± 300 ě− PE−1 V−1). The systematic
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uncertainty comes from the artificial 5% included as the error of Ă in eq. 2.2 discussed in section 2.
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Figure 11. Rate of change of the SiPM gain with respect to OV, ģ, histogram. The inset error histogram

shows only statistical error. Note that SiPMs 218 and 220 had the correction applied for data taken at

233.15 K, and batch two had the correction applied for all temperatures.

The first timing parameter plot is the DCR as a function of OV shown on the left side of

figure 12. In contrast to the previous plots, the DCR shows a very strong temperature dependence.

To extract the temperature coefficient of DCR, for each SiPM, a power law was fit to itsĐ = 233.15 K

data. After fixing the exponent, the fit was repeated for the Đ = 253.15 K data. Then, the log ratio

of the coefficients was calculated and then divided by the temperature difference. The average value

of the DCR temperature coefficient across all SiPMs was calculated to be 0.099 ± 0.008 K−1. The

average error for each SiPM was calculated to be 0.0034± 0.0008 K−1 which includes a systematic

of the power law failing at the Đ = 253.15 K data for high OVs as explained in appendix A. The

differences between the standard deviation and individual SiPM error in the DCR temperature

coefficient are attributed to the SiPM-to-SiPM variations, not an unaccounted systematic.

The probabilities of the different types of CAs are shown in figure 13. The temperature

coefficients for PCA and DCA were also calculated and their distributions are shown in figure 14.

The PPCA was found to have an insignificant dependence on temperature calculated to be −300 ±

1400 ppm K−1 (ĩPPCA
= 3000 ± 2000 ppm K−1). While PDCA has a weak temperature dependence

of 4000 ± 1000 ppm K−1 (ĩPDCA
= 5000 ± 2000 ppm K−1). In contrast with the DCR temperature

coefficient or the spread of ĒBD, the single SiPM temperature coefficient errors are larger than the

standard deviation. The consequence is that predicting the probabilities of a CA as a function of

temperature for a single SiPM is not reliable.

The final timing plot is for ă̄DCA shown in figure 15. At an OV of 2 V, the data are highly

correlated with OV and are higher compared to the rest of the data. The higher than usual ă̄DCA can

be explained from the figure 7 OV = 2 V time-charge histogram. Low counts can be seen at low

times on the left side of the AP tail. No physical mechanism is known, but the lack of this feature in

the MC SiPM excludes the origin at the analysis level (see appendix A). No temperature coefficient

is calculated for this parameter.
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Figure 12. Left: DCR spread as a function of temperature for all SiPMs. This plot shows the temperature

dependence of DCR decreases by a factor of 7 per 20 K across all OVs. Right: histogram of the calculated

DCR temperature coefficients.
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Figure 13. The spread in probability of a prompt correlated avalanche, PPCA, (left) and of delayed correlated

avalanches, PDCA, (right) as a function of OV. Note the x-axis is in log scale.
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Figure 14. Temperature coefficients of PPCA (left) and PDCA (right).
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Figure 15. The average arrival time of delayed correlated avalanches, ă̄DCA, as a function of OV.

4.2 Quad-to-Quad ĒBD and ģ dispersion

The spread ofĒBD and ģ within each Quad is relevant to SBC as the SiPMs will be ganged together

to save on electronics channels. Connecting the Quads in parallel, however, might introduce

uncertainty in ĝSiPM as the four SiPMs ĒBD and ģ might not be paired. The dispersion of ĒBD and

ģ in each Quad was calculated as the standard deviation of each parameter within a Quad and are

shown in figure 16.
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Figure 16. Left: ĒBD Quad-to-Quad dispersion. The count near 0.2 V is the Quad with the SiPM with an

unusual pulse response. Right: ģ Quad-to-Quad dispersion.

The most notable observation from the left side of figure 16 is that theĒBD dispersion is within

the margin of error for the majority of cases. There is a very small Quad-to-Quad dispersion

(less than 100 ě− PE−1 Ē−1) in ģ compared to the total dispersion (3000 ě− PE−1 Ē−1). Both

of these parameters are indicators that Hamamatsu pairs each SiPM in a Quad based on ĒBD and

ģ. However, in rare cases, the dispersion is significant, and the consequence is that the Quad gain

will have an additional source of error from different gains for a given voltage for each SiPM. For
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example, a ĒBD dispersion of 75 mV multiplied by the average ģ across all SiPMs leads to a gain

(and therefore pulse-height) dispersion of approximately 2% at an OV of 4 V.

5 Conclusions

The setup and measurement procedure presented in this paper met the required conditions for the

characterization with low-temperature variations and no significant errors using dark count pulses.

The analysis was a reliable estimator of all parameters within the manufacturer distribution. In

future characterization setups, the duration of data acquisition and analysis could be a point for

improvement. In this setup, two Quads took eight hours for a full data acquisition routine, and

each SiPM took 2 days for the analysis to complete. An improvement would be to scale up the

SiPM box to hold more than two Quads at a time. The longest time bottleneck during the data

acquisition was found to be waveform collection which was limited by the single-channel amplifier.

More amplifiers would have reduced the waveform acquisition time to approximately 1 hr in length,

reducing the total acquisition time to 4 hrs. During the analysis, most of the time was taken by

the wave-unfolding algorithm. Future iterations could be improved by replacing it with a faster

algorithm or using multi-processing routines such as GPU utilization. If the time consumed during

the wave-unfolding is reduced to a few minutes, the analysis will take less than an hour per SiPM.

The SBC SiPM implementation will use the estimated individual ĒBD, temperature coefficient

of ĒBD, and ģ. The goal will be to set the SiPMs parameters for an optimal signal-to-noise ratio

while keeping PCA insignificant for the dark matter search. A possible alternative scenario would be

to use the SiPMs in a high OV to increase the signal-to-noise ratio without saturation as described

in appendix A. This will allow SBC to do energy reconstruction using the calculated PCA while

increasing the DCR and the error in the energy estimator [23].

It was found that the ă̄DCA contribution to the pre-trigger length was insignificant at any OV as

it is smaller than the pulse falling tails (in this setup is approximately equal to 1 ½s). Technologies

are being developed to actively remove the falling tail of a pulse or actively remove the analog

component of the signal at the SPAD level [33]. Therefore, future applications could be limited by

CA which can be characterized by the methodology described in this paper.

The SiPM-to-SiPM ĒBD spread is roughly by a factor of four smaller (using full width at half

maximum or FWHM as the estimator) than those found by MEG II at room temperature [34].

MEG II had a bigger sample size (16720 sensors compared to 128 in this paper), and the spread

includes batch-to-batch variations. If we compared the range of the spread of this paper at one

temperature across both batches (∼ 0.75 V) to the FWHM of MEG II (∼ 0.75 V), they are similar.

The Quad-to-Quad spread is also four times smaller than those of MEG II (∼ 0.1 V compared to

∼ 0.025 V as estimated using the FWHM).

This bulk characterization also shows that an individual SiPM characterization is a powerful

tool for the estimation and prediction of the ĒBD, ĝSPE, and DCR at any temperature and OV.

However, the average SiPM-to-SiPM PCA and PCA temperature coefficients are a more reliable

estimator for any SiPM as the average of the errors is bigger than the error of the mean as shown

in figure 14. For any other parameter, the error of the mean is bigger than the individual SiPM

parameter error due to the significant contributions of the manufacturer spread to the average error.

The DCR and DCR temperature coefficients can also be used to estimate the required temperatures
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for the desired application. The design of the SiPM implementation has to account for the significant

drop of temperature dependence which for Hamamatsu VUV4 happens roughly around 150 K [23].

Additionally, in liquid noble element scintillation experiments (90 K for LAr and 165 K for liquid

xenon), the scintillation background and optical cross-talk will likely dominate over DCR.
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A MC SiPM results

Testing the bias introduced by the analysis required a Monte-Carlo (MC) SiPM data set with known

parameters. The MC data set was generated using [35] as a framework. The parameters tested

were ĒBD, ĝSPE, DCR, and PCA. Each file in the MC data set was created to mimic the real data

whenever possible (for example, the number of waveforms and the time length of each waveform).

The most complex aspects of the waveforms were approximated. For example, the noise figures

of each waveform were sampled from a Gaussian with a mean of 0 and a standard deviation

approximately equal to the one found in the real setup. The baseline of each waveform is constant

and at approximately the same level as the real data. The expected values for all the parameters in

the MC data were extracted from the test SiPMs and ref. [23] modified to fit the MC model. No

modifications were made to the analysis described in section 3 to test the MC data.

Figure 17 shows ĝSPE. The gain was dependent only on OV, which had the sameģ between both

temperatures. The voltage and currents are drawn from a Gaussian with a mean equal to the expected

OV, and their dispersion has been made ten times larger compared to the real data to study possible

impacts of voltage fluctuations. Still, the impacts remained insignificant as long as they remained

below the accuracy of the multimeter. Under these simplifications, any differences between both

temperatures could only be attributed to DCR and the MC voltage data. As shown at the bottom of
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Figure 17. The gains of the MC SiPM as calculated from the analysis as a function of OV. The bias errors

of ĒBD with respect to MC ĒBD at 253.15 K and 233.15 K are 0.04 ± 0.02 V and 0.01 ± 0.01 V. The ģ bias

error at both temperatures are −750± 2200 ě− PE−1 and −470± 1118 ě− PE−1. The data point for 253.15 K

at 8 V has its voltage incorrectly estimated because of attributed to a miscategorization of a voltage point.

Errors are statistical only.

figure 17, the residuals of the gains show a bias for slightly overestimating the SPE gain. No definite

cause was found for the over-estimation but the leading hypothesis is error attributed to the SPE

window and baseline subtraction. The breakdown voltages and rates were calculated and the ĒBD

bias errors with respect to MC ĒBD at 253.15 K and 233.15 K are 0.04 ± 0.02 V and 0.01 ± 0.01 V.

The first one is not consistent with zero, which is attributed to a miscategorization of a voltage point

in the voltage data at 8 OV while the other one is consistent. The ģ bias error for both temperatures

are −750 ± 2200 ě− PE−1 Ē−1 and −500 ± 1100 ě− PE−1 Ē−1. They are both consistent with 0

which is expected.

The timing parameters discussed in this section are DCR and PCA. ă̄DCA is not discussed

because the MC model uses several different time constants for each type of CA. DCR can be seen

in left side of figure 18 while PPCA and PDCA can be seen in figure 19. The chosen MC DCR values

at 233.15 K are exactly one order of magnitude lower than the DCR at 253.15 K. The left side

of figure 18 shows a larger difference to the expected values at 2 V which is explained by a low

signal-to-noise ratio that complicates the timing extraction algorithm which is reflected in the left

side of the 2 V histogram in figure 18. The differences at high OV for 253.15 K can be explained

by a failure in the unfolding algorithm caused by reduced statistics and too much pile-up. Pile-up

occurs when the DCR is higher than approximately 5 kHz mm−2. In previous attempts, the digitizer

saturation (in this case simulated) heavily underestimates the calculated DCR and therefore PCA.

The origin of the mischaracterization was found to be when the CAs of the independent pulses were

too numerous, which caused the CA to be indistinguishable from the original pulse up to timeframes

in the few hundred ns. Nevertheless, to fully characterize the biases introduced by the analysis, a

full study of DCR vs. PDCA is required which is dependent on pulse shape and the probabilities of

a CA affecting saturation.

All probabilities of any PCA were kept dependent only on OV, and PPCA was chosen to be exactly
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Figure 18. (a) Estimated DCR for the MC SiPM as a function of OV for both temperatures. Because of a

low signal-to-noise ratio, the 2 V DCRs are under-characterized from noise being misinterpreted as a pulse.

At 253.15 K and high OVs, the bias errors are attributed to too much pile-up causing saturation. Note the

x-axis is in log scale. (b) The charge vs. time with respect to the first pulse histograms at 253.15 K. The

OV=2 V histogram shows strange features attributed to noise being misinterpreted as a pulse.
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Figure 19. Estimated PPCA (left), PDCA (middle) and PCA (right) as a function of OV for both temperatures.

PDCA is under-estimated because of undetected APs and low �Ī DCA pulses being mischaracterized as PCA.

PDCA at the 2 V data point is significantly higher than expected because of the DCR error. Note the x-axis is

in log scale.

one order of magnitude smaller than PDCA. The results show that PDCA is always underestimated.

It was an expected outcome of potential AP going undetected at the wave-unfolding step from a

poor signal-to-noise ratio and low �Ī DCA pulses being mischaracterized. Conversely, PPCA were

always over-estimated compared to the MC model. PPCA bias errors should come from two sources,

a DCR pulse pile-up with the first pulse whose probability is negligible for most DCR studied in

this paper, and the mischaracterizing of DCAs.

The MC data shows that the analysis framework developed for this paper is precise enough

to characterize SiPM parameters to within a few percent and the reported errors in section 4 are

consistently higher than the MC bias error. The circumstances where this fails can be attributed to
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mischaracterizations, saturation errors, or low statistics. No correction is applied to the measured

values, as a more complete MC model would be required for a fair comparison. In the simplest

case, a bias error of 50% can be applied to all the PCA estimations to justly translate those values

between experimental setups.

Improvements to the MC model are required to push knowledge of the parameters beyond the

ones reported in this paper. To fully incorporate the MC data, a more accurate MC model of SiPMs

must take into account a full electrical model of a SiPM pulse [10], the probability of a CA as

a function of geometry [12], SPAD-to-SPAD variations, and correlation of correlations. A final

consideration to further optimize the MC is the relatively slow waveform creation speed. Despite

optimizations, waveforms that are a few ½s in length require a few ms of computation time.

B Glossary

• sp: sample-period equal to the inverse of the acquisition frequency

• ĒBD: Breakdown Voltage [V]

• OV: over-voltage, OV= Ē −ĒBD [V]

• SPE: single photo-electron

• ý: SiPM charge in arbitrary units [arb.]

• č: SiPM charge in Coulombs [C]

• Ă: proportional constant to turn arbitrary units in units of charge č = Ăý [C arb.−1]

• ĝSiPM: SiPM gain ĝSiPM = Ăý/ħā [ě− PE−1]

• ģ: rate of change of gain vs. over-voltage [ě− PE−1 V−1]

• DCR: dark counts rate [Hz mm−2]

• CA: correlated avalanche

• AP: after pulse

• DCA: delayed CA

• PCA: prompt CA

• PDCA: probability of a DCA

• PPCA: probability of a PCA

• PCA: probability of a CA. PCA = PPCA+PDCA

• ă̄Āÿý: average arrival time with respect to the first pulse of the DCAs [ns]
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