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Abstract—Federated learning (FL) is an emerging paradigm that allows a central server to train machine learning models using
remote users’ data. Despite its growing popularity, FL faces challenges in preserving the privacy of local datasets, its sensitivity to
poisoning attacks by malicious users, and its communication overhead, especially in large-scale networks. These limitations are often
individually mitigated by local differential privacy (LDP) mechanisms, robust aggregation, compression, and user selection techniques,
which typically come at the cost of accuracy. In this work, we present compressed private aggregation (CPA), allowing massive
deployments to simultaneously communicate at extremely low bit rates while achieving privacy, anonymity, and resilience to malicious
users. CPA randomizes a codebook for compressing the data into a few bits using nested lattice quantizers, while ensuring anonymity
and robustness, with a subsequent perturbation to hold LDP. CPA-aided FL is proven to converge in the same asymptotic rate as FL
without privacy, compression, and robustness considerations, while satisfying both anonymity and LDP requirements. These analytical

properties are empirically confirmed in a numerical study, where we demonstrate the performance gains of CPA compared with
separate mechanisms for compression and privacy, as well as its robustness in mitigating the harmful effects of malicious users.

Index Terms—Federated learning, local differential privacy, anonymity, compression.

1 INTRODUCTION

T HE unprecedented success of deep learning highly relies
on the availability of data, often gathered by edge
devices such as mobile phones, sensors, and vehicles. As
data may be private, there is a growing need to avoid
leakage of private data while still being able to use it to
train machine learning models. Federated learning (FL) [2],
[3], [4], [5] is an emerging paradigm for training a model
on multiple edge devices, exploiting their computational
capabilities [6]. FL avoids directly sharing the users’ data,
as training is performed locally with periodic centralized
aggregations of the models orchestrated by a server.
Learning in a federated manner is subject to several core
challenges that are not encountered in traditional central-
ized machine learning [4], [5]. Despite the training being
performed locally and not involving data sharing, it was
recently shown that private information can be extracted
and that the data can even be reconstructed from the ex-
changed models updates by model inversion attacks, if these
are not properly protected [7], [8], [9], [10]. Furthermore, the
fact that training is done on the users’ side indicates that
malicious users can affect the learned model by, for example,
poisoning attacks [11], [12]. Another prominent challenge
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stems from the repeated exchange of highly parameterized
models between the server and the devices during the FL
procedure. As the communication links are possibly rate-
limited channels, FL can notably load the communication
infrastructure, which, in turn, often results in considerable
delays and degraded convergence [13], [14]. These usually
become more dominant in large-scale FL networks, causing
significant overhead as well as yielding notable computa-
tional burden on the server side that recovers and aggre-
gates the individual models, particularly when the number
of users is huge, with possibly millions of participants.

Various methods have been proposed to tackle the above
challenges: to preserve privacy, the local differential privacy
(LDP) framework is commonly adopted. LDP quantifies
privacy leakage of a single data sample when some func-
tion of the local datasets, e.g., a trained model, is pub-
licly available [15]. LDP can be boosted by corrupting the
model updates with privacy preserving noise (PPN) [16],
via splitting/shuffling [17] or dimension selection [18]. An
alternative privacy regime considered in FL is k-anonymity,
which involves mechanisms that render certain features
indistinguishable [19], [20]. Both LDP and k-anonymity
mechanisms induce some level of perturbation that typically
affects the learning procedure. Considering the difficulty of
dealing with unreliable and malicious users, this issue is
typically addressed by Byzantine robust methods [21], [22],
[23]. Such techniques have the servers use non-affine ag-
gregation which reduces the sensitivity to outliers and thus
limits the harmful effect of corrupted model updates; yet
typically degrade performance in the absence of malicious
users.

The communication overhead of FL is often relaxed by
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reducing the volume of model updates via lossy compres-
sion. This can be achieved by having each user transmit
only part of its updates by sparsifying or sub-sampling [24],
[25], [26], [27], [28], [29]. An alternative approach discretizes
the updates of the model through quantization, so that it
is conveyed using a small number of bits [30], [31], [32],
[33], [34]. Scalability is typically enabled by limiting the
number of participating devices through user selection [14].
These methods determine which of the users participate in
each round of training, taking into account the individual
constraints of computation and communication resources
[35], as well as the magnitude of local updates [14].

Recent studies consider both the challenges of compres-
sion and privacy in FL. The works [36], [37] propose to
quantize the local gradient with a differentially private 1-bit
compressor; [38], [39], [40] employ probabilistic quantizers
to achieve compression in a manner that also enhances
privacy, so that the incorporation of a dedicated PPN can
result in the compressed representation obeying established
multivariate LDP mechanisms [39]. All these schemes have
the server separately recover the model updates for each
user and then aggregate via conventional averaging. Thus,
they are neither inherently scalable to suit massive systems
and tolerate large groups of colluding users, nor account for
robustness considerations.

In this work, we present a novel privacy preserving
scheme designed for robust large-scale FL. The method,
coined CPA, dramatically reduces communications by con-
veying model updates via messages of only a few bits, while
providing k-anonymity and LDP, as well as limiting the in-
dividual contribution of each user to increase robustness to
malicious users. Unlike existing FL techniques, CPA jointly
provides compression, proven privacy, inherent scalability,
and empirically observed Byzantine robustness, without
limiting learning capabilities, as summarized in Table 1.
It is inspired by private multi-group aggregation [41] and
geo-indistinguishability [42], which involve settings that
fundamentally differ from FL in their task, yet inherently
employ massive systems where scalability and robustness
are key factors.

We design CPA by leveraging nested lattice quantiz-
ers [43] combined with random codebooks to encode the
set of model updates into few bits at each user. The dis-
cretizing operation of the quantizers is exploited to provide
anonymity, and is then further perturbed by incorporating
an established randomized response (RR) mechanism. We
analytically show that the resulting representation conveyed
by each user rigorously holds both k-anonymity and LDP
guarantees, and empirically demonstrate that it utterly
limits each user’s influence and leads to robustness from
different forms of corrupted models.The conveyed few-bit
representations are aggregated by the server via a decoding
procedure, translating the received bits from all different
users into an empirical discrete histogram over the model
update values.

The aggregated mean of this histogram is shown to con-
verge into the averaged global trained model, yielding the
desired updated global model in each FL iteration. By doing
so, the server does not reconstruct the individual model
updates, which, when combined with the few-bit communi-
cation involved in CPA, notably facilitates the participation
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of numerous users and supports scalability. Furthermore,
we systematically show that the distortion in the resulting
aggregated model compared to vanilla FL (without com-
munication, privacy, or security considerations) decreases
as the number of users increases, and that the resulting
model converges in the same asymptotic order as vanilla FL.
These theoretical findings are numerically demonstrated in
our experimental study. There, we evaluate CPA for learning
several different image classification models, showing that
its overall distortion is reduced compared to conventional
methodologies for private compressed FL, and that this re-
duced distortion is translated into an improved performance
of the learned model.
Our main contributions are summarized as follows:

o Novel scalable aggregation technique: CPA presents
a joint design of probabilistic model quantization and
users ‘voting’ for private aggregation. The perturbation
introduced therein to meet LDP, is mitigated not by the
conventional federated averaging (FedAvg) but rather
by a unique reconstruction of discrete histograms, hav-
ing the server avoids recovering the individual updates
for each user. While this allows applicability over large-
scale FL systems, it also guarantees k-anonymity by
design.

o Byzantine robustness following user’s low-influence:
CPA exploits the high-dimensional structure of the
model updates through (possibly high-rate) lattice
quantization but still dramatically reduces the conven-
tional FL communication overhead. This follows since
the users transmit at most B bits per sample, which
inherently limits their influence on the final model
and allows the training to be Byzantine robust against
erroneous adversarial users and poisoning attacks.

o Theoretical and experimental evaluation: The ideas
introduced in CPA draw inspiration from previous
studies in different domains on model compression
and private aggregation. The novelty and contribution
of CPA relies on coupling and fusing these parallel
domains in a noise-controllable manner. The ability to
learn reliably in large scale networks systematically
exemplified for CPA in both analytical and extensive
numerical analysis.

The remainder of this paper is organized as follows:
Section 2 briefly reviews the FL system model and the
relevant preliminaries. CPA is presented in Section 3, while
Section 4 theoretically analyzes its privacy guarantees and
convergence profile. In Section 5 we numerically evaluate
CPA. Finally, Section 6 provides concluding remarks.

Notations: throughout this paper, we use boldface low-
ercase letters for vectors, e.g., ¢, boldface uppercase letters
for matrices, e.g., X, and calligraphic letters for sets, e.g.,
X. The stochastic expectation, variance, and ¢ norm are
denoted by E[-], Var(+), and || - ||, respectively, while Z and
R are the sets of integer and real numbers, respectively.

2 SYSTEM MODEL AND PRELIMINARIES

In this section we present the system model of bit-
constrained and private FL. We begin by recalling some
relevant basics in FL and quantization in Subsections 2.1-
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TABLE 1
Comparison between compressed private aggregation (CPA) and existing FL studies

[ Compression | Proven Privacy [ Security [ Scalability |
\ | LDP | Anonymity | \ \
Byzantine robust aggregation, e.g., [21], [22], [23] X X v X
User selection, e.g., [14], [35] X X X v
Model updates compression, e.g., [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34] v X X X
Privacy enhancement, e.g., [15], [16], [17], [18] X v X X X
Joint compression & privacy, e.g., [36], [37], [38], [39], [40] v v X X X
CPA v v v v v

2.2 respectively. We then review the privacy preliminaries in
Subsection 2.3, and formulate our problem in Subsection 2.4.

2.1 Federated Learning

In FL, a server trains a machine learning model parameter-
ized by w € RY using data available at a group of K users
indexed by 1,..., K. These datasets, denoted Dy, ..., Dk,
are assumed to be private. Thus, as opposed to conventional
centralized learning where the server can use D = Ule D,
to train w, in FL the users cannot share their data with
the server. Let F).(w) be the empirical risk of a model w
evaluated over the dataset D,.. The training goal is to recover
the d x 1 optimal weights vector w°P" satisfying

K
w°P" = arg min {F(w) = % Z F, (w)} : 1)
w r=1

Generally speaking, FL involves the distribution of a global
model to the users. Each user locally trains this model
using its own data and sends back the model update [5].
Therefore, users do not directly expose their private data,
as training is performed locally. The server then aggregates
the models into an updated global model and the procedure
repeats iteratively.

Arguably, the most common FL scheme is FedAvg [2],
where the global model is updated by averaging the local
models. Letting w; denote the global parameters vector
available at the server at time step ¢, the server shares w;
with the users, who each performs 7 training iterations
using its local D, to update w; into w}, . Typically, the
information conveyed from the users to the server is not
the model weights, i.e., wy, ., but the updates to the model
generated in the current round, i.e., hy, . £ wj,  — w¢. As
the server knows wy, it recovers wq, from the difference
wi, . — w;. The server in turn sets the global model to be

1 K 1 XK
JAN T (s
Wiyr = Wt + — E hy,, =— E wi, ., 2)
r=1

r=1

where it is assumed for simplicity that all K users par-
ticipate in each FL round. The updated global model is
again distributed to the users and the learning procedure
continues.

When the local optimization at the users’ side is carried
out using stochastic gradient descent (SGD), then FedAvg
applies the local-SGD method [44]. In this case, each user of
index r sets w; = w;, and updates its local model via

wi, g+ wy —nVE (w}), ®)

where j; is the sample indexp chosen uniformly from D,., n;
is the learning rate, and F}'(-) is the empirical risk com-
puted using the ji-th sample in D,. As sharing wj, , can
possibly load the communication network and leak private
information, it motivates the integration of quantization and
privacy enhancement techniques, discussed below.

2.2 Quantization Preliminaries

Vector quantization is the encoding of a set of continuous-
amplitude quantities into a finite-bit representation [45].
Vector quantizers which are invariant of the underlying
distribution of the vector to be quantized are referred to as
universal vector quantizers; a leading approach to implement
such quantizers is based on lattice quantization [46]:

Definition 2.1 (Lattice Quantizer). A lattice quantizer of
dimension L € 7% and generator matrix G € REXL maps
x € RL into a discrete representation Qr(x) by selecting the
nearest point in the lattice L = {Gl : 1 € ZL'}, ie.,

Qc(x) = argmin ||z — z||. @)
zeLl

To apply Q. to a vector z € RMZL it is divided into
[z1,...,22]", and each sub-vector is quantized separately.

A lattice £ partitions R into cells centered around the
lattice points, where the basic cell is Py = {x : Qz(x) = 0}.
The number of lattice points in £ is countable but infinite.
Thus, to obtain a finite-bit representation, it is common
to restrict £ to include only points in a given sphere of
radius 7, £, and the number of lattice points, |£,|, dictates
the number of bits per sample - R £ 1logy(|£,]). An
event in which the input to the lattice quantizer does not
reside in this sphere is referred to as overloading, from which
quantizers are typically designed to avoid [45]. In the special
case of L = 1 with G = Aq > 0, Q(-) specializes
conventional scalar uniform quantization Q(+).

Definition 2.2 (Uniform Quantizer). A mid-tread scalar uni-
form quantizer with support ~y and spacing Aq is defined as

Ola) = {AQ |2 +1] ifz <,

®)
sign(z) - (v — 2Aq)  otherwise

where R = log, (27v/Aq) bits are used to represent .

The formulation of lattice and uniform quantizers in
Defs. 2.1-2.2 gives rise to two extensions, which are adopted
in the sequel. The first is Probabilistic quantization, which
converts the quantizers to implement stochastic mapping.
A conventional probabilistic quantization technique uses
dithered quantization (DQ), which applies () to a noisy
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Fig. 1. Nested self-similar lattice quantizers for L = 2 (top) and L = 1
(bottom).

version of the input [47], [48]. When the added noise is
uniformly distributed over Py and the quantizer is not over-
loaded, the resulting distortion becomes an i.i.d. stochastic
process [48], [49].

The second extension of lattice quantizers is nested
quantization, which implements increased resolution quan-
tization using multiple low-resolution quantizers. For sim-
plicity, we now focus on nested quantization with two
quantizers, as visualized in Fig. 1. The formal definition of
a two-stage nested lattice quantizer is as follows [50].

Definition 2.3 (Nested Lattice Codebook [51]). A lattice L
is said to be nested in L' if £¢ C L. Let P§ denote the basic
lattice cell of L°, then a nested lattice codebook L™ based on the
nested lattice pair L° C L is defined as

LM & LN P, ©6)

A nested formulation allows quantizing with the fine
lattice quantizer ch using the nested (L") and the coarse
(L£°) ones. In particular, one can quantize z € R by
computing Qi () = Qre(x) + Qrn (€ — Qe (x)). Nested
lattice quantizers naturally specialize multi-bit scalar uni-
form quantization [43], where the nesting condition implies
that the quantization spacing of the coarse quantizer must
be an integer multiple of the corresponding spacing of the
fine quantizer. While Def. 2.3 is given for a two-stage quan-
tizer, ie., L' is implemented using two quantizers, it can
be recursively extended into multiple stages by quantizing
over L" in a nested fashion.

2.3 Privacy Preliminaries

Privacy in settings involving queries between users and a
server is commonly quantified in terms of differential pri-
vacy (DP) [52], [53] and LDP [54], [55]. While both provide
users with privacy guarantees from untruthful adversaries,
the latter does not assume a trusted third-party server, and
is thus commonly adopted in FL [15], [17], [18], [39], [55],

4

[56], [57]. Therefore, we consider LDP in this work, defined
below.

Definition 2.4 (e-LDP [58]). A randomized mechanism M
satisfies e-LDP if for any pairs of input values v, v' in the domain
of M and for any possible output y, it holds that

Pr[M(v) = y] < e PrIM(v") = y]. )

We note that a smaller ¢ means greater protection of
privacy. Def. 2.4 implies that privacy can be achieved by
stochasticity: if two different inputs are probable (up to
some privacy budget) to be associated with the same al-
gorithm output, then privacy is preserved, as each sample
is not uniquely distinguishable.

For continuous quantities, common mechanisms that
achieve ¢-LDP are widely based on perturbation with pri-
vacy preserving noise (PPN), e.g., Laplacian or multivariate
t [59]. The PPN distribution parameters set to meet the
LDP privacy level . For private binary queries, a principle
method for achieving e-LDP is the RR mechanism [60]. In
RR, a user who possesses a private bit transmits it correctly
with probability p > 1/2. By (7), it can be shown that RR

(1 L p)-LDP [58] and can be viewed as a PPN

satisfies log
mechanism.

Although LDP is a preferable privacy measure, it is often
guaranteed by the introduction of a dominant PPN pertur-
bations. Alternative privacy measures, which are not inher-
ently bundled with stochasticity, are based on anonymiza-
tion [58] such as k-anonymity [61]:

Definition 2.5 (k-anonymity [61]). A deterministic mechanism
M holds k-anonymity if for every input v in the domain of M

there are at least k — 1 different inputs {v}}"= satisfying

M) =M@}, Vie{l,....,k—1}. 8)
If M satisfies k-anonymity, any observer of M’s output is
unable to discriminate between at least k possible inputs.

2.4 Problem Description
2.4.1 Threat Model

FL was shown to be exploitable by adversaries, with various
possible attacks and threat models [62]. Here, we focus on
two types of threats. The first is privacy attacks, i.e., algo-
rithms that reconstruct the raw original private data, based
on unintentional information leakage regarding the data or
the machine learning model, being a unique characteristic
of FL. Inspired by [63], we investigate an honest-but-curious
server with the goal of uncovering the users’ data. The
attacker is allowed to separately store and process updates
transmitted by individual users, but may not interfere with
the learning algorithm. The attacker may not modify the
model architecture nor may it send malicious global param-
eters that do not represent the actual global learned model.

An additional threat considered is that of adversarial par-
ticipants, often assumed in Byzantine robust FL [22]. Under
this model, an unknown subset of the participating users
may convey corrupted model updates, via poisoning at-
tacks [11]. The identity of the unreliable users is not known
to the server nor to the remaining reliable participants.
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2.4.2 Problem Formulation

Our goal is to design a global aggregation mechanism
[5] for FL that provides privacy guarantees, compression,
robustness, and is scalable. In particular, we are interested
in obtaining a mapping h; — w; of the local updates at the
r-th user into the global model available at the server. The
scheme must be:

R1 Private: holding k-anonymity and e-LDP with respect to
the private datasets {D, }, for a given anonymity degree
k and privacy budget ¢, respectively.

R2 Compressed: communications to the server should in-
volve at most B bits per sample.

R3 Universal: invariant to the distribution of h;.

R4 Robust: resilient to adversarial participants and tolerate
a large group of colluding users.

R5 Scalable: operable with possibly millions of participants.

In R1 we focus on achieving LDP in each round of
communication. One can use a per-round privacy level to
formulate an overall privacy guarantee after a given amount
of rounds via the composition theorem [64, Thm. IIL.1.], as
the overall privacy level after T' rounds is at most 7' - ¢.
Nevertheless, recent work has shown that by additional
processing, a per-round privacy level can be translated into
a multi-round one, obtaining an overall privacy budget
depending on ¢ that does not linearly grow with the number
of rounds [17]. For these reasons, we formulate our privacy
budget as in R1.

Evidently, requirements R1-R3 can be satisfied by first
perturbing the data to meet R1, followed by universal quan-
tization to satisfy R2-R3, as both techniques are invariant
to the distribution of h;. However, the server decoding in
these separate schemes requires individual reconstruction,
which may result in violating R5 while not accounting
for R4. Furthermore, both privacy and quantization can be
modeled as corrupting the model updates, and thus using
separate mechanisms may result in an overall noise which
degrades the accuracy of the trained model beyond that
needed to meet R1-R3. These observations motivate a joint
design tailored for FL, studied next.

3 COMPRESSED PRIVATE AGGREGATION

In this section we introduce CPA, deriving its basic steps for
1-bit messages in Subsection 3.1, and its extension to multi-
bit messages via nested quantization in Subsection 3.2.
Then, we provide a discussion in Subsection 3.3.

3.1 1-BitCPA

We design CPA based on RI-R5 by extending the recent
schemes of [41] and [42] to FL settings. Broadly speak-
ing, CPA leverages the repeated communications of FL to
generate a random codebook and encode the data with
the help of an L dimension lattice quantizer (holding R3).
The generated code enables the transmission of a set of
L model update entries with a single bit, ie., B = %
(satisfying R2), which guarantees k-anonymity of the data.
We then support LDP by applying RR to the transferred bits
(satisfying R1). In the decoding procedure, the received bits
are translated into an empirical histogram over the model
update values, rather than recovering each model update
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separately (holding R5). The aggregated mean over this his-
togram converges into the Fed Avg trained model, inherently
limiting the influence of potential malicious participating
users, as they can, at most, flip one bit (assuring R4). These
steps, illustrated in Fig. 2 and summarized as Algorithm 1,
are described below in detail.

3.1.1

To initialize CPA, the privacy parameters £ and ¢ are set,
and the compression lattice £ is determined, i.e., fixing the
dimension of the lattice L, its generator matrix G, radius v,
and rate R [65, Ch. 2]. We allow the lattice to change over
the FL rounds, and thus denote it by £;. The motivation
to do so is to allow the quantizer to adapt its mapping
along the FL procedure, and particularly by gradually de-
creasing the dynamic range over time to better represent
the model updates whose magnitude typically decreases
as FL approaches converges. Additionally, a common seed
s, is shared between each user and the server. This can
be provided by the user along with the initial sharing of
updates in the FL procedure, as done in, e.g., [33].

Initialization

3.1.2 Encoding

The CPA procedure is carried out on each FL global ag-
gregation round. Therefore, we describe it for a given time
step t, in which the users have updated their local models.
Since the encoding is identical for all users, we focus on
the r-th user, who is ready to transmit h;. In the encoding
step, the model updates are compressed into a single bit
using a quantizer and a random binary codebook, and then
perturbed to enhance privacy. These steps are formulated as
follows.

Quantization: To begin, h] € R? is decomposed into
distinct vectors {h:z}f\i , such that

Wert, a2 (s ©)
’ L

and being quantized by applying an L-dimensional lat-
tice quantizer (Def. 2.1) to each, i.e., hy, is mapped into
Q.Cf, (h:,l)

1-Bit Compression: Next, the discrete codeword is com-
pressed into a single bit according to the index of the
assigned lattice point. To this end, the seed s, is used to
randomize a codeword v;i, which is uniformly distributed
over all words in {—1, 1}2LR having an equal amount of
1’s and —1’s. Then, as illustrated in Fig. 2, the lattice point
Qr,(hi ;) is represented by its index in the lattice, denoted
l, and, in turn, a single bit l_);i is set according to the I-th
entry of the vector vy ;.

Formally, we write Q, (h] ;) = q' where ¢' € R is the
[-th lattice point in £;. The bit that the user conveys to the
server is selected based on {v{z} g where

b 2 Lo [v“}l =1
’ —1 otherwise.

The resulting processing converts the L dimensional model
updates vector h; ; into a single bit representation bj ;. This
procedure is exemplified using a scalar quantizer in Fig. 3.

(10)
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Fig. 2. Overview of CPA. The left dashed box represents the r-th user encoding while the right describes the server decoding.
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Fig. 3. Example: a scalar input is mapped into a point that corresponds
to the continues vale of 3A, which is 9-th quantization point. Accordingly,
as the 9-th entry of the randomized vector is —1, so does the output.

Privacy Enhancement: As we show in Section 4, k-
anonymity (Def. 2.5) directly follows from the design of vy ;.
To also maintain e-LDP, RR is applied to B{,i- RR guarantees
e-LDP by having the true value of B;i conveyed with proba-

e

bility p = 5= and its complement with 1—p. Consequently,

the bit which the sever receives as a representation of h; ; is

W.p. D,

br.
b, =14 11
b {(—1)-19571, w.p. 1—p. (1)

3.1.3 Decoding

The decoding procedure avoids having the server recon-
struct each individual model. Instead, the server uses the
bits it receives corresponding to the i-th sub-vector of the
model parameters to directly compute the desired aggre-
gated model. This is achieved in two stages: first, the bits
{b{ﬂ-}f:l are recovered into unbiased estimates of their
codewords {v] ;}/<,, which are directly aggregated into an
empirical histogram, used to update the global model.

Recovery: Due to the shared seed s,, the server knows
vy ; and can thus associate each bit with its corresponding
codeword. However, since the bits are perturbed by the RR
mechanism, the server can only recover an estimate of the
codeword. This is achieved by setting

S B £ by, =1,
B op—1 ) (—1) -vp,; otherwise;

(12)

where the weighting factor
unbiased estimator of vy ;.

1 ~r
37 assures that v;; is an

Aggregation: The server then constructs with an aggre-

gated mean of all {f;:z}K

.y ie.,

(13)

Practically, v, ; is a discrete normalized histogram. Aggrega-
tion through (13) can, in principle, yield negative histogram
values, which can be kept or mitigated by thresholding [42].

The estimated histogram is utilized for updating the
global model, replacing the conventional FedAvg update
in (2) by

2R
waA = w?—Pﬁi + Z [Ve4], - q (14)
=1

The global model wST™ is then obtained by stacking the

M
sub-vectors {w¢? A}i, .

Algorithm 1: 1-bit CPA at time step ¢

1 Initialization:
2 | Shared seed s,, degree of anonymity k, privacy
budget ¢, and lattice £4;
Encode (at the r-th user side, for each i):
Quantize hy ,; into ¢', 1 € {1,...,27}, using Qr,;
Set B;i using (10);
Augment Z_);i into b; ; via (11), convey to server;

N U e W

Decode (at the server side, for each 7):
8 Recover {f):,i}K,l via (12) ;

9 Obtain an empq;ical histogram via (13);
10 | Update the global model w{* using (14);

32

N

Result: Updated i-th global model sub-vector, w; ;.

3.2 Nested CPA

Algorithm 1 is particularly designed to operate with a large
number of users. Instead of recovering the individual model
updates sub-vector of each user {h;,}, the aggregation
of v;; in (13) forms an estimate of the distribution of the
quantized updates over the lattice £;. As shown in the proof
of Theorem 4.1, in the horizon of an asymptotically large
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Fig. 4. Overview of nested CPA. The upper solid box represents the 1-bit CPA with a coarse quantizer while the bottom describes that with the

nested one.

number of users K, the mean value taken over v;; con-
verges to the federated average of {Qr, (h{ )}/, for any
given lattice quantizer employed. This motivates the usage
of quantizers with high rate R, for which the distortion in
Qc,(hy;) compared to h; ; is small. However, for a finite
number of users, a large number of lattice points typically
results in a less accurate estimation of the probability over
the lattice via v:;, giving rise to a tradeoff between the
number of users K and the quantization rate R.

In order to alleviate this tradeoff, enabling CPA to oper-
ate reliably with high resolution lattice quantizers (large R),
we propose to implement fine quantization using multiple
low-rate quantizers via nested quantization (Def. 2.3). This
allows constructing a separate histogram for each low-
rate lattice quantizer, such that the mean over the fine
lattice, i.e., the desired low-distorted averaged model, can
be computed from these histograms. However, this comes
at the cost of additional bits conveyed by the users, as each
quantized value is no longer conveyed using a single bit as
in Algorithm 1. We next formulate this form of nested CPA,
focusing on a two-stage nested operation (i.e., with two bits
B = %), which can be extended to multiple stages (and
multiple bits) as discussed in Subsection 2.2. The general
procedure is illustrated in Fig. 4.

3.2.1 |Initialization

In addition to the initial steps of Algorithm 1, nested CPA
divides the fine lattice £; into a nested lattice £} and
a coarse lattice L (see Def. 2.3), with rates R, and R,
respectively.

3.2.2 Encoding

As in Algorithm 1, the model updates are divided into
{hi,}M,. Here, the sub-vectors are quantized using the
low-rate lattice quantizers, yielding

Qcs(hi;) = g,
Qry (h:,i - Qﬁf(h:,i)) =gl

The fact that Q£ (-) and Q» (+) form a nested representation
of the fine quantizer Q (+) indicates that

(15)

Qes(hi;) =qs +qb. (16)
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Fig. 5. Example: the input is mapped to 3A and 0 by the coarse and
nested quantizers respectively; that are the third and second quantiza-
tion points in each, correspond to 1 and —1 in the randomized vectors,
as the outputs.

Each of the discrete representations in (15) is then sep-
arately mapped into a single bit through the 1-bit com-
pression and privacy enhancement mechanisms detailed in
Subsection 3.1. For clarity, the nested extension of the 1-bit
compression example given in Fig. 3 is depicted in Fig. 5.

3.2.3 Decoding

Since the server has access to two bits for h; ;, representing
its coarse and nested quantization, it reconstructs two sepa-
rate histograms for each lattice. By repeating the steps in (12)
and (13), the server obtains two histogram estimates: one
over L§, denoted 97 ; € R2™, and another over £ denoted
vy, € R2™ . By (16), the averaging of {Qpi(hy ), is
estimated as the sum of the empirical means over £§ and
L}, i.e., the aggregation in (14) is replaced with

oRc oFn
CPA _ . CPA ¢ I n I
wy; —wt—r,i+z [”t,i]lc'qc +Z [vt,i]ln'qn' (17)
le=1 l,=1

The aggregation rule in (17) is designed to approach the
corresponding rule obtained using 1-bit CPA in Algorithm 1
with the fine lattice £!, while using relatively easy-to-
estimate histograms over smaller dictionaries. These nested
extensions of CPA allows to facilitate the learning of an
improved model in a federated manner when the number
of users K is limited, as numerically evidenced in Section 5.
There, notable improvements of the nested operation over
1-bit CPA are observed for K = 10 users, which vanish
for K = 1000 users. This capability comes at the cost
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of additional bits being exchanged, though such increased
communication is likely to be more tolerable when learning
with tens of users compared with learning with thousands
and more users.

3.3 Discussion

The proposed CPA is a dual-function mechanism for en-
hancing privacy while compressing the model updates and
aggregating in a robust fashion over large-scale FL systems.
It is inspired by the coding scheme of private multi-group
aggregation [41], with the incorporation of lattice quanti-
zation and LDP enhancement. The perturbation introduced
in RR, originating from the need to meet R1, is mitigated
here not by the conventional FedAvg as in, e.g., [33], but
rather by a unique reconstruction of discrete histograms,
which in turn guarantees k-anonymity, as we show in Sec-
tion 4. While CPA exploits the high-dimensional structure
of the model updates through (possibly high-rate) lattice
quantization, it still dramatically reduces the conventional
FL communication overhead. This follows since the users
transmit at most B bits per sample, and the server avoids re-
covering the individual updates for each user. The resulting
operation is thus scalable and applicable without limiting
the number of participants in each FL round. In fact, its
associated distortion decreases with the number of users, as
shown in Section 4.

Moreover, because CPA inherently limits the influence
of a user in the final model, it allows for the training to be
Byzantine robust against erroneous adversarial users and
poisoning attacks [22], as was also observed for one bit SGD
with majority vote aggregation in [66] . This is numerically
demonstrated in Section 5. We note that CPA is expected
to enhance privacy also against external adversaries, due
to LDP post-processing property [57]. However, since FL
is motivated by the need to avoid sharing local data with
a centralized server, characterizing LDP guarantees from
external adversaries is left for future work. Altogether, CPA
satisfies R1-R5 without notably affecting the utility of the
learned model, compared to using separate privacy en-
hancement and quantization, as numerically demonstrated
in Section 5.

CPA is designed assuming that all users share the same
privacy requirement € by R1. However, since the encoding
of CPA is done separately by each user, one can extend
its operation to user-specific privacy budgets. The direct
approach simply has all users set their RR parameter p to be
the lowest non-flipping probability among all utilized LDP
mechanisms, i.e., the one corresponding to the user with
the most strict privacy requirements. Yet, it can possibly be
that each user uses a different value of p by modifying the
aggregation rule at the server, though this extension and its
analysis are left for future work. Furthermore, the privacy
requirement considered in CPA is imposed on each com-
munication round by R1. Traditionally, this requirement can
be related to an upper bound on the privacy budget in FL
over a fixed number of global training rounds by the com-
position theorem [64, Thm. IIl.1.]. Alternatively, additional
mechanisms can be implemented to avoid accumulating
privacy leakage over multiple rounds, as characterized by
the composition theorem [17]. We leave the combination of
CPA with such mechanisms for future study.

8

The nested implementation of CPA allows users to con-
vey multiple bits per sample. By doing so, the server is able
to construct smaller and therefore more accurate histograms,
improving the global model update design in each FL
round, particularly when K is relatively small. However,
with each bit added, the influence of each individual user on
the constructed global model, being accordingly updated,
grows and increases CPA’s sensitivity to malicious users.
This gives rise to the existence of a tradeoff between model
accuracy, compression, and robustness, whose analysis is
left for future work.

4 PERFORMANCE ANALYSIS

CPA is designed to jointly support compression and pri-
vacy in FL over large-scale networks. Compression directly
follows as each user conveys merely B bits per sample.
For 1-bit CPA, this boils down to merely M bits, i.e., the
number of bits is not larger than the number of weights.
Consequently, we dedicate this section to theoretically ana-
lyze the privacy and learning implications of CPA, focusing
on its 1-bit implementation for simplicity. We characterize
its privacy guarantees (Subsection 4.1), distortion in its
recovered global model (Subsection 4.2), and convergence
profile (Subsection 4.3).

4.1 Privacy Analysis

In accordance with Requirement R1, we are considering two
privacy measures: LDP and k-anonymity. As conventionally
done in the private FL literature [16], [39], [40], [67], [68],
we characterize the privacy by observing its leakage with
respect to the weights for each FL round. This stems from
the sequential data processing nature of the local learning
procedure, which implies that assuring privacy with respect
to the model weights guarantees privacy with regard to the
datasets.

More specifically, for a given dataset D,, each bit pro-
duced by CPA can be generally viewed as encompassing
two subsequent transformations: the first is the training of
the model and the quantization of its weights into that corre-
sponding bit, represented by the mapping f : D, — {0,1};
and the second is the incorporation of further perturbation
via the RR mechanism R(-), i.e., R(f(D,)). This sequential
data-processing form is related to a conventional result in
the literature on differential privacy, stating that e-LDP is
not only guaranteed for f(D,), but also for D, [69]. This is
proven in the following claim:

Claim 1. Let A be a finite set, and f : A — {0,1}. Let R :
{0,1} — {0,1} be the RR mechanism with differential privacy
budget €. Then, the mechanism M : A — {0,1} defined as
M (x) = R(f(x)) is an e-LDP mechanism (i.e. any two elements
of A are e-indistinguishable).

Proof: Let x # y € Aand i € {0,1}. If it holds that
f(x) = f(y), then

P[M(2) = i] = P[R (f(x)) = il = P[R(f(y)) = ]
— P[M(y) = i].

That is, since P[M(x) = i| = P[M(y) = i|; we actually
get that x, y are 0-indistinguishable. Otherwise, the two bits
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satisfy f(x) # f(y), and since R(-) is the RR mechanism
with differential privacy budget ¢, it satisfies

P[M(z) = i] = P[R(f(z)) = i] < e"P[R (f(y)) = 1]

= e*P[M(y) = i].
Thus, P[M(x) = i] < e P[M(y) = i], and M is an ¢ locally
differentially private mechanism on A. O

We note that the setting where f(z) = f(y), i.e., two
different datasets lead to having an identical mapping (due
to quantization), is actually where the k-anonymity of CPA
appears.

The encoding steps of CPA are directly derived to
meet the definitions of both privacy measures, LDP and k-
anonymity, as formally stated in the following propositions.

Proposition 1. CPA is e-LDP with respect to D,., per communi-
cation round.

The LDP guarantee in Proposition 1 follows solely from
the usage of RR, and is invariant of the preceding processing
of CPA. While in this work we further utilize probabilis-
tic quantizers only for CPA’s distortion analysis (Subsec-
tion 4.2), one can possibly additionally enhance privacy
in the algorithm’s quantization stage by a proper design
of this stochastic compression technique, as shown in [39],
though this extension is left for future study. Nevertheless,
the quantization stage plays a key role in achieving k-
anonymity, as stated next.

Proposition 2. CPA preserves k-anonymity with respect to the
lattice quantization of hy ;.

Proof: k-anonymity (Def. 2.5) follows by-construction
from CPA’s design in Algorithm 1. There, a user’s update h;
is decomposed into sub-vectors {hj ;} . Each h{; € R" is
quantized into one codeword out of all possible codewords,
say of index [, q; = Q,(h;;); which is in turn mapped
into a binary vector vy ; of length equals to the total number
of codewords. v} ; is comprised of equal amount of 1’s and
—1’s in expectation and assured to have 1 in its /th entry
(see Fig. 2).

Therefore, as half of v} ;’s entries are expected to be 1,
it is implied that k£ Values - being half of codewords - are
valid candidates mappings of h; ;. Since a vector quantizer
of dimension L and rate R has 2%’ codewords, 1-bit CPA
with such a quantizer has the server not able to distinguish
between expected k £ 2L /2 = 2LE~1 adequate values. [J

The k-anonymity of CPA guarantees the indistinguisha-
bility between k possible values of the lattice quantization
of hy,; where k = 2L7=1 i solely determined by the
quantization dimension and rate parameters. Both can be
tuned to fix a desirable value of £ in parallel to trade-offing
privacy and compression considerations.

While Proposition 2 formulates the anonymity degree
of each sub-vector, Corollary 1 reveals the higher degree of
anonymity achieved with respect to the complete model.

Corollary 1. CPA preserves kM anonymity with respect to the
lattice quantization of h.

Proof: The corollary follows directly from Proposi-
tion 2. The server cannot distinguish between k different
possibilities for each hj, and hj is a concatenation of

9

{h} Z} M . Thus, each set of bits can represent k™ different
hy settmgs O

Proposition 2 in fact follows from the nature of the k-
anonymity measure, which is defined over finite sets (see
Def. 2.5). However, by the operation of the quantization
procedure, it collapses all the continuous values within a
certain cell into the same decision, i.e., lattice point. This can
be interpreted as a kind of “continuous” k-anonymity, as,
in addition to the indistinguishability between k different
lattice points guaranteed by Proposition 2, a quantized
private value can potentially originate from any item in the
uncountable set that covers the decision area mapped into
this lattice point.

4.2 Weights Distortion

CPA incorporates lossy compression, RR, and a unique
aggregation formulation that deviates from the conventional
FedAvg. All of these steps inherently induce some distortion
on the model updates, compared to the desired average of
the model updates. To quantify this distortion, we charac-
terize the difference between the model aggregated via CPA

denoted w{F” obtained by stacking {wy’ PA} in (14),
with the desired average (whose direct Computatlon gives
rise to communication and privacy considerations) obtained

from the same global model at time ¢, given by

wPA = Z hy, ..

Next, we show that the effect of the excessive distortion
induced by CPA can be mitigated while recovering the
desired w;® . as wt CPA_ Thus, the accuracy of the global
learned model is mamtalned despite the incorporation of
the scalable compression and privacy mechanisms of CPA.
In our analysis we adopt the following assumption
AS1 CPA wuses probabilistic quantization, i.e., Qz(-) imple-

ments DQ.

Probabilistic quantizers, as assumed in AS1, are often em-
ployed in FL, due to the stochastic nature of their associated
distortion [25], [30], [31], [33], [39]. For a given probabilistic
lattice quantizer defined using the lattice £ with lattice
points {g'}2",, we define 52 to be the normalized second-
order moment of this lattice, or alternatively, the variance of
the distortion induced by DQ with lattice £, as

é %f’PO ||$||2dw
vol(Py)2/L

where L is the lattice dimension, ‘vol’ stands for ‘volume’,
and Py = {x : Qz(x) = 0} is the basic lattice cell (see
further details in Section 2.2). For CPA employing this lattice
quantizer, the distance between the recovered model w{ A

and the desired one w!™ ‘>, satisfies:

FA &

Wiy, = (18)

a2 (19)

Theorem 4.1. When Assumption AS]1 holds, the mean-squared

distance between w?ff and wid - is bounded by
Z 4l
(2p—1

wip| } 2 %

Proof: To prove Theorem 4.1, we separate the distor-
tion induced by CPA into two terms and bound each of them

E [|[wiPA - 462 |, (20
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separately. The first term is the error caused by the discrete
histogram estimation in (13); the latter is the compression
distortion.

As in Subsection 3.1.2, we denote by {Ui}i]\il the decom-
position of a vector v into M distinct L x 1 sub-vectors.
Moreover, we write {c'} as the quantizer words’ rates,
given by ¢! £ L5, 5[Qc, (hiy.;) — q'], where 4[] is
the Kronecker delta. By (18) and (14) we have that

R 2
E [|lwibs —wi || =E thm S fosed
7—1 =1
e[| S @)
2R 2
~ (X (¢~ [oraril,) @ )H } (4221)
=1

where (a) is obtained Rby adding and subtracting
% 27{(:1 Qc (h’:+‘f',’i) = 212:‘1 c- ql

To proceed, we define the compression distortion
e/ .; = Qc,(hiy,;) — hi . ; and the histogram estima-
tion error n}, . ; £ ¢! — [044+];- The joint distribution of
{er ..} {n} .} is characterized in the following lemma:

Lemma 4.2.1. For any {hy,,,;} it holds that the sequences
{ef, ..} and {n} . ;} are uncorrelated (over r and I, receptively),
zero-mean, and mutually uncorrelated. The variance of ey . ;

equals 5% while that of 1! 4r.i 18 bounded by m.

Proof: By Assumption AS1, Q) ., realizes DQ, and thus

its distortion is zero-mean i.i.d. with variance 6% [48], [49],

[70]. Combining this with the independence of the dither,

the codewords, and the RR implies that e}, . ; and n}, . ; are
uncorrelated.

For 775571'/ we define ﬁi: =0[Qc(hy;) —a] - [f)gz]l By

the definitions of the codeword and RR, it holds that for any

{hii}

1= 5, wpp . :
)Y et 1 if 6[Qc(hy;) —ql =1,
Ny = top-sWwpl—p
i%%l w.p 0.5 otherwise;
i ~1,r
and thus n;, ., = & ZT 1 "¢y, are iid. zero-mean with
variance not larger than K(Q% O

)?
Altogether, combining (4.2.21) with Lemma 4.2.1 yields
2

wit ] = ZE [Ilw i, - }
2 2

] +E [H Zni+m‘qu ]

1=1
R

FA

CPA
& |:||wt+‘r - t+7’,i

M 1
S [ES e
i=1 r=1

p—1)
thus proving (20). O

Theorem 4.1 implies that the recovered model can be
made arbitrarily close to the desired one by increasing
the number of edge users participating in the FL training
procedure, as (20) decreases as 1/K. This holds as there,

1112
. . . . 2F g
the histogram estimation error term, i.e., % i1 (!VU)Q

accounts for the distance between the histogram’s empir-
ical evaluation to its true value; which is the distance
between the empirical mean of the i.i.d-randomized code-
words {v}; K | and its expected value. By the law of large
numbers, this distance approaches zero with growing K
while its associated variance decreases at a rate of 1/K.

The exact same arguments also accounts for the compres-
sion distortion term 5%; due to the unique framework of
FL, where the users quantized quantities are only taken in
average. In CPA, the employed compression is a probabilistic
one, for which the output can be modeled as the input
plus an i.i.d additive-noise of mean zero and bounded vari-
ance. As a result, adding more users does not induce more
quantization errors, but is actually a contributing factor that
improves the empirical estimations of CPA. This indicates
the suitability of CPA for FL over large networks.

However, while the difference decaying rate is of order
O(1/K), it is still affected by the need to compress the
model updates and enhance their privacy. This is revealed
in Theorem 4.1 via the presence of M,5% and p, arising
from each consideration. In particular, M = [%] stands
for the number of distinct L x 1 sub-vectors in h] € RY,
ie., {hy 1} , where each is being quantized by applying
an L-dlmensmnal lattice quantizer. Consequently, lower M,
or equivalently, higher quantization dimension (L), partic-
ularly (physically) implies that more entries of h} are being
quantized together. In vector quantitation theory [51, Part
V], this is known to improve compression performance;
what further explains why (20) linearly depends on M. The
moment 5% follows from the distortion induced by lattice
quantization, while p accounts for the distortion induced by
the RR mechanism. Specifically, p is dictated by the privacy
level &, which implies that, as expected, stricter privacy
constraints lead to additional distortion in the recovered
global model.

4.3 Federated Learning Convergence

In the previous subsection we bounded the distortion in-
duced by CPA in each communication round to achieve
privacy and compression. Next, we show that this property
is translated into FL convergence guarantees. To that aim,
we further introduce the following assumptions, that are
commonly employed in FL convergence studies in, e.g., [33],
[44], [71], on the local datasets, stochastic gradients, and
objectives:
AS2 Each dataset D, is comprised of i.i.d samples. However,
different datasets can be statistically heterogeneous, i.e.,
arise from different distributions. .
AS3 The expected squared />-norm of the vector VF}* (w)
in (3) is bounded by some &2 > 0 for all w € R
AS4 The objective functions {F,.(-)}X | are ps-smooth and
pc-strongly convex, i.e., for all wi, wy € R? we have

1
(w1 — wy) " VE, (ws) + §Pc||w1 —ws?
S Fr(wl) - Fr(w2) S

1
(wy — ’wz)TVFr(w2) + §ps||w1 - w2||2.
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Statistical heterogeneity as in AS2 is a common charac-
teristic of FL [3], [4], [5]. It is consistent with Requirement
R3, which does not impose any specific distribution on the
data. Statistical heterogeneity implies that the local objec-
tives differ between users, hence the dependence on r in
AS3, often employed in distributed learning studies [33],
[44], [71]. Following AS2 and [33], [39], [71], [72], we define
the heterogeneity gap,

& F(w) (4.3.1)

ZIIHHF

where w°P! is defined in (1), and F'(w°P"), min,, F, (w) are
the minimum values of F, F}, respectively. Eq. (4.3.1) quan-
tifies the degree of non-i.i.d: for ii.d. data, 1 approaches
zero as the number of samples grows; and otherwise, non-
ii.d. data results with nonzero 9, and its magnitude reflects
the heterogeneity of the data distribution. Finally, assump-
tion AS4 holds for a range of objective functions used in FL,
including ¢>-norm regularized linear regression and logistic
regression [33].

It is emphasized, though, that assumptions AS1-AS4
are only introduced for having a tractable analysis, and
we further empirically demonstrate the usefulness of CPA,
whose derivation is invariant to these assumptions, in set-
tings where they do not necessarily hold as exemplified in
Section 5.

The following theorem characterizes the convergence of
FL employing CPA with local-SGD training;:

Theorem 4.2. Let L be a lattice with generator matrix G,
moment 5%, and points {ql}lzjl. Set p £ Tmax (1,4ps/pe).
Then consider CPA-aided FL satisfying AS1-AS4 while using,
at each round t, a lattice quantizer L, with generator matrix
G, = (; - G, where (, is a positive sequence holding (? < C - n?
for some ﬁxed C > 0. Under this setting, local-SGD with step-
size 1y = o (tﬂo for each t € N satisfies
E [F(wSPA)} — F(w) <

s 2+ 7% o
p max <p7,g0||w0 pt||2> , (4.3.2)

2(t + ) z
where
bo 1{M~C~ (2§ al” )+i§:£2
K =1 (2p - )2 KT:l "
K
8(r — 1)2253} + 6ps1h. 4.3.3)
r=1

Proof: To prove the theorem, we derive a recursive
bound on the weights error, from which the FL convergence
bound is then concluded. This outline follows the steps
used in [33], which did not consider privacy or anonymity
guarantees. We next briefly describe the main steps for com-
pleteness, deferring the proofs of some of the intermediate
lemmas to [33].

Recursive Bound on Weights Error

Denote by Z, £ {n7|n = 1,2,...} the set of global syn-
chronization steps, i.e., t +1 € Z, is a time step indicates
communication of all devices. Aiding these notations, CPA

11

induces excessive distortion (compared to vanilla FedAvg)
in each time instance in Z,. This can be formally written as

wr Wi —mVEE () t+1¢ 1,
LT wfPA t+1€e1,;

wi — mVF (w)) + diy t+1¢7,,
(a) S~~~
£ =0
K , S
% Z (wg — ’I’}tVFZ/t (’UJZ; )+dt+1> t+1¢ IT;
r'=1
(4.3.4)

where (a) follows from the subtraction and addition of w{™
defined in (18), and setting d; 1 = wPA — A,
We next define a virtual sequence {z;} from {w}} that

coincides with wtCPA for t € Z,. Specifically,

(4.34)

K
Zt+1 K Z t+1 = ? Z: ( — ’I’]tVFJt (wt) + dt+1)

K

1 - , 1
=Zt — M E Z (VFT.]t (’UJ;) - Edt+1> .

r=1

(4.3.5)

A~
=9

In (4.3.5), g, is the averaged noisy stochastic gradient, where
the averaged full gradient are g, £ 27{(:1 VE, (w}).

The resulting model is thus equivalent to that used in
[33, App. C]. Thus, by AS4 it follows that if 7, < ﬁ then

E [||2001—wP|*] < (-mpe) B ||| 20— wP|*] + 6070

1 K
_ Hz _
K

+ 07 |lg, - g.l°] + 2B

w{|2} . (43.6)

Equation (4.3.6) bounds the expected distance between the
virtual sequence {z;} and the optimal weights w°P" in
a recursive manner. We further bound the summands in
(4.3.6):

Lemma 4.3.1. If the step-size 1, is non-increasing and satisfies
Nt < 2047 for each t > 0, then, when AS3 holds, we have

E[llg; — g./*] <

7 zi le'|” A f: 2
Lym.-C B G2+ =) 2. @3y
K i (2p— 1)2 £ K r=1

Proof: To prove (4.3.7), we separate it into two inde-
pendent terms and bound each separately. Specifically,

E |13~ 9.°] = B [lldes]’] (4338)
K 2
+ 0 E H;( > (VF,J'Z' (wh) — VF, (w;)) (4.3.9)
r=1

_Eim[ T (vFﬂf( "~ VE, (w;))}. (4.3.10)
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We first note that (4.3.10) = 0 as the stochastic gradients are
unbiased estimates of the true gradients and are indepen-
dent of the distortion. For the first term, it holds that

(4.3.8) <)M 2{: el +07
K\ @ -1
Qops-C (& Jdl
< s +az |, (431
hS K ; 2p—1) 1 oc ( )

where (a) follows by Theorem 4.1; (b) holds as CPA here
realizes a time-variant lattice quantizer £; with a bounded
scaled generator matrix. For the second term we have

]

4.3.12)

2 K .
4.39) Y % Z E [HVth (wh) — VE, (wh)

®) 77t

_WZm

where (a) follows form the uniform distribution of the ran-
dom index j{; and (b) stems from AS3. Combining (4.3.11)
and (4.3.12) concludes the proof. O

Lemma 4.3.2. If the step-size 1, is non-increasing and satisfies
Nt < 2n¢yr for each t > 0, then when AS3 holds, we have

K K
1 2 4(r —1)%n?
Dt < 0 S
k=1 r=1

Proof: The proof of Lemma 4.3.2 is given in [33, App.

Cl. O

Next, we define §; £ E[|z; — w°P* Hz] , which represents

the £o-norm of the error in the weights of the global model

for t € Z,. Using Lemmas 4.3.1-4.3.2, while integrating

(4.3.7) and (4.3.13) into (4.3.6), we obtain the following
recursive relationship:

(4.3.13)

Si1 < (1= nepe)dy + b, (43.14)

where b is defined in (4.3.3). The relationship in (4.3.14) is
used in the sequel to prove the FL convergence bound in
(4.3.2).

FL Convergence Bound

We next obtain the convergence bound by setting the step-
size and the FL parameters in (4.3.14) to bound §;; and
combine the resulting bound with AS4 to prove (4.3.2). I

particular, we set 7, to take the form 7, = % for some
B > 0 and ¢ > max(4psf8,7), for which n; < % and
Mt < 2nNyr, implying that (4.3.6), (4.3.7), and (4.3. 13) hold.
Under such settlngs, in [33, App. C] is it proved that for

H/;ﬁc ,3050) is holds that 6; < s + for all integer

t > 0. Finally, the smoothness of the objective AS4 implies
that

AZmax(

CPAY| _ opt & < ps>\

E [F(wt )} Plw™) < 96, < 520 (4319)
Settmg B % results in ¢ > Tmax(1,4ps/p.) and A >
max(p CTp <p50)' once substituted into (4.3.15), proves
(432). ° O
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Theorem 4.2 rigorously bounds the difference in the
objective value of the optimal model w°P* and the one
learned by CPA over ¢ learning rounds with local-SGD;
i.e., the users’ batch size is set to 1. By taking t to be
asymptotically large in (4.3.2), we obtain the asymptotic
convergence profile, indicating that CPA with local-SGD
converges at a rate of O(1/t). This reverse dependence on
t was formed due to the specific design of the step size 7;
to gradually decreases, which is also known to contribute
to the convergence of FL [44], [71], and the usage of a
lattice with a gradually decaying dynamic range to fit the
quantizer to the decaying magnitude of the model updates
expected for converging FL. The asymptotic rate of O(1/t) is
of the same order of convergence as FL with neither privacy
nor compression constraints [44], [71], indicating the ability
of CPA to satisfy these requirements while mitigating their
harmful effects on the learning procedure.

In the non-asymptotic regime, the integration of com-
pression and privacy techniques does influence model con-
vergence, as revealed in Theorem 4.2 by the coefficient b. The
scalability of CPA is reflected in the first summand of (4.3.3),
which vanishes as the number of users K grows. The terms
which do not vanish as K — o0, i.e., the last two summands
in (4.3.3), stem from the usage of multiple local iterations
per round and from the presence of statistical heterogeneity,
respectively [71]; both are common properties of FL that are
not targeted in our design of CPA.

5 EXPERIMENTAL STUDY

In this section we numerically evaluate CPA and compare
it to alternative approaches for compression and privacy in
FL. We consider the federated training of different model
architectures for handwritten digit identification with the
MNIST dataset as well as image classification based on
CIFAR-10. We quantify the distortion induced by CPA,
the accuracy of the learned models, and the robustness to

malicious users’.

5.1 Setup

We consider FL using local-SGD with the number of edge
users varying from as small as K = 10 to massive networks
with K = 1000, each studying different aspects in the
design of CPA.

Baselines

We numerically evaluate the following schemes:

vanilla FL: assuring neither privacy nor compression.

CPA: 1-bit CPA with a scalar quantizer;

CPA w/o RR: 1-bit CPA with a scalar quantizer without LDP
constraints, i.e., ¢ — 00;

nested CPA: two-stage nested CPA (see Subsection 3.2) with
R.=1,and R, = 3;

Laplace: local updates perturbated by a Laplacian PPN, real-
ize the Laplace mechanism [73] and satisfy only privacy.

signSGD & RR: the common signSGD [32], which also uti-
lizes 1-bit representations, followed by RR, realizing a
straightforward separated design satisfying R1-R5.

1. The source code used in our experimental study, including
all the hyper-parameters, is available online at https://github.com/
langnatalie/CPA.
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JoPEQ: the scheme of [39], which transforms randomized
lattice quantization distortion into PPN, tackling R1-R3.

MVU: the scheme of [40], which introduces discrete-valued
LDP-preserving perturbation to the quantized repre-
sentation of the model update.

Unless stated otherwise, all benchmarks holding e-LDP set
€ = 0.5. As for the ones involving compression, they utilize
a mid-tread uniform scalar quantizer, i.e., L = 1 with bit-
rate R = 1. Note that by Proposition 2, the CPA schemes
satisfy k-anonymity with k = 21871 e.g, k = 4 for nested
CPA with R, = 3.

Evaluation Metrics

We aim to numerically validating that CPA indeed mini-
mizes the excess distortion compared to individual com-
pression and privacy enhancement operating with the same
R1-R3. To this end, we evaluate the observed signal-to-noise
ratio (SNR) [dB] of the weights obtained by CPA compared
to the desired FedAvg, which we compute as the estimated
variance of the model weights and divide it by the estimated
variance of the distortion, namely,

SNR £ Var(w™)/ Var(w™ — w™™). (5.1.1)

Then, we compute performance scoring in terms of both
validation set and test set accuracy [%].

Architectures
We consider the following models in training:

Linear: the model comprised of a tunable weight matrix and
a bias vector of corresponding dimensions as those of
the data;

MLP: a multi-layer perceptron (MLP) with two hidden lay-
ers and intermediate ReLU activations;

CNN2/3: a convolutional neural network (CNN) composed
of two or three convolutional layers, respectively, fol-
lowed by fully connected ones, with intermediate ReLU
activations, max-pooling and dropout layers.

ResNet-18: the 18 layers deep CNN of [74]. Here, we set
the initial weights to be the pre-trained version of the
network trained on more than a million images from
the ImageNet database, having the network able to
classify images into 1000 object categories. Therefore,
we extend the model to constitute another final linear
layer that maps the output into the required number of
labels in accordance with the used dataset (e.g, 100 for
CIFAR-100).

Datasets

The above architectures are trained using the following
datasets:

MNIST: the dataset resembles a handwritten digit identifi-
cation task, is comprised of 28 x 28 gray-scale images
divided into 60, 000 training examples and 10, 000 test
examples; where each edge user possesses 5 uniformly
drawn samples.

CIFAR-10: a natural image classification dataset, comprised
of 32 x 32 RGB images divided into 50,000 training
examples and 10,000 test examples, uniformly dis-
tributed among K users.
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Fig. 6. SNR versus ¢ in the received models training a linear regression
model using the MNIST dataset for K € {100, 1000} edge users.
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Fig. 7. Test set accuracy versus ¢ in the received models training a linear
regression model using the MNIST dataset for K € {10, 50} edge users.

CIFAR-100: anatural image classification dataset, consisting
of 60,000 color images partitioned into 100 classes,
with each class holding 600 images. The dataset is
further divided into 50, 000 training images and 10, 000
testing image, uniformly distributed among K users.

5.2 Results
Performance

We begin by considering the FL training of a linear re-
gression model using MNIST, with K = {100,1000} par-
ticipating edge users, for different privacy budgets, ie., €
values. Accordingly, Fig. 6 reports the SNR (5.1.1) values
as a function of the privacy budget . Evidently, CPA attains
fairly equivalent performance compared to the alternative of
Laplace, which only meets R1 and R3, while satisfying R1-
R5 altogether. The SNR of both schemes grows with looser
privacy constraints and/or more users participating; while
signSGD & RR demonstrates neither. This can be attributed
to the coarse sign operation, whose distortion is so dominant
such that it is sometimes reduced by privacy, and is barely
influenced by the number of edge users taking part in the
FL training.
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TABLE 2 TABLE 3
Empirical evaluation for different number of FL participants Empirical evaluation of for different privacy budgets
Number of edge participants K LDP budget ¢ (p _ e
50 100 400 700 1000 51 oTE T 10+§; 5T
FedAvg, test set acc. 94 94 94 95 95 . [ . [ . [ . [ .
CPA, testsetacc. | 93 | 9% | 9 96 96 Fedivg testsetace. | - o - -
MSE 0011 | 0007 | 0.0036 | 0.0029 | 0.0051 ' MSE 0.0068 | 0.0065 | 0.0063 | 0.0062 | 0.0062
TABLE 4
Following Fig. 6, we continue with measuring and Baselines test set accuracy results
monitoring the performance for variable privacy budgets
not only in terms of SNR but also for test set accuracy Lini\;[ersi/[LP CN%IZFAR-Cll(\]INE;
values. For that aim, we trained a linear model on the vamila FL g7 90 I8 60
MNIST dataset and depict in Fig. 7 the performance of the Laplace 86 88 45 60
counterparts baselines: CPA, joint privacy enhancement and Slgr‘]SGP[]; éf RR gg ;g 1(7) ég
. . o . . . (0]
quantization (]QPEQ) [39], and minimum variance unbiased CPA w/0 RR 87 80 43 47
(MVU) [40]. Tt in noted that both JoPEQ and MVU are not CPA 85 86 50 67
tailored for a massive number of FL participants, and we
therefore experimented K € {10, 50}. The expected behav-
ior is a monotonically increasing one with incrementing ¢, o i
as higher budgets are attributed with lower added noise to 80 1 A
the learning process. This is observed for all baselines for
K = 50, with lesser stability for K = 10 (which is most 570
notable for MVU). For either of the values of K and ¢, %60‘
CPA performs the best, which adds to its inherent ability 8
to benefit from operating with a massive number of users. 4 501
s
We proceed to numerically evaluate the effect of the S 0| '
parameters of CPA, as identified in Theorems 4.1-4.2. For s - E:SI!?:L
that, we inspect the behavior of the mean squared er- 307 —-- signRR
1 [|apCPA _ oy FA |12 U B VY 2 N O S A B PO JOPEQ
ror (MSE) MH"”HT —'wH_TH bounded in Theorem 4.1, 201 ——tepa
in terms of both parameters dependence and relation to —— CPAWORR
model accuracy; where the latter is highly correlated with o T 10 15 20 35 20

the convergence bound captured in Theorem 4.2. For that
aim, we trained a CNN2 model on the MNIST dataset along
150 global rounds, and evaluated the performance of both
vanilla FL and CPA. Specifically, the latter is the 1-bit CPA
scheme which uses a mid-tread uniform scalar quantizer,
ie., L = 1, with bit-rate R = 1.

As the relation between different bit-rates and the con-
verged model accuracy would be monitored in the sequel in
Fig. 10, we focus here on the impact of K and €. At first, we
varied the number of edge devices K and fixed the privacy
budget ¢ = 0.5, and computed the test accuracy of the
baselines compared to the MSE; as summarized in Table 2.
Secondly, we repeated this procedure for fixed K = 100 and

) in Table 3.

It is revealed that the MSE indeed deceases for either
of the parameters K or p, in line with Theorem 4.1. Ad-
ditionally, as desired, the MSE values corresponds to the
model accuracy score. In practice, this quantitatively shows
that convergence in the weights guarantees convergence
in model performance. It follows since we first show that
despite incorporating, using the algorithm of CPA, privacy
and compression into FL, we obtain close resemblance in
weights (via the MSE metric); and then we show that this
indeed leads to similar performance in terms of the task
(via the test accuracy). Thus, Tables 2-3 further support the
relevance of Theorems 4.1-4.2 in the analytical analysis of
CPA.

. €
varying e (p = 1=

Global iteration

Fig. 8. Convergence profile of different FL schemes training a linear
regression model using the MNIST dataset with K = 1000 edge users.

Convergence

Next, we evaluate how the reduced excess distortion of CPA
is translated into an improved learning. We depict in Fig. 8
the validation set learning curves of all referenced methods.
Fig. 8 indicates that CPA performs similarly to vanilla FL
which satisfies neither privacy (RI) nor compression (R2),
while simultaneously assuring both. We further observe that
the straightforward signSGD & RR suffers from excessive
distortion which deteriorates its learned model accuracy
due to the usage of distinct mechanisms for quantization
and privacy, as illustrated Fig. 6. A similar observation
(though of a less notable gain) is noted in comparison to
the joint design via JoPEQ operating with the same rate of
one bit per sample.

We continue with showing that CPA is beneficial regard-
less of the model specific design. We report in Table 4 the
baselines’ converged models test accuracy results also for an
MLP model, showing in line findings with the linear model.
Table 4 also reports reports the baselines” converged models
test accuracy results for two CNNs trained for the CIFAR-
10 dataset using K = 1000 users; while Fig. 9 describes
the validation set learning curves of all referenced methods.
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Fig. 9. Convergence profile of different FL schemes training a 2-layered
CNN model using the CIFAR-10 dataset with K = 1000 edge users.

Unlike the handwritten digit classification, in the current
task it is harder for the models to converge, particularly for
signSGD & RR, which utterly fails to converge as revealed
by Table 4. For the CNN3 model, we can see that the
performance of both CPA and JoPEQ is alike, yet the former
holds R1-R5 while the latter only does so for R1-R3.

It is noted that when training deep models, adding
a minor level of distortion can sometimes improve the
final model performance, see, e.g., [75], [76]. Hence, CPA
without RR does not necessarily outperform CPA with LDP
consideration; as evidenced in Fig 9 and Table 4, having
CPA without RR outperforms its nosier CPA counterpart.
Nevertheless, the opposite holds in Fig. 8 and Table 5, which
consider a simpler (and shallower) linear model. There, the
perturbation induced by RR have a consistent harmful effect
on the trained model.

To further support the utility of 1-bit CPA regardless
of the chosen dataset and/or model architecture, even for
small-scale deployments; we depict in Fig. 10 the conver-
gence profile of CPA training ResNet-18 on CIFAR-100
using merely K = 10 clients. There, different combinations
of the bit-rate (R) and the privacy budget (&) are tested
and referenced to the performance achieved with vanilla
FL, constrained with neither privacy nor compression. The
training performed over 10K global rounds, each for 3 local
iterations, using the Adam optimizer [77].

It can be observed that, as expected, vanilla FL performs
best and converges fast, having no noise being added to its
learning process. CPA, on the other hand, takes longer to
converge while it attains a slightly lower accuracy score,
which is also attributed to the fact that only few users
participate rather than hundreds and thousands of them.
Furthermore, Fig. 10 reveals the trade-off between R, ¢,
and accuracy; having the privacy being the more dominant
factor to deteriorate the accuracy.

Nested Operation

We next numerically validate the gains of nested CPA. As
detailed in Subsection 3.2, nested CPA alleviates the tradeoff
between the number of users K and the quantization rate
R. This is because for a limited number of users, a large
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Fig. 10. Convergence profile of CPA for different R, e values; training a

ResNet-18 model using the CIFAR-100 dataset with K = 10 edge users.

TABLE 5
Test set accuracy and SNR results for 1-bit and nested CPA

K=10 K =100 K = 1000
Acc. SNR Acc. SNR Acc SNR

CPA 49 -17.57 81 -0.07 85 0.09
nested CPA 59 -6.16 83 0.08 86 0.17
JoPEQ 46 -31.45 64 -19.35 70 -4.45
CPA w/0o RR 60 -5.09 84 10.10 87 15.51
nested CPA w/o0 RR 63 3.23 85 12.92 87 24.18

number of lattice points typically results in a less accurate
estimation of the probability over the lattice points, which
in turn translates into degraded models. In Table 5 we can
empirically view this behavior and the ability of the nested
design to mitigate its harmful effects.

Table 5 summarizes the test accuracy and SNR values
obtained for a linear model trained on MNIST for different
number of participating clients K; for the baselines 1-bit
CPA and two-stage nested CPA, broadcasting the server 1
and 2 bits per sample, respectively. These are contrasted
with JoPEQ, which utilizes a conventional multi-bit quan-
tizer of rate R = 2. There, it is indicated that the higher the
number of users is, the lessen the improvement of the nested
operation over the 1-bit scheme for both accuracy and SNR
metrics. JoPEQ is comparable to nested CPA in terms of bits
per sample (R), yet demonstrating an inferior performance,
equivalent to that of single-bit CPA for K = 10; while the
latter is far better in the large-scale scenario, what further
supports its benefits in massive deployments.

Byzantine Robustness

We conclude by verifying CPA’s toleration under colluding
malicious participants. Table 6 reports the test accuracy
of the converged models of the datasets and architectures
considered. We simulate manipulations of a subset of the
users, where it is either the scenario that a user is sending
its 1-bit data constantly as 'l’; or randomly flipping it;
referenced to the result achieved with None. We observe that
CNN3 ‘None’ does not necessarily outperform its nosier
‘1" or ‘Flip’ counterparts. This phenomenon is similar to
the one evidenced in Fig. 9 and Table 4 for CPA with and
without RR. CPA’s immunity is observed regardless of the
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TABLE 6
CPA’s test set accuracy with a subset of malicious users K=1000
. MNIST

Msaigslg,:ls Linear MLP
None | "1’s | Flip | None | "1’s | Flip
20% 85 85 85 86 85 84
30% 85 84 84 86 84 84

CIFAR-10

CNN2 CNN3
None [ "1’s | Flip [ None [ 1’s | Flip
20% 50 48 48 67 68 69
30% 50 47 48 67 69 66

model and/or data chosen as Table 6 indicates a degrade of
single percents in accuracy under the simulated attacks. This
further ensures that CPA, in addition to being a joint com-
pression and privacy mechanism for massive deployments,
also provides robustness to Byzantine adversaries.

6 CONCLUSIONS

We proposed CPA, which realizes quantization and privacy
in scalable and robust FL. CPA combines nested lattice
quantization and encoding via a random codebook, with
a dedicated RR mechanism and discrete histogram aggre-
gations to yield provable desired privacy and anonymity
levels in a manner that is scalable to large networks and
resilient to malicious manipulations. Our analysis char-
acterizes the excess distortion induced by CPA and its
convergence, showing that it achieves similar asymptotic
convergence profile as FL without privacy or compression
considerations. We demonstrated that CPA results with less
distorted and more reliable models compared to alternative
compression and privacy FL methods, while approaching
the performance achieved without these constraints and
demolishing poisoning attacks.
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