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Abstract

We present a framework to assess the sensi-

tivity of Large Language Models (LLMs) to

textually embedded social signals using an Ap-

praisal Theory perspective. We report on an

experiment that uses prompts encoding three

dimensions of social signals: Affect, Judgment,

and Appreciation. In response to the prompt, an

LLM generates both an analysis (Insight) and

a conversational Response, which are analyzed

in terms of sensitivity to the signals. We quanti-

tatively evaluate the output text through topical

analysis of the Insight and predicted social in-

telligence scores of the Response in terms of

empathy and emotional polarity. Key findings

show that LLMs are more sensitive to positive

signals. The personas impact Responses but

not the Insight. We discuss how our framework

can be extended to a broader set of social sig-

nals, personas, and scenarios to evaluate LLM

behaviors under various conditions.

1 Introduction

“The limits of my language mean the lim-

its of my world.” (Wittgenstein, 1922)

The increasing integration of Large Language

Models (LLMs) into social contexts presents a

critical challenge: How effectively can they pro-

cess and respond to social signals embedded in hu-

man language? Social signals, as defined in Poggi

and Francesca (2010), are communicative or in-

formative signals that convey insights into social

actions (e.g., insulting someone), interactions (e.g.,

showing responsiveness), emotions (e.g., reflecting

joy), attitudes (e.g., exhibiting disgust), and rela-

tionships (e.g., showing closeness). These social

signals are tools in interaction for maintaining or

changing relationships that set the stage for effec-

tive human-human interactions, which may shape

the responses of LLMs when they engage as par-

ticipants in hybrid settings involving both humans

and LLMs.

This paper illustrates a methodology for sys-

tematic investigation of the sensitivity of LLMs

to social signals in role-playing scenarios. In par-

ticular, the research specifically focuses on social

signals grounded in Appraisal Theory (Martin and

White, 2005) — Affect, Judgment, and Apprecia-

tion. These dimensions facilitate a nuanced under-

standing of how human language expresses emo-

tions, makes ethical judgments, and appreciates the

significance of practices respectively. In particular,

the research aims to address two main questions:

• RQ1: How sensitive are current LLMs to the

encoding of social signals in language, both

in terms of ability to explain the encoding of

social signals in the text and to reply in ways

that are responsive to the signal?

• RQ2: As a test of generality across contexts,

how and to what extent does sensitivity to so-

cial signals change as constraints are placed

on LLM behavior, such as introducing a per-

sona as a guiding principle for behavior gen-

eration?

The research paradigm is displayed in Figure 1.

The framework is meant to assess specific capa-

bilities of LLMs, identify limitations, and address

challenges in utilizing sociolinguistic theories in

such evaluations. Our contributions are as follows:

• We take an exploratory approach to investi-

gate the sensitivity of LLMs to social signals

grounded in Appraisal Theory (Martin and

White, 2005).

• Our experimental design is systematically con-

trolled and can be generalized to a broader

set of social signals and language framing,

personas, and social scenarios to evaluate the

elicited behaviors of LLMs under a multiplic-

ity of conditions.



Figure 1: An overview of our evaluative framework as-

sessing the sensitivity of LLMs to social signals (Affect,

Judgment, Appreciation) based on Appraisal Theory.

• Our findings reveal the limited sensitivity of

LLMs to negative aspects of social signals.

We make our code and data publicly available

below. 1

2 Related Work

From a technical perspective, this paper investi-

gates the specific capabilities of LLMs to operate

in contextually appropriate ways in different so-

cial settings. From a linguistic perspective, we are

specifically interested in Appraisal Theory (Martin

and White, 2005) to define a space of social signals

because of its prevalence in the field of language

technologies. Thus, we review past work from both

a technical and linguistic perspective.

2.1 Role of LLMs in Social Interactions

Recently LLMs have seen use in enactment and

analysis of social interactions, such as multi-agent

communication (Chan et al., 2023; Li et al., 2023),

social robotics (Addlesee et al., 2024; Hanschmann

et al., 2024), simulation of human-like interactions

within complex social systems (Zhou et al., 2024;

Xie et al., 2024), and identification of implicit

meaning and conversations dynamics (Dutt et al.,

2024; Hua et al., 2024). However, challenges in

accurately simulating and understanding complex

social dynamics persist. For instance, past work on

social signal detection with LLMs has revealed that

LLMs only exhibit moderate success at best, and

especially struggle with signals that involve more

nuanced understanding of language, such as trust-

worthiness and offensiveness (Choi et al., 2023).

The term social signals is multifaceted and en-

compasses a broad range of meanings. Our work
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extends past research by focusing on 3 specific

dimensions of social signals defined in Appraisal

theory (Martin and White, 2005). Our investiga-

tion employs an experimental approach grounded

in the vignette study paradigm (Converse et al.,

2015; Veloski et al., 2005; Sheringham et al., 2021).

Moreover, we explore different variations and com-

binations of social signals in order to push the lim-

its of sensitivity and separatability as we examine

the variation in LLM-generated outputs as we ma-

nipulate the input. Such a setting can facilitate

understanding of how LLMs process and respond

to language where multiple strategies are at play si-

multaneously, as is often the case in human-human

interaction.

2.2 Appraisal Theory in Language Analysis

The Appraisal Theory of Martin and White (2005)

provides a framework for analyzing how lan-

guage expresses emotions, attitudes, and stances

by means of linguistic choices, thereby influenc-

ing interpersonal communication and relationship

formation and maintenance. Initially, the theory

was utilized in NLP to enhance sentiment classi-

fication (Whitelaw et al., 2005). Later, Kenneth

et al. (2007) and Khoo et al. (2012) extended it to

broader contexts such as analysis of news opinion

and online news articles, highlighting its utility in

media analysis. Further, Howley et al. (2013) ex-

plored the theory within the context of small group

communication, analyzing how linguistic patterns

influenced group dynamics and decision-making

processes. Our work is unique in that it links model

performance on detection and explanation of so-

cial signals with work on generating a response to

social signals.

More recently, Imamovic et al. (2024) used Chat-

GPT to annotate attitudes and emotions in text

based on Appraisal Theory. They addressed chal-

lenges in achieving consistent and accurate anno-

tations. While the model demonstrated high pre-

cision in recognizing the Appraisal expressions,

it showed low recall and struggled in accurately

assigning these expressions to correct categories.

Similarly, our work aims to further evaluate the

interpretive skills of LLMs within a sociolinguistic

frame of reference and to enhance our understand-

ing of how these models process combinations of

nuanced social signals in interpersonal scenarios.



Figure 2: Here we illustrate one example of input and output of our evaluative framework. We employ the

“Persuasion for Good” social scenario and create personas with their Name, Age, Occupation, and Personality

(blue box on the top). In the prompt (gray box at the bottom), we include our well-crafted utterance, structured

according to a predefined template to incorporate the three social signals: Affect, Judgment, Appreciation. The

model subsequently generates an analysis on the utterance and provides a direct response (yellow box on the right).

Signal Polarity Example Utterance

AF
Positive “Seeing the community come together in such a wonderful way gives us hope!”

Negative “It’s truly miserable to witness the pain and suffering of these innocent lives.”

JG
Positive “People who are selfless and generous are the backbone of our charity community.”

Negative “Some people are not generous, often holding back support when it’s most needed.”

AP
Positive “ Your donation will provide essential support and care for lives of countless children.”

Negative “Without your donation, our actions become less effective and do not reach potential.”

Table 1: Example utterances of positive and negative polarity for the different kinds of social signals corresponding

to Affect (AF), Judgment (JG), and Appreciation (AP).

3 Method

3.1 Experimental Paradigm: Vignette Study

Because our aim is to systematically investigate

how the behavior of an LLM changes in response

to embedded social signals, we employ a vignette

design similar to prior work (Converse et al., 2015;

Veloski et al., 2005; Sheringham et al., 2021). Typ-

ically, in a vignette study a text describes a persona,

a scenario, and an event, and a participant (in our

case, an LLM) performs some role-playing task

in response to that setting. It is used as a form of

simulation study. In particular, an experimentally

manipulated text serves as a prompt to an LLM

(GPT-3.5-turbo, GPT-4-turbo), and the properties

of the generated output (response) are measured.

The prompt encodes a persona in a task setting for

the LLM, and an input utterance with social signals

embedded in it. The LLM is asked to provide an

analysis of the text (which we refer to as Insight)

from the standpoint of language framing as well

as the response to the text as the persona. The

extent of the interaction per prompt is just one con-

versational exchange. Specifically, we adapt the

Persuasion for Good (Wang et al., 2019) scenario

where the user enacts the role of Pat, a volunteer

for a charity organization to persuade the LLM,

which enacts a predefined persona, to donate to the

charity.

In our study, we focus on the Attitudes com-

ponent of the Appraisal framework (Martin and

White, 2005), which itself can be further subdi-



vided into three general types: Affect (a conveyed

emotional state), Judgment (ethics and moral as-

sessments of dependability), and Appreciation (val-

ues of practices). For simplicity and inspired by the

original Martin and White’s book of Appraisal The-

ory (Martin and White, 2005), each social signal —

Affect (AF), Judgment (JG), and Appreciation (AP)

— is categorized into two polarities, i.e., positive or

negative based on specific words that are associated

with the signal. We present words that exemplify

each category in Table 2 and pair those sets with

hand crafted utterances that capture the polarities

in the social signals. These manipulated texts are

then used as input for our LLM. Using these ma-

nipulated texts, we are able to experimentally vary

the value of each social signal (i.e., positive or neg-

ative) in order to test for measured changes in the

LLM responses resulting from that experimental

manipulation of social signals.

In our experiment, we designed three differ-

ent personas with diverse personalities to see how

those differences would influence different behav-

iors in response to social signals. The diversity

is with respect to the OCEAN values (Openness,

Conscientiousness, Extraversion, Agreeableness,

and Neuroticism) from the Big-Five personality

framework (Goldberg, 1992). We demonstrate the

OCEAN values of our personas in Table 6. The

three personas include an empathetic and sociable

high school counselor, an ambitious and assertive

tech entrepreneur (leader), and an adventurous and

creative artist. We prompt the same input utter-

ances for all three personas.

Our primary objectives are 1) to enable the be-

haviors of LLMs to systematically vary in response

to each social signal that serves as an indepen-

dent variable (AF, JG, AP); 2) to ensure that the

LLMs’ responses consistently reflect these behav-

ioral changes across different personas; 3) to ac-

curately measure the behavioral differences. To

achieve these goals, we meticulously craft input

utterances to isolate and control each social signal

(Section 3.2), design an “Analyze then Respond”

prompt to generate insights and responses to these

signal-imbued utterances (Section 3.3), and estab-

lish measurements to quantify properties of LLM

responses (Section 3.4). An overview of our vi-

gnette study is illustrated in Figure 2.

3.2 Signal-Embedded Utterance Creation

To systematically assess the impact of individual

social signals on the LLMs’ generation, we create

short utterances that each encapsulate a single, dis-

tinct social signal, which then subsequently serve

as building blocks for more complex text. For each

type (positive or negative) of social signal (AF, JG,

AP), we craft 5 distinct short utterances with the

same length. These 5 utterances are phrased dif-

ferently but are signal-wise identical. For example,

both the utterances “Your donation will help de-

velop safe environments where children can learn

and grow.” and “Even your smallest donation will

support a child with food, education, and health-

care.” express the positive outcomes of donations

thus reflecting AP-positive, although their wording

differs. We provide example utterances for each

type of signal in Table 1.

We design a template to systematically con-

trol and integrate the three social signals into a

more extensive text. The template is structured

as follows: <Prefix> <Affect> <Judgment>

<Appreciation>. The prefix is a standard, neu-

tral introduction statement: “Hi, I’m Pat. Please

donate to our charity organization.” It establishes

some prior conversational context, ensuring that

the subsequent social signal feels coherent. Follow-

ing this prefix, we append short sentences that each

represent one social signal among AF, JG, and AP,

along with their corresponding polarity (positive

or negative). This structure allows us to systemati-

cally manipulate each dimension of social signals

independently while maintaining control over the

context and content of the interaction.

For our controlled investigation, the complete set

of stimuli is generated through a full factorial de-

sign spanning across Persona (i.e., counselor, artist,

and leader), social signals (i.e., AF, JG, AP), and

polarity of each signal signal (i.e., positive or nega-

tive). Furthermore, for each social signal of a given

polarity, we generate five utterances correspond-

ing to that type. Consequently, over 24 possible

unique settings, our dataset comprises 1000 unique

utterances, which are used for subsequent analysis.

3.3 “Analyze then Respond” Prompt

We design an “Analyze then Respond” prompt to in-

struct the models to generate analysis and responses

to nuanced social signals from the experimental

manipulation (Figure 3). In order to facilitate the

linguistic analysis of the input utterance, we also

craft a neutral utterance for the LLM to compare it

to. In that neutral utterance, each social signal has

a neutral polarity and serves as a control. We posit

that this design will help us distinctly measure the



Figure 3: Our “Analyze then Respond” prompt. In the system message, we provide the persona and scenario

information. In user message, we present a neutral utterance and ask the model to perform a comparative analysis

between the neutral utterance and the signal-embedded utterance, with a focus on linguistic framing. Following this,

we instruct the model to directly respond to the signal-embedded utterance.

impact of varied social signals. We use the same

neutral utterance while prompting with different

signal-embedded utterances.

We prompt the LLMs with the persona, social

scenario, neutral utterance, and our controlled ut-

terances that incorporate specific social signals.

Each prompt requires the LLMs to engage in two

tasks: 1) Analysis: The LLMs must first generate

an analysis of the linguistic framing of the signal-

embedded utterance in comparison to the neutral

utterance. This involves addressing changes along

the three signals and their potential impact on the

message conveyed in the signal-embedded utter-

ance. We refer to this analysis subsequently as an

“Insight”. 2) Response: Following the generated

Insight, the LLMs are also required to output a re-

sponse to the signal-embedded utterance. Ideally,

the response should be contextually appropriate

and sensitive to social signal variations in the input

utterance, and align with the instructed persona.

Our empirical evidence suggests that when the

models are instructed to compare the input utter-

ance with a neutral utterance before producing the

Response, their generated Responses contain more

persona-related details and exhibit a more engaged

tone. We demonstrate one example comparing the

Response generated by GPT-3.5 with and without

this analysis step in Figure 4.

3.4 Measurement of Behavioral Changes

We carry out two different kinds of analysis to quan-

tify the impact of the experimental manipulation on

the generated outputs of LLMs. The differentiation

is motivated by addressing the unique requirements

of each phase in our evaluation framework.

For the generated Insight, our objective is to

assess whether the specific words that exemplify

each social signal are present. Thus, we quantify

Insight through a topical modelling approach, the

details of which appear in Section 3.4.1.

On the other hand, for the generated Response,

our goal is to measure how the Response changes as

we manipulate the input social signals. Therefore,

we assess the Response along the dimensions of

social intelligence described in Section 3.4.2.

Signal Polarity Seed words

AF
Positive cheerful, buoyant, love

Negative sad, miserable, heartbroken

JG
Positive reliable, dependable, resolute

Negative unreliable, weak, unfaithful

AP
Positive valuable, helpful, exceptional

Negative insignificant, ineffective, useless

Table 2: Seed words to Affect (AF), Judgment (JG), and

Appreciation (AP).



3.4.1 Topical Modelling of Insight

To analyse the generated Insight, we employ the

Stanford Empath tool (Fast et al., 2016) as our tool

of choice for topic modelling. Empath facilitates

text analysis by counting the occurrences of words

that belong to predefined or user-defined lexical cat-

egories. From a set of seed words, Empath creates

new user-defined categories by identifying semanti-

cally related words through its embeddings trained

on an extensive corpus.

We define specific lexical categories within Em-

path to correspond to the different polarities (pos-

itive or negative) of social signals (Affect, Judg-

ment, and Appreciation). These categories are con-

structed using seed words carefully chosen to ex-

emplify each signal, as previously illustrated in the

examples (see Table 2). We create 5 categories

that have a logical connection with the encoding

of Appraisal social signals in the input. These in-

clude Optimism which includes both the positive

and negative dimension of Affect (AF), Admire and

Criticise to account for the positive and negative po-

larity of the Judgment signal (JG) respectively, and

the Worthwhile and Negligible categories for posi-

tive and negative Appreciation (AP) respectively .

We consolidate the positive and negative polarity of

AF into a single category of “Optimism” because

AF directly influences the overall emotional tone,

either enhancing Optimism or decreasing it. This

is different from JG and AP, which require distinct

categories to capture their specific nuances. Each

category is enriched with related words identified

by Empath, resulting in a lexicon consisting of 100

words for each category.

We anticipate that the effect of each input so-

cial signal (AF, JG, AP) should be most distinct

in their corresponding Empath categories. For ex-

ample, positive and negative signals of AF should

prominently influence the “Optimism” category,

while signals related to JG should be correlated

more with the “Admire” and “Criticise” categories.

Moreover, this pattern of results should be consis-

tent across different personas. However, we also

expect that the magnitude of these effects may vary

based on the specific persona. For instance, an

empathetic persona (the counselor) may exhibit

stronger responses to positive social signals com-

pared to a more assertive tech entrepreneur persona

(the leader).

3.4.2 Measuring Social Intelligence of

Response

In addition to the predefined topical categories cu-

rated from Empath, we also measure the associa-

tion of the generated Response corresponding to

the intensity and polarity of emotions and empa-

thy, which we subsume under the umbrella term of

“social intelligence”.

To this end, we use the Empathic Conversations

dataset (Omitaomu et al., 2022), designed to anal-

yse emotional and empathetic responses in dia-

logues. It comprises dialogues where participants

discuss news articles and each conversational turn

is annotated for the level of expressed empathy,

emotional polarity, and emotional intensity.

These three dimensions of social intelligence are

formulated from a third-party perspective where

emotional polarity refers to whether the utterance

is negative, neutral, or positive (from a range of 1

to 3), while emotional intensity and empathy are

coded on an ordinal scale from 1 to 5, with one

being the lowest for both cases. This dataset was

employed for the shared task of predicting different

dimensions of social intelligence at ACL 2023 and

2024 (Barriere et al., 2023).

Based on the findings on the shared task, we fine-

tune the base-variant of the DeBERTa model (He

et al., 2021) on the train split for all three tasks. Our

model achieves a moderate Pearson’s correlation

coefficient on the development split of the dataset

with a score of 0.76, 0.63, and 0.67 for the three

tasks of emotional polarity, emotional intensity, and

empathy respectively. To conform with our current

vignette setting, where the conversation is limited

to one turn of conversational exchange, we use

only the previous turn as context for determining

the social intelligence scores.

We thus quantify the Response generated by the

LLMs in accordance with these dimensions of emo-

tional polarity, emotional intensity, and empathy.

We describe the details of our analysis in the fol-

lowing section.

4 Results and Discussions

With the quantitative metrics of Insight and Re-

sponse established (Empath categories and social

intelligence scores), we proceed to conduct a statis-

tical analysis of our experimental results.

At the outset, we want to ensure that the quantita-

tive metrics chosen are indeed separable from each

other, i.e., there are no associations between them.



Thus, we conduct a factor analysis with varimax

rotation, a statistical method to identify distinct,

principle factors from the quantitative metrics of

Insight and Response. If the quantitative metrics

are loaded onto separate factors without overlap-

ping, then the metrics are deemed as separable.

We refer to the separable quantitative metrics as

“Factors”.

Following this, we subsequently conduct an

ANOVA (Analysis of Variance), a statistical

method that evaluates which input variables (so-

cial signals, personas, and types of LLMs) signifi-

cantly influence the Factors and to what extent. We

define the independent variables of ANOVA as 3

personas, 3 social signals, 2 types of LLMs, and

the Factors, while the dependent variables are the

scores of the Factors. To further investigate the

interactions between the variables, we also include

both pairwise interaction terms between the inde-

pendent variables (persona-signal, signal-model,

signal-Factors, model-Factors) and the 3-way in-

teraction terms between model, Factors, and social

signals. Due to space constraints, we have included

the detailed results corresponding to both the In-

sight and Response in Appendix Section 8.1 and

Section 8.2. Below we provide a summary of the

salient results.

4.1 Results Pertaining to the Insight

We assess how the different Empath categories, i.e.,

— Optimism, Admire, Criticise, Worthwhile, and

Negligible — are processed by GPT-3.5 and GPT-4.

The factor analysis reveals that each Empath cate-

gory forms a distinct factor, with each category’s

scores loading strongly onto a separate factor (≈

.71). This indicates that the Insights generated

by GPT-3.5 can be clearly distinguished across

these categories. In contrast, the factor analysis of

GPT-4 Insights shows some overlap, particularly

with the Negligible category loading onto both the

Worthwhile category and another separate factor.

This overlap suggests that the Insights generated

by GPT-4 are not well-separable with respect to the

Worthwhile category. To maintain clarity and avoid

potential misinterpretation of results caused by this

overlap, we exclude Worthwhile from further anal-

ysis of the generated Insight. Consequently, our

Insight Factors include Optimism, Admire, Criti-

cise, and Negligible.

In our subsequent ANOVA, we use Personas,

Affect (AF), Judgment (JG), Appreciation (AP),

Model type (GPT-3.5, GPT-4), and Insight Fac-

tors as independent variables, with the quantitative

values of these Insight Factors serving as the de-

pendent variables. Our ANOVA model explains

59% of the variance in the dependent variables.

The ANOVA results indicate that both models ex-

hibit statistically significant sensitivity to the social

signals (AF, JG, AP) embedded within the input

utterances (p < .0001). This finding suggests that

the generated Insights from both models generally

address keywords associated with each social sig-

nal accurately. Notably, it aligns well with our

expectations that the effects of these social signals

are most prominent in their corresponding Empath

categories. Post-hoc analysis using Student’s t-test

reveals that positive Affect corresponds to an in-

crease in the “Optimism” category, and positive

Judgment is associated with higher scores for “Ad-

mire” and vice versa for the “Criticise” category.

Additionally, positive Appreciation corresponds to

decreased “Negligible” scores.

We showcase the mean and the standard devia-

tion of the scores for these corresponding Empath

categories in Table 3. The low value of the scores

can be explained by the fact that Empath normal-

izes the scores over the length of each generated

Insight sentence. Our table also highlights the more

pronounced results for the Insight for GPT-3.5 than

GPT-4. Based on this, we also calculate Cohen’s d

effect sizes to further quantify the magnitude of the

statistical significant sensitivity, by measuring the

differences between positive and negative groups

for each social signal, each Empath category and

each model. We similarly find that the effect size is

most prominent for each social signal in its corre-

sponding Empath categories. We present the values

of Cohen’s d that indicate large effect sizes in Table

7.

4.2 Results Pertaining to the Response

We investigate how the different social intelligence

dimensions, i.e., — Empathy, Emotional Intensity,

and Emotional Polarity — and Empath categories

are processed by GPT-3.5 and GPT-4. In the factor

analysis, for GPT-3.5, the separation into factors

is clean, with four out of five factors showing very

strong associations (loadings of at least 0.9) with

the output metrics (social intelligence dimensions

and Empath categories). Each output metric is pri-

marily associated with one specific factor (loading

above 0.3). In contrast, GPT-4 shows greater over-

lap between factors, suggesting a less distinct sepa-

ration of its Response with respect to each output



Affect Judgment Appreciation Persona

LLM Empath Positive Negative Positive Negative Positive Negative Counselor Artist Leader

GPT3.5 optimism 0.05±0.02 0.01±0.01 0.03±0.03 0.03±0.03 0.03±0.03 0.03±0.03 0.03±0.03 0.03±0.03 0.03±0.02

GPT3.5 admire 0.01±0.01 0.01±0.01 0.02±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01

GPT3.5 criticise 0.01±0.01 0.01±0.01 0.0±0.0 0.02±0.02 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01

GPT3.5 worthwhile 0.01±0.01 0.01±0.01 0.01±0.02 0.01±0.01 0.02±0.02 0.01±0.01 0.01±0.02 0.01±0.01 0.01±0.01

GPT3.5 negligible 0.0±0.01 0.01±0.01 0.0±0.01 0.01±0.01 0.0±0.0 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01

GPT4 optimism 0.04±0.02 0.02±0.01 0.03±0.02 0.03±0.02 0.03±0.02 0.03±0.02 0.03±0.02 0.03±0.02 0.03±0.02

GPT4 admire 0.01±0.01 0.01±0.01 0.02±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01

GPT4 criticise 0.01±0.01 0.01±0.01 0.0±0.0 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01

GPT4 worthwhile 0.02±0.01 0.02±0.01 0.02±0.01 0.02±0.01 0.02±0.01 0.01±0.01 0.02±0.01 0.02±0.01 0.02±0.01

GPT4 negligible 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.0±0.0 0.01±0.0 0.01±0.01 0.01±0.01 0.01±0.01

Table 3: We present the mean and standard deviation of the five categories of Empath topic (Optimism, Admire,

Criticise, Worthwhile, Negligible) for the generated LLMs’ Insight. The highest values are boldfaced.

Affect Judgment Appreciation Persona

LLM Categories Positive Negative Positive Negative Positive Negative Counselor Artist Leader

GPT3.5 Emo Pol 0.12±0.09 0.22±0.16 0.16±0.13 0.18±0.15 0.16±0.13 0.18±0.15 0.13±0.13 0.21±0.15 0.17±0.12

GPT3.5 Emo Int 2.73±0.34 2.71±0.35 2.75±0.34 2.69±0.35 2.77±0.33 2.68±0.36 2.92±0.3 2.61±0.39 2.63±0.23

GPT3.5 Empathy 3.15±0.14 3.29±0.13 3.23±0.15 3.22±0.15 3.24±0.15 3.20±0.15 3.28±0.13 3.24±0.16 3.15±0.14

GPT4 Emo Pol 0.14±0.07 0.26±0.17 0.19±0.14 0.20±0.15 0.19±0.13 0.21±0.15 0.26±0.18 0.16±0.12 0.18±0.09

GPT4 Emo Int 2.54±0.27 2.57±0.29 2.59±0.28 2.51±0.27 2.57±0.28 2.54±0.27 2.58±0.28 2.67±0.27 2.42±0.22

GPT4 Empathy 3.13±0.15 3.3±0.13 3.23±0.15 3.19±0.17 3.23±0.16 3.19±0.17 3.25±0.14 3.28±0.13 3.11±0.16

Table 4: Mean and standard deviation of scores corresponding to social intelligence i.e emotional polarity (Emo

Pol), emotional intensity (Emo Int), and Empathy for the Response.

metric. Based on these findings, we focus our sub-

sequent analysis on 5 principal Response Factors —

Emotional Intensity, Emotional Polarity/Optimism

(Negative Affect), Empathy, Admire, and Criticise

— while excluding others like “Worthwhile” and

“Negligible” due to their overlapping factor load-

ings.

We carry out a similar ANOVA analysis as we

do for the Insight, where we use Persona, AF, JG,

and AP signals, the Model type (GPT3.5, GPT4),

and Response Factors as the independent variables,

with the quantitative values of these 5 principle

Response Factors as the dependent variables. This

ANOVA model explains 99% of the variance in the

dependent variables. We present the statistics of

the three dimensions of social intelligence in Table

4. Our key findings from the ANOVA include:

Sensitivity to social signals across all Factors

Similarly to the results regarding the Insight, the

models’ Responses are statistically significant (p

< .0001) to the social signals, indicating that both

LLMs, in general, can effectively respond to vari-

ous social signals in language. Based on a student-t

posthoc analysis, we synthesize the specific pat-

terns in the following paragraphs.

Distinctive impact of negative Affect Both mod-

els exhibit significant sensitivity to negative Af-

fect, particularly enhancing empathy and emotional

polarity scores. However, the impact of negative

Affect on emotional intensity varies between the

models: Response of GPT-3.5 shows an increase,

whereas GPT-4 Response demonstrates a decrease.

This different response pattern provides insights

into how these models might be applied to elicit

desired behaviors: GPT-3.5’s increase in intensity

might make it more suitable for scenarios requir-

ing strong, clear emotional displays, while GPT-4’s

decrease in intensity could make it better suited

for contexts where a more measured or controlled

response is preferable.

Limited sensitivity to negative social evaluations

Both models’ Responses show increased empathy

and emotional intensity in relation to positive Judg-

ment and Appreciation signals, while displaying

limited or non-significant sensitivity to negative

aspects of these signals. This tendency to respond

strongly to positive evaluations suggests a poten-

tial overemphasis that might skew the models’ re-

sponses, addressing their limited performance in

scenarios involving mixed or negative feedback.

Robust and consistent patterns across personas

We have found that the interactions between per-

sonas and other variables are not significant or even

marginal. This indicates that the aforementioned



response patterns are consistent across different

personas. However, we have also observed that

different personas exhibit various levels of social

intelligence in the generated Response. For exam-

ple, the ambitious and assertive leader persona has

a consistently lower empathy score than that of the

counselor or artist for both models.

5 Conclusion

In this study, we design a systematic framework to

evaluate the sensitivity of GPT-3.5 and GPT-4 to

key social signals based on Appraisal Theory, i.e.

Affect, Judgment, and Appreciation. The results

confirm that these models demonstrate statistically

significant sensitivity to the three social signals.

However, our findings also uncover their limited

sensitivity to negative aspects of social signals. Fu-

ture research could extend these findings by includ-

ing a wider range of LLMs and exploring additional

output measures to enhance our understanding of

LLMs’ capabilities in social contexts. Through this

work, we provide a generalizable framework that

can be extended to a broader set of social signals

and language framing beyond Appraisal Theory, as

well as various social scenarios and personas, thus

systematically evaluating the elicited behaviors of

LLMs under diverse and complex conditions.

6 Limitations

Focus on GPT Family Models Our study mainly

focuses on the GPT family models, GPT-3.5 and

GPT-4. Future research should include a broader

range of LLMs to determine if the observed pat-

terns of sensitivity to social signals are consistent

across different LLMs.

Selective Output Measures We use specific

measures such as Empath categories and empathy-

and emotional-related metrics. While these mea-

sures have provided valuable insights, expanding

the range of output measures in future studies could

offer a more comprehensive view of the models’

capabilities.
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8 Appendix

8.1 Detailed Results for Insight

8.1.1 Factor Analysis

A varimax rotation factor analysis identifies dis-

tinct factors for the Insight of both GPT-3.5 and

GPT-4, focusing on the Empath metrics: Optimism,

Admire, Criticise, Worthwhile, and Negligible. We

refer to these identified factors as “Insight Factors”.

GPT-3.5: Each Empath metric loads onto a

unique factor with a consistent factor loading of

around .71.

GPT-4: Admire, Criticise, and Optimism inde-

pendently load onto separate factors with similar

loadings of .71. Worthwhile and Negligible share a

factor. Worthwhile also loads onto another separate

factor. To maintain clarity, we exclude Worthwhile

from further analysis.

8.1.2 ANOVA Results

The ANOVA model includes Persona, Affect, Judg-

ment, Appreciation, Model (GPT-3.5, GPT-4), and

Insight Factors as independent variables, with the

scores of the Insight Factors as the dependent vari-

ables. This model explains 59% of the variance in

the data.



Affect and Insight Factors Interaction: The in-

teraction is significant (F(3,23999) = 3314.8, p <

.0001). Positive Affect increases Optimism scores,

decreases Admire and Criticise scores, and reduces

Negligible scores. There is a significant 3-way

interaction between model-Affect-Factors, indicat-

ing that both models show the same patterns for

how positive Affect impacts Optimism, Admire,

and Criticise. However, GPT-3.5 uniquely demon-

strates that positive Affect decreases Negligible

scores.

Judgment and Insight Factors Interaction:

The interaction proves significant (F(3,23999) =

1195.0, p < .0001). Positive Judgment leads

to increased scores for Optimism and Admire,

while it reduces those for Criticise and Negligible.

The significant 3-way interaction between model-

Judgment-Factors shows that these effects of posi-

tive Judgment remain consistent across both mod-

els, though there is a variation in how each model

ranks these Factors in terms of their magnitude.

Appreciation and Insight Factors Interaction:

The interaction is significant (F(3,23999) = 344.6,

p < .0001). Positive Appreciation increases

Optimism scores, reduces Admire and Negligi-

ble scores, but does not impact Criticise scores.

The significant 3-way interaction between model-

Appreciation-Factors indicates that the effects of

positive Appreciation are similar across models,

except that Admire scores in GPT-4 remain unaf-

fected.

Persona Impact: No significant interactions are

found between signal variables and Persona con-

cerning Appreciation or Judgment. However, for

Affect, significant interactions occur. The influence

of positive versus negative Affect remains consis-

tent within each Persona, though the intensity of

the effect varies between positive and negative sig-

nals across different personas. Despite these varia-

tions, the overall impact on each persona remains

unchanged.

8.2 Detailed Results for Response

8.2.1 Factor Analysis

The factor analysis indicates clearer separa-

tion for GPT-3.5 Response compared to that

of GPT-4, with four out of five factors hav-

ing high loadings (≥ .9). GPT-4 Response

shows more overlap between factors. Based on

these findings, we focus on Emotional_Intensity,

Emotional_Polarity/negative_Optimism, Empa-

thy, Admire, and Criticise. Worthwhile

is excluded due to its overlap with Emo-

tional_Polarity/negative_Optimism in GPT-3.5 and

with Admire in GPT-4. We also drop Negligible

because of its inconsistent loadings across the two

LLMs: it loads onto one factor for GPT-4 (with

loading .54), but no factor for GPT-3.5. We refer

to these identified factors as “Response Factors”.

8.2.2 ANOVA Results

The ANOVA model includes Persona, Affect, Judg-

ment, Appreciation, Model, and the five principal

Response Factors identified in the factor analysis

as independent variables, and the scores of these

Response Factors as the dependent variables. The

model explains 99% of the variance in the data.

Affect and Response Factors Interaction: This

interaction is significant (F(4,2999) = 299.4, p <

.0001). Negative Affect leads to increased empathy

and polarity/negative_Optimism, while not affect-

ing other response variables. There is a notable

3-way interaction between model-Affect-Factors,

where both models demonstrate the same trends for

empathy and polarity, but they react differently in

terms of intensity: GPT-3.5 shows an increase in

intensity in response to negative Affect, whereas

GPT-4 shows a decrease.

Judgment and Response Factors Interaction:

The interaction is significant (F(4,2999) = 70.5,

p < .0001). Positive Judgment increases both em-

pathy and intensity without affecting other vari-

ables. A marginal 3-way interaction between

model-Judgment-Factors shows that while the ab-

solute levels of empathy and intensity may vary

between models, the relative increase in these Fac-

tors due to Positive Judgment remains consistent

within each model. This suggests that regardless

of the model, Positive Judgment reliably enhances

both empathy and intensity.

Appreciation and Response Factors Interaction:

The interaction is significant (F(4,2999) = 51.3, p

< .0001). Positive Appreciation increases empathy

and intensity without affecting other variables. The

3-way interaction between model-Appreciation-

Factors indicates that while the specific values of

empathy may vary, the differential impact of Posi-

tive versus Negative Appreciation on empathy does

not vary within each model. Similarly, the effect on

intensity is consistently positive across all models,



indicating a stable response to Positive Apprecia-

tion.

Persona Impact: No significant interactions are

found between signal variables and Persona, indi-

cating consistent response patterns across different

personas.



Affect Judgment Appreciation Persona

LLM Empath Positive Negative Positive Negative Positive Negative counselor artist leader

GPT3.5 optimism 0.07±0.03 0.05±0.03 0.06±0.03 0.06±0.03 0.06±0.03 0.06±0.03 0.06±0.03 0.06±0.03 0.06±0.03

GPT3.5 admire 0.0±0.01 0.01±0.02 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.0±0.01 0.01±0.01

GPT3.5 criticise 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

GPT3.5 worthwhile 0.04±0.03 0.04±0.03 0.04±0.03 0.04±0.03 0.04±0.03 0.04±0.03 0.05±0.03 0.04±0.03 0.03±0.03

GPT3.5 negligible 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

GPT4 optimism 0.06±0.03 0.02±0.02 0.04±0.03 0.04±0.03 0.04±0.03 0.04±0.03 0.04±0.03 0.05±0.03 0.03±0.02

GPT4 admire 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.01 0.01±0.02 0.0±0.01 0.01±0.01

GPT4 criticise 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

GPT4 worthwhile 0.04±0.02 0.03±0.02 0.04±0.02 0.03±0.02 0.04±0.02 0.04±0.02 0.04±0.03 0.04±0.02 0.04±0.02

GPT4 negligible 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0 0.0±0.0

Table 5: Mean and standard deviation of Empath topic scores (Optimism, Admire, Criticise, Worthwhile, Negligible)

for the Response of the LLMs.

Name Age Occupation Personality Openness Conscientiousness Extraversion Agreeableness Neuroticism

Maria 45 High school counselor empathetic, sociable high low low high high

Alex 60 Tech entrepreneur ambitious, assertive high high high low low

Lily 25 Artist adventurous, creative high low high high low

Table 6: Detailed information of the three personas including name, age, occupation, personality, and the Big-Five

personality traits (OCEAN).

Figure 4: Comparison between the Responses of GPT-3.5 given persona Lily, without (left) and with (right)

analysing the input utterance before generating the Response.



LLM Social Signal Empath Cohen’s d Effect Size

GPT3.5 Affect optimism 2.53

negligible -1.0

Judgment admire 1.0

criticise -1.41

negligible -1.0

Appreciation negligible -1.41

GPT4 Affect optimism 1.26

Judgment admire 1.0

criticise -1.41

Appreciation worthwhile 1.0

Table 7: Values of Cohen’ d that indicate large effect sizes for the generated Insight. We compute Cohen’ d effective

sizes for each social signal, each Empath category, and each model.

LLM Social Signal Social Intelligence Dimension Cohen’s d Effect Size

GPT3.5 Affect empathy -1.04

emotional polarity -0.92

GPT4 Affect empathy -1.21

Table 8: Values of Cohen’ d that indicate large effect sizes for the generated Response. We compute Cohen’ d

effective sizes for each social signal, each social intelligence dimension, and each model.

LLM Output Persona Optimism Admire Criticise Worthwhile Negligible Emotional Polarity Emotional Intensity Empathy

GPT3.5 Insight counselor 0 0 0 0 0 - - -

artist 0 0.04 0 0.04 0 - - -

leader 0 0.04 0 0 0 - - -

GPT3.5 Response counselor 0.06 0.06 0 0.09 0 0.191 2.663 2.749

artist 0.03 0 0 0 0 0.059 2.565 2.524

leader 0.08 0 0 0.04 0 0.121 2.522 2.460

GPT4 Insight counselor 0.02 0.02 0 0.01 0 - - -

artist 0.01 0.02 0 0.03 0.01 - - -

leader 0.03 0.01 0 0.02 0 - - -

GPT4 Response counselor 0.02 0.05 0 0.02 0 0.205 2.655 2.521

artist 0.09 0 0 0 0 0.213 2.356 2.762

leader 0.02 0.02 0 0.02 0 0.289 2.327 2.394

Table 9: Values of our output quantitative metrics on generated Insight and Response of the neutral utterance. The

social intelligence dimensions (emotional polarity, emotional intensity, empathy) are applied only to Response.
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