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Abstract. Besides training, mathematical optimization is also used in
deep learning to model and solve formulations over trained neural net-
works for purposes such as verification, compression, and optimization
with learned constraints. However, solving these formulations soon be-
comes difficult as the network size grows due to the weak linear relaxation
and dense constraint matrix. We have seen improvements in recent years
with cutting plane algorithms, reformulations, and an heuristic based on
Mixed-Integer Linear Programming (MILP). In this work, we propose a
more scalable heuristic based on exploring global and local linear relax-
ations of the neural network model. Our heuristic is competitive with
a state-of-the-art MILP solver and the prior heuristic while producing
better solutions with increases in input, depth, and number of neurons.

Keywords: Deep Learning - Mixed-Integer Linear Programming - Lin-
ear Regions - Neural Surrogate Models - Rectified Linear Units.

1 Introduction

There is a natural role for mathematical optimization in machine learning with
training, where discrete optimization has a “discreet” but growing presence in
classification trees [I312/82/8345I8TIRIB7I2TI21283], decision diagrams [44I34],
decision rules [II51], and neural networks [A7J50068/64ITA77UTTT].

Now a new role has emerged with predictions from machine learning models
being used as part of the formulation of optimization problems. For example,
imagine that we train a neural network on historical data for approximating
an objective function that we are not able to represent explicitly. Overall, we
start with one or more trained machine learning models, and then we formulate
an optimization model which—among other things—represents the relationship
between decision variables for the inputs and outputs of those trained models.
Since other discrete decision variables and constraints may be part of such opti-
mization models, gradient descent is not as convenient here as it is for training.

These formulations are neural surrogate models if involving neural networks.
Neural networks are essentially nonlinear, and thus challenging to model in math-
ematical optimization. However, we can use Mixed-Integer Linear Program-
ming (MILP) for popular activations such as the Rectified Linear Unit (ReLU)
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[B96TI36I53I67]. Neural networks with ReLUs represent piecewise linear func-
tions [63l6], which we model in MILP with binary decision variables altering
the slopes [72]. As with other activations [26/35/43], ReLU networks have been
shown to be universal function approximators with one hidden layer but enough
neurons [88] and with limited neurons per layer but enough layers [55/4262].

Many frameworks to formulate neural surrogate models have emerged—
JANOS [10], OMLT [22], OCL [32], OptiCL [56], and Gurobi Machine Learn-
ing [38]—in addition to stochastic and robust optimization variants [30/29/49)].
The applications in machine learning include network verification [24J4I5169J75],
network pruning [74/73I31], counterfactual explanation 48], and constrained re-
inforcement learning [27/18]. In the broader line of work often denoted as con-
straint learning, these models have been used for scholarship allocation [10],
patient survival in chemotherapy [56], power generation [60] and voltage regula-
tion [23] in power grids, boiling point optimization in molecular design [57], and
automated control of industrial operations in general [7O/8587].

However, these models can be difficult to solve as they grow in size. They
have weak linear relaxations due to the dense constraint matrix within each
layer and the big M constraints for each neuron, which sparked immediate and
continued interest in calibrating big M coefficients [24J33I54I80I8] as well as in
strengthening the formulation and generating cutting planes [4I5I80]. Other im-
provements include identifying stable neurons [78/86], exploiting the dependency
among neural activations [I6/71], and inducing sparser formulations by network
pruning [70JI9]. But at the rate of one binary variable per ReLU, typically-sized
neural networks entail considerably large MILPs, hence limiting the applications
where these models are solvable within reasonable time.

We may expect that improving scalability will require algorithms exploiting
the model structure. For example, Fischetti and Jo [33] first observed that a
feasible solution for the MILP mapping from inputs to outputs of a single neural
network is immediate once a given input is chosen. This strategy has been shown
effective at least twice [73J65], whereas finding a feasible solution for an MILP
is generally NP-complete [25]. Another example of special structure comes from
ReLU networks representing piecewise linear functions. Within each part of the
domain mapped as a linear function, which is denoted as a linear region, there is
a direction for locally improving the output. In fact, Perakis and Tsiourvas [65]
developed a local search heuristic that moves along adjacent linear regions by
solving restrictions of the MILP model with some binary variables fixed. How-
ever, the reliance on MILP eventually brings scalability issues back—although
much later in comparison to solving the model without restrictions.

But is there hope for optimization over linear regions at scale? That is akin
to thinking about MILPs as unions of polyhedra in disjunctive programming [9].
While earlier studies have shown that the number of linear regions may grow
fast on model dimensions [6359I7666//6], later studies have shown that there
are architectureal tradeoffs limiting such growth [58I72/7TI20]. Moreover, the
networks with typical distributions of parameters have considerably fewer linear
regions [40J41]; and gradients change little between adjacent linear regions [84].
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Hence, we may conjecture that the search space is actually smaller and simpler
than expected, and thus that a leaner algorithm may produce good results faster.
In this work, we propose an heuristic based on solving a Linear Program-
ming (LP) model rather than an MILP model at each step of the local search, and
we generate initial solutions with LP relaxations of the neural surrogate model.
Confirming our intuition, this strategy is computationally better at scale, such
as when neural networks have larger inputs, more neurons, or greater depths.

2 Notation and Conventions

In this paper, we consider feedforward networks with fully-connected layers of
neurons having ReLU activation. Note that convolutional layers can be repre-
sented as fully-connected layers with a block-diagonal weight matrix. We also
abstract that fully-connected layers are often followed by a softmax layer [17],
since the largest input of softmax matches the largest output of softmax.

We assume that the neural network has an input @ = [z1 22 ... Zp,
from a bounded domain X and corresponding output y = [y1 y2 ... ¥m]', and
cach layer [ € L = {1,2,..., L} has output h' = [h} h}.. AL ]T from neurons
indexed by i € N; = {1,2,...,m;}. Let W' be the n; x n;_; matrix where each
row corresponds to the weights of a neuron of layer I, W} the i-th row of W',
and b’ the vector of biases associated with the units in layer I. With h° for x
and h! for y, the output of each unit 4 in layer [ consists of an affine function
gl = W!R!=! + bl followed by the ReLU activation h! = max{0, g!}. We denote
the neuron active when hl = gl > 0 and inactive when h! = 0 and g} < 0. When
hé = gé = 0, the state is given by the last nonzero value of gll» during local search.

In typical neural surrogate models, the parameters W' and b' of each layer
I € L are constant. The decision variables are the inputs of the network (x =
hY € X) and, in each layer, the outputs before and after activation (g' € R™
and h! € R" for [ € L) as well as the activation states (2! € {0,1}" for [ € L).
By linearly mapping these variables according to the parameters of the network,
each possible combination of inputs, outputs, and activations become a solution
of an MILP formulation. For each layer [ € I and neuron i € N;, the following
constraints associate its decision variables h!, g}, hl, and 2!

Win' 4o~

]T

(1)
(i =1) > hi =g (2)
(2=0) = (g/ <OAR;=0) (3)
h; >0 (4)
z €{0,1} ()

The indicator constraints f can be modeled with big M constraints [15]
We follow the convention of characterizing each linear region by the set of
neurons that they activate [66]. For an input @, let S'(x) C {1,2,...,n;} de-
note the activation set of layer [. Hence, layer | defines an affine transforma-
tion of the form QSZ(“"‘)(Wlhl_1 + bl), where 2V is a diagonal v x v matrix
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Algorithm 1 Local search to walk within and across linear regions.

1: repeat > Local search consists of an improvement loop
2 x' <+ Optimal solution of LP(x") > Finds best solution within linear region
3 if F(z') > F(z°) then > Checks if there was an improvement
4 d«—ax' —x° > Computes direction of improvement d
5: 20— x' +ed > Leaves the linear region along direction d
6 fori<+1,...,n0 do > Loops over all input dimensions
7 if 2! + ede’ ¢ X then > Checks if move is outside input space
8: xd — x} > Corrects move to be inside input space
9: end if
10: end for
11: end if
12: until F(z') < F(z) > Stops when no improvement occurs
13: return z° > Returns best solution found

in which 2] = 1 if i € U and §2]] = 0 otherwise for a subset U C V =
{1,2,...,v}. For the linear region containing z = x°, the output of the neu-
ral network is the affine transformation Tt + ¢ for T = Hlel 25 EOW! and
t= Zf,zl (HZL,,ZZ,H Qsl”(wO)Wl”) QSl/(f’”O)bl/, in comparison to which we note
that the output h’ of layer £ is obtained by replacing L with ¢ [46].

3 Walking Along Linear Regions

Let us consider a neural network representing the piecewise linear function f(x),
a linear objective function F(z) = ¢! f(z) to be maximized, and an implicit set
of linear constraints from assuming the input set X to be a polytope.

We can model our problem as an MILP on (x,{g}/,, {h} ), {2z}},,y):

max ¢y (6)
s.t. f VielL,ie{1,...,nm} (7
x=h"y=h*2zecX (8)

For an input = 2%, we can define an LP model by fixing the binary variables

as z! = 1if i € S(x°) and 2! = 0 otherwise. Let us denote it as LP(z°). By not
fixing «, LP(z°) finds an input maximizing F(z) in a linear region with z°.
We propose the local search outlined in Algorithm [I} which is a loop moving
from an input ° to the input ! in the same linear region by solving LP(x?).
If we find an improvement, we continue moving along the same direction d =
! — 20 to the next linear region with a step ed updating x°. We expect that
F(z!+ed) > F(x!) since | VF(z! +ed) — VF(z!)|| is usually small [84]. Ideally,
¢ should be small enough to move only to the next linear region while being large
enough to be numerically computed as in the relative interior of that next linear
region. We also adjust the move along each dimension to ensure that z° € X.
Figure [I] illustrates three iterations of improvement with the local search
algorithm, each characterized by a pair of points (%, ') denoting a direction
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of improvement: (A4, B), (C,D), and (E, F). Among those, the second iteration
shows that a larger step may skip a smaller linear region. Conversely, we could
mistakenly conclude that no further improvement is possible if a smaller step d
is numerically computed in such a way that ! = H = &' + d.

Fig. 1. From a starting point, our local search algorithm moves in a certain direction
indicated by the blue arrow, and then takes a small step into the next linear region
before moving again. We stop when the next linear region has no better solution.

We embed the local search in a generator of initial solution outlined in Algo-
rithm 2} which is based on solving variations of the linear relaxation of @f.
We can compute an input  that is somewhat aligned with maximizing function
F(x) by solving this relaxation. We denote this model as LR:

max ¢'y (9)
s.t. ()@ VielL,ie{l,...,n} (10)
zb e 0,1] VieL,ie€{l,...,n} (11)
x=h"y=h*2zecX (12)

We then impose a random sequence of constraints on activation states, produc-
ing a solution Z in a different linear region after adding each constraint. The
probability of fixing a neuron are calibrated to produce the most change to the
linear relaxation. We start over from  when no more activations can be fixed.

Related Work We denote our approach as Relax-and-Walk (RW) and the local
search in [65] as “Sample-and-MIP” (SM). SM is based on generating initial
solutions by random sampling and then solving a restriction of the MILP @7
to identify the best solution among adjacent linear regions. SM may find the best
solution locally, but it may take much longer to compute in networks with larger
dimensions. Hence, SM may produce fewer solutions and less improvement.

4 Experiments

We benchmark our RW method with SM [65] and Gurobi 10.0.1. For local
search, we use € = 0.01 since by preliminary tests it was small enough to avoid
skipping linear regions. We ran the code in [79] on 10 cores of a cluster with
Intel(R) Xeon(R) Gold 6336Y CPU @ 2.40GHz processors and 16 GB of RAM.
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Algorithm 2 Generation of initial solutions and injection in local search

1: (& {g}L,, {lNL}iL:O, {Z},,9) « Optimal solution of LR
2: DO LOCAL SEARCH FROM z » First local search; and the only one at @

3: loop > Quter loop defines indefinite run until interrupted
4 (Z,2) « (2,2) > Uses first LR solution to decide where to go next
5 for /< 1,...,L do > Loops sequentially over layers to fix neurons
6: N« {1,2,...,n¢} > Accounts for all neurons to fix in layer ¢
7 while N # () do > Loops to try fixing each neuron once
8 for i € N do > Loops over unfixed neurons
9: if i € S(Z) then > Checks if neuron i is active in last solution &
10: Xi 1 —2¢ > If so, measures distance of relaxed binary to 1
11: else

12: Xi < Z¢ > Otherwise, measures distance of relaxed binary to 0
13: end if

14: end for > Produces a shifted probability on x values to pick a neuron
15: k < Element 7 € N with probability x; + /3, y(x; +9)

16: N+ N\ {k} > Records attempt to fix neuron k € N
17: if k € SY(z) then > Checks if neuron k is active in last solution
18: Add constraint zf = 0 to LR > If so, makes it inactive going forward
19: else

20: Add constraint zf =1 to LR > Otherwise, makes it active

21: end if

22: if LR is feasible then > Checks if new constraint keeps LR feasible

23: (a_:, {gY, {h}Y o, {2}, y) < Optimal solution of LR

24: DO LOCAL SEARCH FROM z 1> Local search at new solution

25: else > In case not, neuron can only have same activation as before

26: Remove constraint on zj; revert (Z, %) to last feasible solution of LR

27: end if

28: end while > Fixed the entire layer; moves on to the next

29: end for > Fixed all layers; ready to drop constraints

30: Remove all activation constraints from LR

31: end loop > Starts over from (Z, 2)

4.1 Random ReLU Networks

Our first experiment replicates and extends the optimization of output value
of randomly initialized neural networks in [65] to test scalability and solution
quality. With a time limit of 1 hour, we use 5 different networks for each choice of
input sizes ng € {10,100, 1000} and configurations of the form L x n, for depth
L €{1,2,3} and width n, € {100,500}. We note that solving to optimality with
Gurobi within 1 hour is very unlikely, except for 1 x 100 with ng = 10.

RW vs. SM: Figure[2shows the pair of values obtained for the same random
network with RW and SM. RW outperforms SM for ng € {100, 1000} and n, =
500. The performance is similar for ng = 10, except in the four cases where
Gurobi fails to solve the linear relaxation. Those have minimum value in the
plots. That happens more often when ng is the smallest while L is larger: the
model is likely more sensitive to numerical issues as the linear regions get smaller.
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Fig. 2. Comparison of best objective values obtained by RW and SM in random net-
works. The points are favorable to RW above the line Y = X; and to SW below it.
RW is at least 1% better in 64.4% of the cases, while SM is in 12.2%.

Table 1. Average number of final solutions produced by local search with each method.

Model Size no = 10 no = 100 no = 1000
RW SM RW SM RW SM
1 x 100 2882.0 2562.2 1038.4 548.0 134.6  100.2
1 x 500 174.8 165.4 80.0 4.4 16.2 1.0
2 x 100 429.2  230.4 331.0 398 55.8 11.8
2 x 500 10.0 2.8 25.4 1.0 6.0 1.0
3 x 100 421.8 197.0 204.0 18.2 33.8 4.2
3 x 500 11.5 2.0 15.0 1.0 3.0 1.0

Moreover, we observe that walking is cheaper than MIPing: Table
shows that the walking algorithm RW converges more frequent to a local opti-
mum by the time limit. Conversely, the average runtime of MILP restrictions in
SM explodes very quickly when the network gets wider, consistent with Figure
This can be explained by the number of unfixed MILP variables growing with
the network dimensions in the SM approach. Moreover, consecutive steps of the
SM approach may reevaluate some neighboring linear regions again.
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RW vs. Gurobi: Figure [3] shows a similar comparison between RW and
Gurobi, but with depths combined for conciseness. Gurobi can handle a shallow
network (L = 1) even with the largest input size ng = 1000. When the network is
deeper and the structure of the linear regions more complex [72], directly solving
an MILP is slower. When both width and depth are large, Gurobi cannot find a
feasible solution—see points next to Y -axis. The same four cases with unbounded
relaxation are also difficult for Gurobi—see points near the left bottom.

Input Size: 10 Input Size: 100 Input Size: 1000
0.6 % iz
o A | 1004 ¥ 3 4
= s > %
Z 0.4 o 0.751 }' <
= e : ¥ 21 !
é /’, 0.504 ,/, /" Model Size
« 0.21 s v Q Y 1x100
3 ,)’ /’ 14 /' Y 1x500
E * 9 0.254 e 2 2% 100
Z 00de "/ i /7 0?® 7 2% 500
= 0.0 1 i 3% 100
e 0001 ¢ 0f o i
0.0 0.2 0.4 0.6 0.0 0.5 1.0 0 1 2 3

Result of GUROBI Method

Fig. 3. Comparison of best objective values obtained by RW and Gurobi in random
networks. RW is at least 1% better in 55.1% of the cases, while Gurobi is in 12.4%.

4.2 Optimal Adversary Experiment RW vs GUROBI

Given an input & = &, the output neuron for o
the predicted label ¢, and the output neuron
for another likely label w, the optimal ad-
versary problem aims to maximize y,, — Y.
for an input x sufficiently near &. We solved
this problem for |z — &|; < A as in [80]
by using a setup derived from the Gurobi I
Machine Learning repository [38]. Figure T T
shows the result from testing 50 images from Max Value (GUROBI)
the MNIST dataset [52] with A = 5 for 1
hour, all of which on a 2 x 500 classifier with Fig- 4- COH}PaFiSOH of best objectivg
test accuracy 97.04%. In 10% of the cases, values obtained by RW and Gurobi
RW found an adversarial input (positive so- m Olptlmall(; d\éersary.m()de(l; ’ Piwhls
lution) and Gurobi did not. When RW does at easth‘l OG ettljr M 687% of the
cases, while Gurobi is in 30%.
better, it does so by a wider margin.

Max Value (RW)

5 Conclusion

We introduced a local search algorithm for optimizing over trained neural net-
works. We designed our algorithm to leverage model structure based on what
is known about linear regions in deep learning. Moreover, our algorithm scales
more easily because it only solves LP models at every step. Last, but certainly
not least, the solutions are usually better in comparison with other methods.
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