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An approximate control variates approach to multifidelity distribution estimation*

Ruijian Han®, Boris Kramer!, Dongjin Lee®, Akil Narayan¥, and Yiming Xull

Abstract. Forward simulation-based uncertainty quantification that studies the distribution of quantities of
interest (Qol) is a crucial component for computationally robust engineering design and prediction.
There is a large body of literature devoted to accurately assessing statistics of Qols, and in par-
ticular, multilevel or multifidelity approaches are known to be effective, leveraging cost-accuracy
tradeoffs between a given ensemble of models. However, effective algorithms that can estimate the
full distribution of Qols are still under active development. In this paper, we introduce a general
multifidelity framework for estimating the cumulative distribution function (CDF) of a vector-valued
Qol associated with a high-fidelity model under a budget constraint. Given a family of appropriate
control variates obtained from lower-fidelity surrogates, our framework involves identifying the most
cost-effective model subset and then using it to build an approximate control variates estimator for
the target CDF. We instantiate the framework by constructing a family of control variates using
intermediate linear approximators and rigorously analyze the corresponding algorithm. Our analysis
reveals that the resulting CDF estimator is uniformly consistent and asymptotically optimal as the
budget tends to infinity, with only mild moment and regularity assumptions on the joint distribution
of Qols. The approach provides a robust multifidelity CDF estimator that is adaptive to the avail-
able budget, does not require a priori knowledge of cross-model statistics or model hierarchy, and
applies to multiple dimensions. We demonstrate the efficiency and robustness of the approach us-
ing test examples of parametric PDEs and stochastic differential equations including both academic
instances and more challenging engineering problems.
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1. Introduction. Physical systems are often modeled with computational simulations or
emulators, and as such, understanding the error in these constructed approximations is of
utmost importance. One particular source of uncertainty in the output is due to the input
uncertainty in these models, either through uncertainty in model parameters (which can be
finite- or infinite-dimensional) or through modeled stochasticity in the system, e.g., systems
driven with white noise processes. To make the resulting models trustworthy, it is crucial to
quantify the resulting uncertainty in Qols; that is, to estimate the Qol’s distribution or some
statistical summary of it. One popular approach for achieving this is through Monte Carlo
(MC) simulation, which is easy to implement and provides robust results but has a slow con-
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2 R. HAN AND B. KRAMER AND D. LEE AND A. NARAYAN AND Y. XU

vergence rate. A typical MC procedure requires drawing a large number of samples or running
repeated experiments, which is expensive given the increasing complexity of computational
simulations.

To address this issue, methods based on multilevel [11, 12] and multifidelity modeling
[29, 28, 30, 19, 27, 16, 18, 32, 9, 35, 33, 17, 8, 10] have been developed to estimate the statistics
of Qols associated with the (high-fidelity) model. The core idea behind multilevel /multifidelity
methods lies in leveraging models of different accuracies and costs to improve computational
efficiency. However, a major limitation of the existing literature is that it predominantly
focuses on the estimation of the statistical mean of the Qols (or other scalar-valued descriptive
statistics such as quantiles or conditional expectations), providing only partial insight into the
uncertainty of the Qols. A more comprehensive understanding would require assessing, for
example, higher-order statistics of the Qol, or even the entire distribution.

Existing methods to estimate CDFs in the multilevel and multifidelity setup have seen
notable success [12, 23, 13, 21, 3, 36]. In [12], the authors proposed a multilevel approach
to computing the CDFs of univariate random variables arising from stochastic differential
equations and derived an upper bound for the cost in terms of the error. The methodology in
[12] was further developed and applied in several subsequent works [23, 21, 13, 3]. In particular,
[23] designed an a posteriori optimization strategy to calibrate the smoothing function and
showed its superiority over MC in oil reservoir simulations; [21] generalized the ideas in [12]
to approximate more general parametric expectations such as characteristic functions; [13]
applied an adaptive approach for parameter selection that yields an improved cost bound;
[3] provides a novel computable error estimator to enhance algorithm tuning. Despite the
substantive contributions of these approaches, nearly all of them make relatively restrictive
assumptions regarding model hierarchy (e.g., the model cost versus accuracy tradeoffs), and
do not immediately extend to the general non-hierarchical multifidelity setup. For this more
general multifidelity estimation of CDFs, the only work we are aware of is the adaptive explore-
then-commit algorithm for distribution learning (AETC-d) [36]. However, the large-budget
performance of AETC-d is restricted by its own set of statistical assumptions that are often
too stringent to satisfy in practice. Moreover, the Qol in all the above references is assumed
to be a scalar.

An outline of the paper is as follows. The remainder of this section lists our contribu-
tions, introduces overall notation, and summarizes the main theory and algorithmic advances.
Sections 2 through 4 describe the necessary mathematical and statistical background for our
method: Section 2 gives a brief overview of the control variates method; Section 3 introduces
a multifidelity CDF estimation framework based on approximate control variates estimators.
Section 4 provides a computational construction for the control variates through linear approx-
imators. Section 5 develops our new meta algorithm (cvMDL) that accomplishes autonomous
model selection together with an algorithmic correction to preserve the monotonicity of the
resulting CDF estimators. The meta algorithm cvMDL itself does not specify how to com-
pute the control variates: A specialization to using the linear approximations from Section 4
yields a computationally explicit algorithm that we study in detail, establishing both uniform
consistency and budget-asymptotic optimality. Section 6 contains a detailed simulation study
and showcases applications that use estimated CDF's to compute probabilistic risk metrics.
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MULTIFIDELITY DISTRIBUTION ESTIMATION 3

1.1. Contributions. The main goal of this article is to provide novel solutions that mit-
igate the deficiencies described above. We develop an efficient algorithm for estimating the
CDF in a general non-hierarchical multifidelity approximation setting under computational
budget constraints. The proposed method satisfies the following criteria: 1) it requires as
input neither cross-model statistics nor model hierarchy; 2) it can provide distributional esti-
mates for vector-valued Qols, and 3) it is empirically robust and enjoys theoretical guarantees.
Although our approach uses a similar meta algorithm as in [35, 36] (all borrowing ideas from
the explore-then-commit algorithm in bandit learning [22]), it contains a substantial num-
ber of new ingredients that extend applicability and improve robustness. In more technical
language, our contributions are twofold:

e We propose a control variates-based exploration-exploitation strategy for multifidelity
CDF estimation under a budget constraint. The exploration step leverages statistical
estimation to select a subset of low-fidelity models for the control variates construction,
followed by the exploitation step that utilizes the learned information to build an
approximate control variates estimator for the target CDF. This procedure is initialized
with no a priori oracle information' about model relationships, in contrast to several
methods that require such information as input. In addition, our estimator for the
CDF applies to both scalar-valued and vector-valued Qol, which differentiates it from
existing methods that apply only to scalar-valued Qol.

e Through examination of the average weighted-L? loss that balances errors in explo-
ration and exploitation, we design a new meta algorithm, the control variates multifi-
delity distribution learning algorithm (“cvMDL”, summarized in Figure 1 and detailed
in Algorithm 5.2), that accomplishes model (subset) selection and CDF estimation.
Using control variates constructed from linear approximators, we establish both uni-
form consistency and asymptotic optimality of the estimator produced by cvMDL as
the budget approaches infinity (Theorem 5.7). Our analysis illustrates that the pro-
posed procedure significantly ameliorates the restrictive model assumptions in [36].

A verbatim usage of our approaches produces a CDF estimator that enjoys the previously-
mentioned theoretical guarantees but is not necessarily monotonic and hence may not be itself
a distribution function. To mitigate this artifact, we utilize an empirical algorithmic correction
that restores the monotonicity of the estimated CDF's and additionally makes its manipulation
more computationally convenient (e.g. for extraction of quantiles and conditional expecta-
tions); see Algorithm 5.1. We observe that in some cases this empirical correction further
reduces errors.

1.2. Notation. For n € N, let {1 : n} := {1,...,n}. We use bold upper-case and lower-
case letters to denote matrices and vectors, respectively. The Euclidean (¢£2) norm on a vector
v is denoted |Jv|s. For a matrix A, AT is the transpose and A' is the pseudoinverse; Af
coincides with the regular inverse A~! when A is invertible. The ith column of A is denoted
by A®. The Frobenius norm of A is denoted by ||A|r = (3, [|[AD|3)1/2. We use ® to
denote the tensor product operator. For a set 7 C RY we denote its interior as 7°, and

In this article, oracle information refers to model statistics that we treat as exact. These statistics may
be exactly computed, but more often are approximations identified through simulations with a large enough
computational expense so that the approximations are treated as ground truth.
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4 R. HAN AND B. KRAMER AND D. LEE AND A. NARAYAN AND Y. XU

17(x) := lizey as the indicator function on 7. For two vectors & = (M, ... 2T and
Yy = (y(l), e ,y(d))T, we use V and A to denote the componentwise maz and min operators,
respectively, i.e.,

-
TVy: = (max{a:(l), yWY ,max{m(d),y(d)}>

.
TAY = (min{a:(l)7 y(l)}7 . ’mjn{m(d)7 y(d)}) ]

Moreover, we say & < y if ) < y® for all i € {1 : d}. We consider the Qols from
computational models as random variables that jointly lie in some common probability space
(Q, F,P). For a random vector X € R? we let Fx(z) = P(XM < M ... X@ < gd)
denote its CDF. For two sequences of random variables {a,,(w)} and {b,(w)} where w € Q is
a probabilistic event, we write a,,(w) < by, (w) if almost surely (a.s.), am,(w) < N(w)by, (w) for
all m € N, where the constant n(w) is independent of m. For convenience, we let

Y =W  yEHT ¢Rd X=X, XUNT eré e {l:n}

denote the high-fidelity and the ith low-fidelity Qols, respectively. Here d,d; € N are the
corresponding dimensions of Y and X;. There are n low-fidelity models in total. We use
E[-], Var[-]/Cov[-], and Corr|-] to denote the expectation, variance/covariance, and correlation
operators respectively. We use 1L to represent probabilistic independence.

1.3. Model assumptions. We assume the sampling costs for Y and X1, ..., X,, denoted
by positive numbers ¢y and ci,...,cy,, are deterministic and known. For & C {1 : n}, let
€s = Y icsCi» corresponding to the cost of sampling all (low-fidelity) models from subset
S. We let B > 0 be the total budget (deterministic and known) that is available to expend
on sampling the models. Moreover, for S C {1 : n}, we let Xs = (X;")Ls € R?, where
ds =Y ;csdi, and Xg+ = (1,X1)T, where the latter is used when considering a linear model
approximation with the intercept/bias term.

The central goal in the rest of the article is to develop a multifidelity estimator for Fy (x)
through drawing samples of (Y, X{;.,}) and of Xs for some adaptively-determined S C {1 : n},
subject to the sampling cost not exceeding the total budget constraint B > 0. No other high-
level assumptions are made. In other words, we assume only that Y is a known high-fidelity
model; we do not assume any ordering/hierarchy in the models X {1:n}, and we do not assume
known statistics (e.g., correlations) between any models. While such generality is sufficient for
algorithmic purposes, our theoretical guarantees require additional technical assumptions that
are articulated in Subsection 5.4. These technical assumptions are mild regularity conditions,
related to finite moments of random variables and CDF functional regularity.

The notation we have introduced is enough to present the overall cvMDL algorithm in the
next section. The actual computations that make the algorithm practical, however, require
more technical details which are provided in Section 2 through Section 5.

1.4. Summary of the algorithm. The proposed cvMDL meta algorithm is shown in Fig-
ure 1. In summary, we first gather m full joint samples of (Y, X{l:n}) through an ezploration
phase that identifies (i) how models are related, (ii) which model subset S optimally balances

This manuscript is for review purposes only.



—_

-

160
161
162

ot Ot Ot
oo

—_

163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194

195
196
197
198

MULTIFIDELITY DISTRIBUTION ESTIMATION 5

cost versus accuracy, and (iii) whether more samples m are needed to certify a robust explo-
ration or whether the choice of S is statistically robust enough to proceed with exploitation.
Exploration is followed by the exploitation phase, where we exhaust the remaining computa-
tional budget to sample the optimal model subset Xs. Exploitation corresponds to exercise
of a particular approximate control variates estimator for Fy. A more detailed description is
as follows:

Exploration phase

— Mininum exploration: This step ensures that the number of exploration samples m is set
large enough so that non-degenerate empirical statistics can be computed.

— Analyze low-fidelity models: We are interested in estimating the minimal loss associated
with an estimated CDF that utilizes the model subset S. For such a goal, this step identi-
fies for each model subset S both an estimated number of optimal exploration samples m
along with the corresponding loss function minimum L(m V mg;m). The value L(z;m)
is an estimator with the currently-available m exploration samples and measures the es-
timated loss if we eventually use z exploration samples. When evaluating the minimum
loss, we require the input z <— m V mj since if m > m% then the number of exploration
samples should be m, and not m}% (we cannot take fewer exploration samples than already
committed and we assume Z(z, m) is convex and has a unique minimizer). The definitions
of L, mys, and S* are given in (5.6) and (5.7).

— Select optimal model: The estimated optimal model subset S* is computed by choosing
the subset § with minimal loss from the previous step.

— Continue exploration: If the current number of exploration samples m is smaller than
the estimated optimal number of samples m%, required for the optimal subset S *, then we
continue exploration, with the precise number of additional exploration samples determined
by the function Q(-,-) that is defined in (5.12). If m > ’fﬁ},*, then exploration terminates
and we move to the exploitation phase.

Exploitation phase

— Faxpend budget: After exploration terminates and an “optimal” model subset S* has been
identified, we expend the remaining computational budget on sampling X &, .

— FEstimate CDF': Using the collected samples, we construct the CDF estimator Fs, for Fy,
which is defined in (5.10).

The precise details of how the loss function is computed and the CDF estimator is constructed
is the topic of Section 5, with Sections 2 to 4 serving to make requisite mathematical and
statistical definitions.

A more detailed version of the algorithm is given in Algorithm 5.2, which lists more explicit
computational steps that must be taken. The coming sections are devoted to the theoretical
construction of quantities in Figure 1; in particular Sections 2 and 3 provide a construction
of a loss function that is the integral part of exploration decision-making.

2. Background: control variates. We first introduce the control variates method, which
is a standard approach for variance reduction in MC simulation. For a random variable X
with bounded variance 0% > 0, the size-m MC estimator for E[X] based on i.i.d. data
Xo, T = de{lzm} Xy/m, is unbiased and has variance 0% /m. Given a random vector Z =

This manuscript is for review purposes only.
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Continue exploration
Am + Q(m, nﬂ“?) —-m
Collect Am samples of all models
B+ B—Am(co+ Y1, ¢)
m—m+ Am

i Exploration phase

m%, > m | (Insufficient exploration)

Initialization

T dels V. X, Minimum exploration Analyze models. For each S C {1:n}: & ]
TIPHLS: models ’t iz} M2+ Y ey i Assemble loss Ls(-;m) Select optimal model
model costs cp, €y, . ~ . T o .
available bu dgét {113'”} Collect m samples of all models Compute loss minimizer, m§ = arg ming Ls(q; m) 8* = argming L(S, m)
& = dim X; B+ B—m(co+ Y ci) Compute minimal loss £(S,m) = Ls(m V fg;m)
777777777777777777777777777777777777777777777777777777777777777777 g, <m | (Sufficient exploration)
Terminate Expend budget

Am B/(Zlgg, @)
Collect Am samples of X &

A

! Estimate CDF
Output: CDF estimator Fg., for Y i Construct F§.

iExploitation phase

Figure 1: Flowchart illustration of the cvMDL algorithm. More details of the steps are
discussed in Subsection 1.4. The full algorithm is presented in Algorithm 5.2.

199 (Z(l), ey Z(d))T € R? that lives in the same probability space as X, one may use joint i.i.d
200 samples of (X, Z), i.e., (Xg,Z;) = (X, Zﬂ R Zéd)) for £ € {1 : m}, to construct a control
201 variates estimator Z., for E[X]:

202 7 1 1 T T

202 Bev=— Y Xo—— Y (z/B-E[Z]"B),

m
203 Le{l:m} te{l:m}

204 where 8 € R? is some appropriately chosen vector and E[Z] is assumed known. The estimator
205 Xy is also unbiased and has variance

. Var[X — Z'p3
s = VX 2]
208 This variance is minimized when g is the least-squares coefficient for centered linear regression,
209 i.e., for regressing (X — E[X]) on (Z — E[Z]),
(2.1)

2\ 2
210 B =Cov[Z] 'Cov[Z,X] = o= én%}l o2 = %, p = Corr(X, Z " Cov[Z]*Cov[Z, X]).
211 €

212 When |p| ~ 1, the variance reduction is significant, in which case Z' /3 accounts for most of
213 Var[X].

214 When E[Z] is unknown, one may consider the following approzimate control variates es-
215 timator that uses an independent size-N MC estimator in place of E[Z] using samples Z;:

(2.2)

o1 =~ 1 1 T 1 >T .

216 Tacy = — Z Xg—% Z Zeﬁ—ﬁlz Z; B (4,5) € {1 :m} x{1l: N},
te{l:m} Le{l:m} je{1:N}

218  where we assume Z, 1L Zj. Then this has variance

Var[ZTp8] (1 -p*)o%k | p*o3
219 (2.3 2 =2 = X X
220 (2.3) Tx = Out N m + N

This manuscript is for review purposes only.
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MULTIFIDELITY DISTRIBUTION ESTIMATION 7

Construction of such approximate control variates estimators has been recently studied in the
multifidelity estimation of first-order statistics [16, 35]. The terms Cov[Z]~! and Cov|[Z, X]
may be estimated empirically at the cost of incurring higher-order trajectory-wise statistical
errors in m [14, 26].

3. Variance reduction for CDF estimation. Control variates can be more generally ap-
plied to CDF estimation of nonlinear functions of random variables [15, 20]. For example, in
risk management applications [15], the authors considered using the delta-gamma approxima-
tion? (i.e. the second-order Taylor expansion) of a loss function L at a given position x along
random market move direction 1 as control variates to compute its quantiles. More precisely,
one uses a quadratic function of 1 to approximate the loss at «:

o~

(L + ) - L)) = () ~ (x) = VL)'~ o0 VLiz)n

Fixing a scalar C, 1{2(m)§0} can be used as a control variate for 1y;)<cy to compute the
latter’s expectation, which in particular provides a way to compute CDFs. More advanced
approximation techniques have been introduced in [20] to construct other control variates in
the value-at-risk computation.

We apply a similar idea in the proposed multifidelity setup here. In our setup, a specific
functional form may be computationally difficult to produce, and Taylor-like approximations
can be inaccurate outside local regions. Our alternative strategy is to employ a global emulator
for Y based on linear combinations of Xy;.,), which can be effective when the correlation
between these quantities is high. For example, this situation is often true when modeling
parametric PDEs. In the rest of the section, we introduce a general multifidelity approach to

estimate Fy (x) subject to a budget constraint.

3.1. Control variates for multifidelity CDF estimation. In developing the proposed
method, we frequently resort to the simple observation that

Fy(m) = ]E[l{ygm}], b S RY.

If we fix S C {1 : n}, the control variate based on Xs that minimizes variance (and hence is
optimal) is E[1;y<;1|Xs] [31]. This quantity requires the orthogonal projection of Y onto the
sigma-field generated by X s, which is computationally intractable without special assumptions
(e.g. joint normality). In order to approximate E[l;y<z}|Xs], we use h(Xs;x) to denote a
general Xg-measurable function that serves as the control variates for 1y <z3. We make a
particular choice for h in Section 4.

Analogous to (2.2), we construct an approximate control variates estimator for Fy (x),
where the m and N in (2.2) are related by the budget constraint (the cost of sampling
Y and Xg). Since different subsets S are considered simultaneously, we take a uniform
exploration policy that first collects m i.i.d joint exploration samples of the full model for
variance reduction and then commits the remainder of the budget to collect Ng samples of

2Here we refer to the “full” delta-gamma, approximation. The more commonly used delta-gamma approxi-
mation in practice does not consider the second-order cross terms.
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8 R. HAN AND B. KRAMER AND D. LEE AND A. NARAYAN AND Y. XU

a selected model subset S of low-fidelity models to compute the control variates mean. The
exploration samples and exploitation samples under a uniform exploration policy are denoted:

Voree) Heeqimy C BT

(3.1) Exploration samples: {(X LX) .y

epr,f,1> epr,l,n>
(3.2) Exploitation samples: { Xept,j.5}je{1:Ng}»

where the subscripts “epr” and “ept” specify the stage where a sample is used. The parameters
m and Ng are related by the budget constraint:

B — coprm -
— Cepr
(33) Ns = _— Cepr = § Ciy cs = § Ci,y
cs =0 =
i= i

where we ignore integer rounding effects to simplify the discussion. The control variates
estimator for Fy (x) based on h(Xg;x) is

(3.4)

~ 1 1 ‘ 1 ,

FS(CC) = E Z 1{Yepr,g§:c} - E Z O‘(x) h(Xepr,Z,Sa .’13) - Nis ‘ Z h(Xept,j,Syx) )
¢e{1m) ¢e{1m) je{L:Ns} |

where a(x) is the optimal scaling coefficient as in (2.1):

(3.5) a(x) = Covlh(Xs; x)]_lCov[l{ygm}, hMXs;x)].

Note a(z) is undefined if Cov[h(Xs; )] = 0. In this case, the value of the estimator Fs(x)
does not depend on a(x), and we set a(x) to 0 for convenience. The quantity Fs(x) is an
unbiased estimator for Fy (x) with variance

Var[Fs ()] = (1- pg(a)))FYTix)(l — Fy(z)) N pg(w)FY(wjsz - Fy(@’))y
where
(3:6) ps(®) = Corr[liy <z, h(Xs; )]

3.2. A control variates loss function. To measure the overall accuracy of ﬁg(w), we
introduce the loss Ls defined by the average w(x)-weighted L2-norm square of Fs(x) — Fy (z):

(3.7) Ls=E UR w(@)|Fs(@) — Fy (@) de) |

where w(zx) : R — R>q is a weight function. The w(zx)-weighted L?-norm square is related
to other more widely used metrics on distributions, e.g., it reduces to the Cramér—von Mises
distance when w(x)de = dFy (x). To estimate Lgs, note that by Tonelli’s theorem, we have,

ki(S) ka(S)

(3.8) Ls = | w(aVarlFs(a)lde = 2 ¢ B e
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MULTIFIDELITY DISTRIBUTION ESTIMATION 9

where
ki(S) = /Rd w(@)(1 — p3(2)) Fy (z)(1 — Fy (x))dz

(3.9) ka(S) =cs /]Rd w(z)pt(x)Fy (z)(1 — Fy(x))dz.

Since k1(S) and k2(S) are nonnegative, a sufficient and necessary condition for ki(S) and
k2(S) being well-defined (i.e. finite) is

(3.10) kL (S) + c5 ka(S) = /]R @) By (@)(1 ~ Fy (@))dw < oo,

but this need not hold for arbitrary choice of w. For instance, when w(x) = 1, (3.10) is true
when d = 1 if E[|[Y|'*%] < oo for some 6 > 0. However, when d > 2, (3.10) is generally not
true when the support for the distribution of Y is unbounded since Fy.'([e, 1 — €]) may have
infinite Lebesgue measure in R? for some ¢ > 0. For such scenarios, requiring that w(zx) is
integrable ensures (3.10), i.e.,

/ w(x)Fy (x)(1 — Fy(x))dx < / w(x)de < oo.

R4 R4

Some typical choices for integrable w(zx) include w(x) = 17 where 7 C R? is a bounded
domain of interest or w(x) with reasonably fast decaying tails as ||z|2 — co. In the following
discussion, we assume (3.10) holds (and later codify this as Assumption 5.5). We make
different choices for w in our numerical results of Section 6.

3.3. Exploration-exploitation trade-off. Equation (3.8) is similar to the exploration-
exploitation loss trade-off that was originally formulated in [35], where k; and ky measure
the errors committed by the exploration and the exploitation, respectively. Note that Lg is a
strictly convex function for a valid exploration rate m, i.e., for 0 < m < B/cepr, and achieves
its unique minimum at m% with corresponding minimum loss L%:

(3.11) mf = b L= min Lg(m) = chprk‘l(ggr VEa(S)? s

L=
N ) 0<m< 2
epr k1(S) cepr

ik

An optimal subset S is the one that minimizes the m-optimized loss value,

% :
(3.12) S§* =arg Sg}ﬁ{lﬂ}

A uniform exploration policy is called optimal if it collects ms. joint samples for exploration
and uses model S* for exploitation. This is, in effect, a model selection procedure, as an
optimal exploration policy selects the model subset that yields the smallest error via optimally
balancing the trade-off between exploration and exploitation. In the following discussion, we
assume S* is unique.

As a benchmark to the procedure above (with oracle information), one can consider an
empirical (ECDF) procedure that devotes the full budget to sampling the high-fidelity model
Y, ignoring the lower-fidelity models. The following result relates the error between these two
approaches.
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Lemma 3.1. With L. = vs+/B the minimum error achieved by a uniform exploration
policy as described above, and cepr [pa w(x)Fy (2)(1— Fy(x))dx/B the expected error achieved
by an ECDF estimator for Fy, then

Copr Joa (@) Py (@) (L~ Fy () e/ B _ 1
s /B T2 (& B0 - p3.(2)))
where Z is a random variable with (unnormalized) density w(z)Fy(z)(1 — Fy(z)).
Proof. We have
Copr Jpa @ (@) Fy (2)(1 — Fy (2))da/B _ cepr [pa w(@) Fy (®)(1 — Fy (@))d®
Vs /B (\/Ceprkl(S*) + \/"172(5*))2
o Cepr Jgaw(x)Fy (x)(1 — Fy(x))dx
- 2 (Coprk1 (S*) + k2(S*))
> ! >

2 (£ + Eal(1 - g (@))])

Cepr

1
>
— 4

1
4’

where the expectation Eg|[-] is taken with respect to
N w(x)Fy(x)(1 — Fy(x))dx
fRd w(z)Fy (2)(1 — Fy(2))dz’

and the last inequality follows by noting c¢s < cepr and 0 < Eg[(1 — p3. (x))] < 1. [ |

Hence, the relative efficiency of a uniform exploration policy compared to the ECDF estimator
is unconditionally bounded below by 1/4, and hence the uniform exploration policy can at
worst realize a loss value of 4 times a naive ECDF procedure. On the other hand, the relative
efficiency is > 1 if both cs/cepr and Eg[(1 — p%.(x))] are small. This happens, for instance,
if Xs« has a much smaller sampling cost than Y and h(Xs;x) are “good” control variates
for 1(y<4) uniformly for all x € R?, both of which are realistic occurrences in multifidelity
applications.

4. Choosing control variates from linear approximations. We propose a procedure for se-
lecting the control variate h, which boils down to constructing approximations of E[1y <z} |Xs]
that both retain high correlation with Y and are budget-friendly. While one may generate
special forms for approximations in particular cases, our goal is a simple and generic choice
that is useful for many practical applications.

Recall that Xg+ = (1, X)) s € RTL For i € {1: d}, let 8% be the optimal linear
projection coeflicients for estimating the ¢th component of Y using Xg+:

. - , .
(41) Bl = (B[Xse Xg]) " Cov[Xse, YO € RIH, By = [Bg), -+, B € RUSTX,
The least squares approximation of Y using linear combinations of Xg and 1 is given by

1
xZ.85!
Hs(Xs) == (X&Bgt) = : e RY.

d
XL, 8%

This manuscript is for review purposes only.
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When all quantities are scalars, i.e., d = dy = --- = d,, = 1, one can directly manipulate Hg
to estimate the statistics of Y [35, 36]. Such an approach is easy to implement and enjoys
certain robustness for first-order statistics, but is more prone to model misspecification effects
(e.g. expressibility of the linear model, noise assumption, etc.) when the whole distribution
of Y is to be learned due to the limitation of linear approximation [36].

To address the issue, we take an additional nonlinear step beyond Hg. In particular, we
consider the following family of control variates that slice the estimator Hg:

(4.2) h(Xs;:B) = 1{Hs§m}'

Intuitively, we may expect 1gy <, and h(Xs;x) to be correlated if E[||Y — Hg||3] is small.
However, this may not be true for & approaching the tails of Y. For instance, assuming d = 1
and a standard joint Gaussian random vector (X,Y’) with correlation p,

Cxy(z,x) :{ L ol =1,

lim Corr(1{y<z, 1{x<s}) = lim 0, |pl<1

T—>—00 z—0 x
where Cx y (z,y) =P (271(X) <z, 1(Y) < y) is the Gaussian copula and ® ! is the quan-
tile of a standard normal distribution; see [24]. Hence, 1;x<,} is not a good control variate
for 11y <,y when |z] — oo unless [p| = 1, i.e., only if X oc Y. Nevertheless, our experiments
in Section 6 show that in practice h(Xs; ) provides a reasonable control variates choice for
many scenarios in multifidelity simulations, and thus suggests that situations described above
are less common for the applications of our interest. We discuss computational aspects of
using (4.2) as control variates in Section 5.1.

Choosing h as in (4.2), the coefficient a(x) in (3.5) can be explicitly computed as

Frg (@) (1—Frg () x € supp(Fug(x))°

0 otherwise

Fyvag(e)—Fy (z)Fug(x)
(4.3) a(x) {

One useful technical result is that a(x) is bounded.
Lemma 4.1. Let a(x) be given as in (4.3). Then, |a(x)| < 1.
Proof. Tt suffices to check that for € supp(Fus(x))°, a(x) < 1 and —a(x) < 1 hold
simutaneously:
Fyuis (@) — Fy (2) Flig(2) _ Fy(2) A Pty (@) — Fy (2) Firg ()
Fus(®)(1 = Fug(x))  — Frg(z)(1 = Fs(z))

B Fy(m) A 1-— Fy(w)
 Fus(x) 11— Fpg(x)

<1

and

By (®)Fus(®) — Fyvms (@) _ Fy(@)Fig(2) — Fy(2) +1 - Fug(2) | Fy(@)Fps (@)
Fug(x)(1 — Fug(z)) — Frgs(z)(1 — Frg(z)) Frg(z)(1 — Fug(z))
1-— Fy(w) Fy(:l)) <1 -
Fug(xz) 11— Fug(x)
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5. Algorithms. We revisit the cvMDL algorithm in Figure 1: the loss function Ls in
(3.8) is the desired loss function to optimize over but requires oracle statistics (i.e. k1(S)
and k9(S)). Thus, we replace it with an approximation ES that we describe in this section.
Additionally, the computations in the “Analyze Models” step are now more transparent: The
oracle computations are given by (3.12) and (3.11). In a practical algorithmic setting, we
replace these with consistent approximate computations, which is the topic of this section.

When using approximate quantities to compute Lg, the explicit exploration-exploitation
loss decomposition in (3.8) may no longer be true. Nevertheless, if the quantities we estimate
are sufficiently accurate, then such a decomposition is expected to be approximately valid.
Thus, in devising practical algorithms, we use the oracle loss form (3.8) (with estimated
coefficients) instead of (3.7) as the criteria for model selection. We present in the numerical
section some empirical evidence that such a replacement has little impact on model selection.

Since the proposed estimators change when new exploration samples are collected, the
dependence on this number of exploration samples must be made explicit. For § C {1 : n}, we
let ES(-; t) denote the estimated loss function Lgs after having collected ¢ exploration samples.
We then let m§ be the corresponding estimator for the optimal exploration sample size m%.
Summarizing this: the intuition behind the cvMDL algorithm is that we use currently collected
exploration data (¢ samples) to find the estimated optimal model (§*) and the corresponding
exploration rate (T/f\LE*) Based on the value of 1/7\1:%* relative to ¢, we decide whether to continue
to explore or to switch to exploitation.

5.1. Estimators for oracle quantities. In this section, we discuss how to estimate Ls, mj,
and a(x) from exploration data when instantiating cvMDL using the linear approximators as
introduced in Section 4. The control variates h(Xs;®) = 1{p4(xs)<a) Pelong to a parametric
(%)

4,1 € {1 :d} from (4.1), which can be estimated from exploration

family characterized by 3
data.

Recall from (3.1) that the ¢th exploration sample of all low-fidelity models in S is denoted

by Xepres. Similarly, we define Xo,, o g+ = (1,X;E)r7£75)—r. To estimate ﬁg}r, we use the
least-squares estimator:
T (9)
' ‘Xeplr,l,S+ }/epr,l
(5.1) BY = zLy® Zs — : cR™XUst) y@) = | . | cpm
+ )
Xepr,m,8+ Y;e(gz,m
where (XeTmm, o ,Ye;’e)ze{lzm} are joint exploration samples, and the design matrix Zg is

assumed to have full column rank®.
For z € RY, h(Xs;x) can be estimated as

xJ, By

(5.2) /E(XS;J;) = 1{ﬁs(Xs)Sm} ﬁS(XS) = E:s‘rJrXSJr = )
ad
XL, By

3This motivates the minimal exploration size condition in Algorithm 1, which is a neccesary condition for
full rank here.
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For ease of notation, we write I;TS(XS) and /HS(XS;:E) as Efg and /ﬁs when Xg+ is generic
and not necessarily related to the exploration and exploitation data. We introduce some
additional notation for quantities involving both estimated coefficients and empirical CDFs
using exploration data:

Le{1:m}
~ 1 ~ 1
Fgo@)=— > MXepesi®)=— > Lig x,. o<
Le{l:m} te{l:m}
~ 1
Y\/f]s (.'13) = E 1{Yepr,[\/ﬁ5(Xepr,[’5)§m}‘
Le{l:m}

To compute the loss function approximation, we build approximations to k1 and ks in
(3.9), which requires us to compute p% in (3.6). For this purpose, observe that

(1 - p3(@)Fy(2)(1 - Fy (@) = E[(1iy <y — Fr (@) — (@) (L{ps<ay — Fis (@),

where () is defined in (4.3). The quantity in the expectation is the mean squared regression
residual between two centered Bernoulli random variables 1(y <,y and lig,<z). Thus, a
natural estimator for (1 — p%(x))Fy (x)(1 — Fy(z)) is to compute an empirical mean-squared

difference between 1y, and a regressor with covariates 1 (As<z} which requires data for

Y. Since we have (uncentered) data for ¥ on the exploration samples Y, ; for j € {1 :m},
we can evaluate a regressor for Y with covariates Hs together with the intercept term on the
exploration data sites. This results in the following estimator Ky for (1 — p%(z))Fy (z)(1 —

Fy(z))

1 ?“1(5(1) 1{}/epr,lgm}
(53) K@) =— Y (v, <z} —re(@))? Do = Wsw : :
te{l:m

T m
} () Ly <}
where

1 ES(Xepr,l,S§ il:)
WS = . :

o~

i hs (Xepl;,m,SS JZ)
This allows us to estimate p%(z)Fy (z)(1 — Fy(z)) as
(5.4) Ka(z) = Fy(z)(1 — Fy(x)) — K1(x).

Consequently, we can estimate k1(S) and ko(S) as

~

(5.5) h(S) = /R (@) (w)da Pa(S) = cs /R wl@)kn(w)da.
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The above estimators for k1 (S) and k2(S) are positive and coincide with empirical estimators
for these quantities whenever defined (see Appendix A.2.3), which is a crucial realization
for our consistency results later. Plugging the above estimates into (3.8) and (3.11) yields
estimates for Ls and m¥:

E1(S) . ka(S) B

5.6 Ls(z:m) =
(5.6) s(z;m) B = copz

3
O *
I

CcprEQ(S) ‘
Cepr T+ E(S)

Note thatAES(z; m) has a parameter m indicating the number of exploration samples used to
compute ki(S) and k2(S), and a variable z denoting the exploration rate where to evaluate
Ls. We define §* as the optimal model selected by this estimator,

(5.7) S* = argmin Ls(m; m),
SC{1:n}

which parallels the oracle choice (3.12). We have described all quantities needed to complete
the exploration phase of Figure 1. What remains is to describe how the CDF estimator F 3
in the exploitation phase of Figure 1 is generated.

Our exploitation goal is to generate an estimator for (3.4), and so we need to estimate
ax):

o Fy g, (@) — Fy(z)Fg (2) S
(5.8) a(x) = F\’\S (@)(1— ﬁﬁs (@) T < Supp<FH3 (w))°,

and a(x) = 0 zero otherwise. By a similar reasoning as in Lemma 4.1, one has
(5.9) |a(xz)] < 1.

Finally, the ezploitation estimator Fs(x) for Fy () based on estimated parameters, utilizes
Ns exploitation samples (i.e., exhausts the remaining budget B) and is given by,

(5.10)
~ ~ 1 A 1 U
Fs(z) = Fy(z)—— Y Od(x)hS(Xepr,f,S;x)_Fs. > a@hs(Xeprasi @) |
Le{l:m} Jje{1:Ns}

where § = S* is the selected model based on ki (S) and 7(3\2(8). By inspection, we observe
that Fs(z) is a piecewise affine correction of Fy, where the correction is based on the control
variates hg.

Remark 5.1. The estimator a(x) is undefined and manually set to zero for x outside the
support of FAS, as in that case the denominator vanishes. Alternatively, one can define a(x)

for x outside the support of ﬁﬁs as a(x') for some x' inside the support of ﬁﬁs that can
be accurately estimated yet remains close to x. To illustrate, consider d = 1. Assuming

This manuscript is for review purposes only.
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a(x) is a continuous function of x in supp(Frg) and supp(ﬁﬁs (2)) = [Tmin, Tmax| for some

Tmin < Tmax, for x € supp(ﬁﬁs (x))¢, we may estimate a(x) outside [Tmin, Tmax] aS

Fyy g @(r)~Fy (e(m)r

5.11 6(z) = w(1=7) TS Tmin
(5.11) A@) =\ B, g 0= ~Fy (201 (1=7)
= g T 2 Tmax,

where x(7) and x(1 — 7) are the T and 1 — T quantiles of ﬁfls for some small T € (0,1):
_ -1 N D1

xz(1) = Ffls (1) z(1—71)= Ffls(l T).

This allows us to get nontrivial estimates of Fy outside [Twmin, Tmax), i-€. in the tail regime.

When d > 2, one may generalize the ideas above by projecting the points in the tail regime to
some bounded set in R?® that contains most of the measure in the domain.

5.2. Monotonicity of the exploitation CDF estimator. By construction, ﬁg(az) is a piece-
wise constant function on some d-dimensional rectangular partition of R%, but is not necessarily
a monotone nondecreasing function in each direction due to the fluctuations of estimators used
in the construction. To address this issue, we introduce a dimension-wise recursive-sorting
post-processing procedure on values in the range of ﬁg to recover the desired monotonicity and
ensure that we compute an actual distribution function. To represent F (z) as a d-dimensional
tensor, we introduce the index set I = ®;eq1:q1 (215 - -+, 2i0;), —00 = 21 < -+ - < 2401, = +00,
where z; ; is the jth order statistic of the projected partition points associated with ﬁg(:n),
and M; is the total number of such projected points. Using this notation, we express ﬁg(a:)
as a tensor T, where

Fs(@) =Tey,, - 24, e |] [zis zisit)
ic{1l:d}

The desired monotonicity in each dimension can be recovered by an alternating dimension-wise
sorting of entries in T until convergence. The details are given in Algorithm 5.1.
An example when d = 2 is given below:

0.7 04 0 0 04 0.7 0 03 05]
0.3 05 02| 30w, oo .3 05| Sotcoumns, 1go g4 0.7
|1 08 0.6] 06 08 1 0.6 08 1|
0.7 04 0] 03 04 0 [0 03 0.4]
0.3 05 02| soteomns tg 7 g5 2| SOV 19 05 0.7
|1 08 06] 1 08 0.6 0.6 08 1|

As shown above, sorting ends up in some stationary point with desired monotonicity after a
finite number of steps (see Theorem 5.2), but different orders of sorting may lead to different
sorted CDF representations when d > 2. However, in our case, Fs(x) is itself a perturbation
of the CDF of Y, so the sorting procedure is often beneficial for stabilizing the algorithm. A
more detailed empirical study on this is given in Section 6. The sorting procedure described
converges (i.e., achieves monotonicity in the values of T') in a finite number of iterations.

This manuscript is for review purposes only.
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Algorithm 5.1 Alternating sorting.

Input: a tensor T that represents the estimated CDF Fs ()
Output: a sorted tensor sorted(T") with desired monotonicity

. Initialize sorted(T") as a all-zeros tensor with the same size as T
while sorted(T")# T do
sorted(T') «+ T
for i € {1:d} do
for z := (31,517 ey Zim 1,81 Bitl,Siq1s v e Zd,sd) € ®j€{1:d}\{i} (Zj,17 ceey Zj,Mi) do
T[z,:] « sort(T[z,:]), where T'[z,:] := (T%, ...z 5,200, ) je{1:00}
end for
end for
end while
10: Return sorted(T")

Theorem 5.2. Assume that all the entries in T are distinct. The alternating sorting al-
gorithm described in Algorithm 5.1 converges to a stationary point with desired monotonicity
within a finite number of iterations.

Proof. See Appendix A.1. [ |

5.3. Exploration sampling. We next describe the precise action taken when we decide to
continue exploring. In particular, we need to define the function Q(m, m §*) in Figure 1. When
the current number m of exploration samples is smaller than the estimated optimal number
of samples fr\%*, the function @ determines how to increase m. A natural choice for @) is
Q(m, 771}*) = m+1, i.e., simply increase by a single additional exploration sample. In practice,
we observe that this behavior can be overly conservative and time-consuming when B is large.

As an alternative, one could use a more aggressive strategy, say @Q(m, mg) = % (m + mg*),
which more quickly closes the gap between m and mg,. However, there are situations when
this is too aggressive. For example, if m is small (such as at initialization) then estimated
quantities can be poor approximations, and in some cases Mg, is significantly overestimated,
and thus increasing m to % (m + ﬁzg*> can actually result in substantially overshooting the
oracle value of m%.. The probability of such an event is often positive and does not vanish as
B increases.

As a compromise between these conservative and aggressive behaviors, we choose the

following form:

mx
2m, 1<m< %=
(5.12) Qm, ) = - ;
S l(m%—fhi) St < m < mk
2 S* ) 2 - S*

Since m%, is proportional to B, the above choice ensures that there is a sufficient amount of
time for the algorithm to take exponential exploration whose growth manner is independent
of the value of fﬁi%*, which ensures both efficiency and accuracy of the algorithm. We note
that neither the exponential rate two nor taking the average between m and 7/7\1}* in (5.12) is
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MULTIFIDELITY DISTRIBUTION ESTIMATION 17

special, and can respectively be replaced with other rates greater than one and nonuniform
averaging operations subject to appropriate modifications. Both the theoretical conclusions
and numerical simulations in the subsequent sections assume that @) has the form above, but
other reasonable choices for () do not change the theoretical conclusions.

We have completed all technical descriptions of Figure 1. A more fleshed-out pseudocode
version is given in Algorithm 5.2 that provides more details for every step. Next, we establish
that the proposed algorithm enjoys optimality guarantees relative to model selection and
budget allocation strategies produced by an oracle.

Algorithm 5.2 The detailed cvMDL algorithm.
Input: B: total budget, model costs cg,c1,...,cn
Output: an estimator for Fy (x)

1: Initialize exploration = TRUE

2: Initialize m = 37, q.,y di + 2

3: Generate m exploration samples of (Y, X{y.})

4: while exploration = TRUE do
for S C{l1:n} do

5

6: Compute regression coefficients B‘(SZJ)F, i€ {l:d} from (5.1)

7 Construct Hg(Xs) and h(Xs;x) from (5.2)

8 Compute regression coefficients rj(x), j € {1: m} from (5.3)
9 Construct £ and K9 from (5.3) and (5.4), respectively

10: Evaluate k; (S) and ks (S) using (5.5) and a quadrature rule on R?
11: Compute mg and Lg( - ;m) from (5.6)
12: Compute the minimal expected loss Ls(m V m¥%;m) from (5.6)

13:  end for
14:  Choose §* = argmingc(y.,,y Ls(m V mg;m);
15:  if m < m%,  then

S*
16: Generate Q(m, fﬁ}*) —m additional samples of (Y, X{1.,}), where @ is given in (5.12)
17: Increase m: m < Q(m, ’ﬁ]fé*)
18:  else
19: exploration = FALSE
20:  end if

21: end while

22: Generate Ng, samples of Xg,, with Ns given in (3.3)
23: Construct a(x) for S «+ 8* using (5.8)

24: Generate S* exploitation estimator F 5. using (5.10).

5.4. Model consistency and optimality. We now provide theoretical guarantees for Al-
gorithm 5.2 (corresponding to the flowchart in Figure 1). In summary, we show that as the
budget B tends to infinity, the model subset S* chosen along with the number of exploration
samples m taken in Algorithm 5.2, both converge to the oracle optimal model §* and the
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18 R. HAN AND B. KRAMER AND D. LEE AND A. NARAYAN AND Y. XU

optimal number of exploration samples mg., respectively.

We need some technical assumptions in order to proceed with our results. Since we
estimate quadratic moments, we require quadratic moments to exist. We also require that
there are no pairs of low-fidelity Qols that are perfectly correlated. These are codified in the
following two assumptions.

Assumption 5.3. The models X{1.,y and Y have bounded second moments:
(5.13) E(ll X1y I3 + ENY3] < 0.

Assumption 5.4. The uncentered second moment matriz IE[X{LRHX{TlmH] s invertible,
where X{1.py4 = (1,Xa:n})T.

Assumption 5.3 is the minimal moment condition on Qols that we require to make or-
acle quantities well-defined. Random variables that violate Assumption 5.4 exhibit perfect
multicollinearity and in practice are relatively rare. Assumption 5.4 being violated does not
cause any conceptual breakdown of our procedure; the only consequence is that all the linear
regression procedures suffer from a lack of identifiability of optimal covariates. While there
are numerous standard procedures to remedy multicollinearity, such as covariate removal or
regularization, violation of this assumption did not surface in our experiments, so we do not
utilize any of these remedies.

The model selection procedure requires estimating the average w-weighted L? norm. This
requires us to make certain assumptions about w.

Assumption 5.5. The weight w(x) is chosen so that either of the following conditions is
true:

(a) l|wllpooray < o0 (e.9. w(x) =1) and d =1; or

() lwll 1 gy < .

The final more technical assumption we require involves some regularity on distribution
functions. In particular, we show pointwise convergence in x of the estimator a(x) to the
oracle parameter a(x), and to accomplish this we require bounds on the local variations of
Fyg and Fpgyy constructed in the model selection procedure. More technically, a sufficient
assumption is a bounded local variations condition involving CDF's of certain d-dimensional
sketches of Xyy.,) and Y.

Assumption 5.6. Define
V(A) = (X4, A)T e R A:=[AD ... AD] g Rdsxd
and recall the optimal coefficient matrix Bg+ in (4.1). We assume the CDFs of V(A) and

V(A) VY, denoted by Fy(ay and Fy(ayy, are globally Lipschitz near Bg+ for all S. In
particular, we assume that there exists € > 0 such that

it Sup 4 Lip + || F Lip} = C < o0,
Sc{ln} A:||A—B$+||p§a{H vl o + 1 Fvayy lLip}
where || - || Lip is the Lipschitz constant defined as
x) — f(x
HfHsz = Sup M f : Rd SR,

Atz ||ZB - 93/”2
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This final assumption is less transparent than our previous ones. An unnecessarily stronger suf-
ficient condition to ensure that Assumption 5.6 holds is to assume that both Y and all unit lin-
ear combinations of X(;.,} have uniformly bounded densities, and that every high-fidelity co-

variate Y () is correlated with every low-fidelity covariate X jm, i.e., min; j, |Corr(Y®), X J(.T))| >
0. Alternatively, one could assume that the same bounded density condition, and the rather
reasonable condition that the oracle regression coefficients Bg+ select at least one non-
deterministic covariate for every S.

We can now present our main results regarding applying the cvMDL algorithm with
h(Xs;x) constructed using linear approximations, with the corresponding loss function pa-
rameters estimated from (5.5) and (5.6). In particular, we have that the adaptive exploration
rate m(B) asymptotically matches the optimal (oracle) exploration rate mj. defined in Section
3.3, and the selected model S(B) converges to the optimal (oracle) model §* as B — oo:

Theorem 5.7 (Uniform consistency and asymptotic optimality of cvMDL in Algorithm 5.2).
Let h(Xs;x) be defined in (4.2), i.e., we use the linear approrimation estimators from
Section 4, and assume the model parameters are estimated via (5.5) and (5.6). Then consider
Algorithm 5.2 with an input budget B, and let
e m(B) = mg, be the number of exploration samples chosen by Algorithm 5.2,
e S(B) = S* be the model selected for exploitation,
o F(z;B) = ﬁg*(a:) be the CDF estimator for Fy .
Under Assumptions 5.3, 5.4, 5.5, and 5.0, then with probability one,

(5.14a) lim m(f) — 1,
B—xo ms*

(5.14b) lim S(B) = 8%,
B—

(5.14c) lim sup |F(x;B) — Fy(x)| =0,

0 geRd

where S* and m§. are the unique optimal (oracle) model choice and exploration sample size
defined in Section 35.5.

The proof is given in Appendix A.4. The result (5.14¢) should not come as a surprise since
uniform consistency is generally true for empirical CDF estimators. Therefore, while (5.14a)
and (5.14b) show that cvMDL in Algorithm 5.2 exhibits optimality (relative to an oracle) for
the choice of exploration samples and sample allocation across models, (5.14c) is not evidence
that the multifidelity estimator F'(x; B) is superior to the empirical CDF estimator that uses
only the high-fidelity samples, although it confirms that F (z; B) behaves as expected. The
major difference that distinguishes F'(x; B) from a standard empirical CDF estimator is a
constant term resulting from the mean w-weighted L? convergence rate; see the discussion
near the end of Subsection 3.3.

The statements in Theorem 5.7 and [36, Theorem 5.2] are similar, but in the former,
the requisite assumptions are much weaker and the guarantees are stronger. In fact, for
[36, Theorem 5.2] to hold, one must assume that E[Y|Xs] is a linear function of Xs and
(Y —E[Y|Xs]) 1L Xs for all S C {1 : n}. However, none of these assumptions is needed in
Theorem 5.7. Additionally, Theorem 5.7 ensures convergence for a multivariate distribution
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function instead of the univariate convergence statements in [36, Theorem 5.2].

5.5. A brief view into proving Theorem 5.7. While we leave the technical parts of proving
Theorem 5.7 to Appendix A.4, we can summarize the crucial intermediate results that allow
the proof to succeed. The major results we need revolve around the consistency of various
estimators as m and/or Ng approach infinity. The following two sets of results leverage the
assumptions to conclude the consistency of intermediate computations in the algorithm.

The first collection of results shows that the finite-sample estimators for quantities com-
puted in the exploration phase are consistent as the number of exploration samples m tends
to infinity.

Lemma 5.8 (Asymptotic consistency of exploration estimators). We have the following tech-
nical estimates and consistency results for all S C {1 :n}:
(i) Under Assumptions 5.3 and 5.6, then with probability one,

(5.15a) sup  sup |Fi(a)(@) — Fyag,)(@)| S | A - Bs:|[}* 5 &%
||A*B3+||F<€ zcRd
(5.15b) sup  sup [Fyayvy (@) — Fysg v (®) S A - Bs:|3* <22

||AfBS+||F<€ xeR4
(ii) Under Assumptions 5.3 and 5.4, then with probability one,

hm B3+ = BS+'
m—0o0

(iii) Under Assumptions 5.3, 5.4, and 5.6, then with probability one,

A sup [F (x) = Fis ()| =0l sup [Fy (%) = Frvs (@) = 0.

(iv) Under Assumptions 5.3, 5.4, and 5.6, then almost surely as m — oo we have that,
Ki(x) = (1= pé()Fy(2)(1 - Fy(z)) Ka(x) = p5(x)Fy (x)(1 — Fy(x))

for all x € RY, R

(v) Under Assumptions 5.3, 5.4, 5.5, and 5.6, then with probability one, limy, o0 k1(S) =
k1 (S) and limy_ o0 k2(S) = ka(S).

(vi) Under Assumptions 5.3, 5.4, and 5.6, for x € (supp(Fus))°, a(x) is a consistent es-
timator of a(x) almost surely, i.e., limy, o @(x) = a(x) for every x € (supp(Fr,))°.

The proof is given in Appendix A.2.

Remark 5.9. Note that &(x) may not be consistent outside (supp(F'rg))°, where the value
of a(x) is set to be zero in the definition for convenience; see (4.3). However, this has no
impact on the accuracy of the exploitation estimator as 1{gs<z} is constant in this region.

Our second intermediate result shows that the exploitation estimator for the CDF of Y is
consistent asymptotically in both the exploration sample count m and the exploitation sample
count Ng.
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Lemma 5.10 (Uniform asymptotic consistency of the exploitation CDF estimator). ~ Under
Assumptions 5.3, 5.4, and 5.6, then with probability one, supyegra |Fs(x) — Fy(z)] — 0 as
m, Ng — oo.

See Appendix A.3 for the proof. The proof of our main result, Theorem 5.7, is in Appendix A.4,
which leverages the results in Lemma 5.8 and Lemma 5.10. One additional high-level step
needed to prove Theorem 5.7 is to show that cvMDL in Algorithm 5.2 for asymptotically
large budget B results in both m and Ng going to infinity. This is the first part of the proof
presented in Appendix A.4.

6. Numerical simulations. In this section, we compare cvMDL and its variants with other
algorithms on three forward uncertainty quantification scenarios. In Section 6.1, we examine a
scalar-valued parametric linear elasticity PDE problem, followed by a vector-valued stochastic
differential equation problem concerning the extrema of a geometric Brownian motion over
a finite interval in Section 6.2. Lastly, in Section 6.3 we evaluate the cvMDL method on a
a scalar-valued practical engineering problem of brittle fracture in a fiber-reinforced matrix.
We label algorithms under consideration as follows:

(ECDF) The empirical CDF estimator for Fy using the high-fidelity samples only;
(AETC-d) The AETC-d algorithm from [36];
(cvMDL) The cvMDL algorithm in Algorithm 5.2;
(cvMDL-sorted) cvMDL with the exploitation CDF monotonicity fix using Algorithm 5.1;
(cvMDL*) c¢cvMDL that estimates a(x) in the tail using (5.11) with 7 = 0.05 when
d=1;
(cvMDL*-sorted) cvMDL* with the CDF monotonicity fix using Algorithm 5.1.

For the weight function in the cvMDL algorithm and its variants, we choose w(x) = 1 for all
x € R when Y is scalar-valued, but in a case-dependent manner when Y is vector-valued. Since
the estimators produced by the cvMDL-type and AETC-d algorithms are random (depending
on the exploration data), for every budget value B, we repeat the experiment 100 times and
report both the average of the mean w-weighted L? error and the corresponding 5%-95%
quantiles to measure the uncertainty.

6.1. Linear elasticity. We consider a suite of models with varying fidelities associated
with a parametric elliptic equation, where lower-fidelity models are identified through mesh
coarsening. The setup is taken from [35, Section 7.1]. The elliptic PDE governs displacement
in linear elasticity over a square spatial domain D = [0, 1], with & = (x1,22)"; see Figure 2.
The parametric version of this problem equation seeks the displacement field w = (u,v) ' that
satisfies the PDE

—V - (k(p,z) o(x)) = F(x), VY(p,x)e P xD

where p is a random input vector that parameterizes the scalar k. Moreover, o is the Cauchy
stress tensor, given as

Ou(x) Ov(x)

_|oi(x)  or2(=x) o1(z) 1 aﬁ% gfgw)

@)= onle) oo | | @ TTo2 | E
12 2 0—12(:(3) %(8;(:@ +Bg(w))

1 o
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where we set the Poisson ratio to v = 0.3. Here, k(p, ) is a scalar modeled with a Karhunen-
Loeve expansion with four modes, given by

4
K(p, ) =1+05Y  V/Xidi(x)p;,
i=1

where (\;, ¢;) are ordered eigenpairs of the exponential covariance kernel K on D, i.e.,

K(z,y) = exp(=[lz =yl /),

where || - ||1 is the !-norm on vectors, and we choose = 0.7. Hence, p € R* is a random
input vector with independent components uniformly distributed on [—1,1].

The displacement u is used to compute a scalar Qol, the structural compliance or energy
norm of the solution, which is the measure of elastic energy absorbed in the structure as a
result of loading:

E(u;p) = /D (u(x) - F(x)) dz.

We solve the above system for each fixed p via the finite element method with standard
bilinear square isotropic finite elements on a rectangular mesh [2].

Model § {1} {2} {3} {4} {1,2} {1,3} {1.,4} {2,3}
T [ Vs 123.8 149.3 203.9 304.8 25.2 48.6 93.7 62.2
; : myg when B = 107 1998 2231 2337 2390 1253 1657 1909 2054
F
. ] JL Model S {2,4} {3,4} {1,2,3} {1,2,4} {1,3,4} {2,3,4} {1,2,3,4}
Vs 107.6 1297 118 1.7 14.3 11.9 11.5
mg when B =107 2175 2292 669 734 976 1540 638

Figure 2: Linear elasticity. Left: Geometry and boundary conditions for the linear elastic structure.
Right: Oracle scaled loss vs (3.11) and optimal exploration sample count m (3.11) for different choices
of subsets of low-fidelity model indices S. The optimal model subset S is typed in boldface. Oracle
statistics are computed with 50,000 samples.

In this example, we form a multifidelity hierarchy through mesh coarsening via the mesh
parameter h. The compliance F is our scalar-valued Qol for every model, ie., d = d; = 1
for i =1,...,4. A mesh parameter of h = 277 corresponds to the high-fidelity model Y, and
h=2"%273 272 271 correspond to lower-fidelity models X1, ..., X4, respectively.

The cost for each model is the computational time, which we take to be inversely propor-
tional to the mesh size squared, i.e., h?. This corresponds to using a linear solver of optimal
linear complexity. We normalize cost so that the model with the lowest fidelity has unit
cost, i.e., (co,c1,c2,c3,c4) = (4096,64,16,4,1). The correlations between the Qols of Y and
X1, X9, X3, Xy are 0.976, 0.940, 0.841, —0.146, respectively. The total budget B is taken on
the interval [10°,107].

This manuscript is for review purposes only.



N S S N

oo

~J 1 1 3 ~J 93 9 949
ot Ot Ot Ot Ot gt gt ot Ot

Ne)

MULTIFIDELITY DISTRIBUTION ESTIMATION 23

1 —— ECDF 1.0 {1234} 1.000 . i
——— AETCA /M\‘-\
) —— MDL 0.8 {1,2,3} 0.995 L
T3 \ cvMDL-sorted z {273:4} \
8- — oMDL* £0.6
%_4 3 <eeeeeyMDL*-sorted g 0.990 — tho (flt’)
= L SIS =04 e alpha (fit)
~-~~::: ....... 0.2 rho
—6 0.980 alpha
50 55 60 65 70 007795 365 106 36 17 94 905 96 97 98 99
log(Budget) Budget Y
(a) (b) (c)

Figure 3: Linear elasticity. (a). Mean w(z)-weighted L? error between Fy and the estimated
CDFs given by ECDF, AETC-d, cvMDL, and its variants, with the 5%-95% quantiles (for
ease of visualization, we only plot the quantiles for AETC-d and cvMDL*-sorted) to measure
the uncertainty. (b). Frequency of different models selected by cvMDL. (c). Scatter plot of
the estimated a(z) and p(x) when § = {1,2, 3,4} using 50,000 i.i.d. samples in the 1%-99%-
quantile regime of Y. Gaussian kernel smoothing is applied to both data Gaussian kernel with
bandwidth bd = 0.0358 chosen using 5-fold cross-validation.

6.1.1. Results for estimating the CDF. Figure 3 shows the simulation results given
by different multifidelity estimators as well as more refined statistics of the cvMDL-related
algorithms. In Figure 3(a), we see that AETC-d has the smallest error for smaller budgets
but its asymptotic convergence is constrained by the model misspecification effects (associated
with theoretical assumptions on the applicability of AETC-d), i.e., the error curve starts to
plateau when B exceeds 10°. Although this can be mitigated by including additional nonlinear
(e.g. polynomial) terms as additional covariates, trustworthy practical guidance is still lacking
for this approach. On the other hand, both cvMDL and its variants demonstrate superior
performance over ECDF, with cvMDL*-sorted achieving a result competitive to AETC-d
without the plateau effect. R

In Figure 3(b), we note that as the budget increases, the model S* selected by cvMDL
converges to {1,2,3,4}, which is the same as the optimal model computed under oracle sta-
tistics in Figure 2 (right). We note that the suboptimal model S = {2, 3,4} is selected often
by ¢cvMDL, but not other models whose s is close to that of {1,2,3,4}. We believe this
occurrence is due to the aggressive exploration steps taken by cvMDL, in particular when
we double exploration samples causing suboptimal models S with large values of m% (e.g.,
S ={2,3,4}) become the preferred model.

The significant error reduction achieved by cvMDL is indicated by near-unity values of
ps(x) = Corr[lyy <y, M(Xs; )] where & = {1,2,3,4}, shown in Figure 3(c). For cvMDL
variants, either estimating «(z) in the tail regime through (5.8) (cvMDL*) or sorting CDF
values to ensure monotonicity (cvMDL/cvMDL*-sorted) can help further reduce the errors.
The former is particularly helpful in the small-budget regime where exploration data are not
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sufficient to estimate the full support of the Qol.

The weight function w(x) in this scenario is constant on R thus the estimates produced
by cvMDL-type estimators are expected to capture the global structure of Fy (e.g. bulk and
tails). To inspect this, we fix B = 107 and plot the estimated CDFs in the tail and bulk
regimes separately. The CDFs of the pointwise errors (at 1000 discretization points) in the
three regimes are shown in Figure 4. It can be seen that cvMDL*-sorted has the smallest
errors in all three regimes.

1.0 1.0 1.0
0.8 0.8 0.8] i
=0.6] ! + 06 =06 :
il - 5
: / ~ 4l i
04 0.4 0.41
0.2 === AETC-d 0.2 0.2
B N N ETTTE cvMDL*-sorted
0.0 0.0
0.000 0.002 0.004 0.006 0.008 0.010 0.000 0.002 0.004 0.006 0.008 0.010 0.000 0.002 0.004 0.006 0.008 0.010
abs(Error) abs(Error) abs(Error)
(a) (b) (c)

Figure 4: Linear elasticity. One realization of the distribution of pointwise CDF errors com-
puted by cvMDL*-sorted, AETC-d, and ECDF for budget B = 107. We plot CDFs of errors
in three different regimes: (a) the lower tail of Y defined by the 0 — 0.05 quantile region, (b)
the bulk defined by the 0.05—0.95 quantile region, (c) the upper tail defined by the 0.95—1.00
quantile region.

6.1.2. Risk metrics. We now compare some risk metrics of the estimated CDFs. For
example, one frequently used metric is the conditional value-at-risk (CVaR), also called the
expected shortfall, which is defined as the conditional expectation of Y in a tail regime (here,
Y being large):

1 1
CVaR,(Y) = E[Y|Fy (V) > a] = 5 / Fy N (z)dx 0<a<l,

where a is the quantile level. Assuming Fy is known, CVaR can be numerically computed using
linear interpolation of F;l. Fixing B = 107 as before, we use the estimated CDFs by ECDF,
AETC-d, and cvMDL*-sorted to compute the CVaR of Y for a = 0.95 and 0.99, respectively.
The experiment is repeated 50 times, and the corresponding statistics are summarized using
boxplots in Figure 5 (a)-(b). For both choices of a, cvMDL*-sorted outperforms the other
methods by a noticeable margin. It is worth noting that although AETC-d and cvMDL*-
sorted have similar errors under the tested budget globally (Figure 3 (a)), the model mis-
specification effects result in the former estimates being biased upward. The cvMDL*-sorted
estimates, on the other hand, remain unbiased.
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0.95 CVaR 0.99 CVaR ]
- - : v .
9.855 Oracle 9.900 Oracle 2.4 fitted curve f |
s > 2.2 E e
< : s argmin
980y 9805 F : % —0 5
°de L™ :
IS - T 18], f {
9845 t @ 9.890 g E
S16 ; °
, =
9.840 0.885 1.4 :
1.2 ° °
9.835 B
9.835 9.880 . 1.0 :
ECDF AETC-d cvMDL* ECDF AETC-d cvMDL* 2 4 6 8 10 12 14 16 18
-sorted -sorted m (x10%)
(a) (b) (c)

Figure 5: Linear elasticity. (a): Boxplots of the CVaRg 95(Y’) computed using the estimated
CDFs given by ECDF, AETC-d, and cvMDL*-sorted when B = 107 with 50 experiments.
(b): Same but for CVaRp.99(Y). (c): Inspection of how well the estimated loss Ls mimics the
oracle loss curve as a function of m. The discrete data are fitted using a function f(m;a,b) of
the form -+ %, with fitted values for a and b given by 2.64 x 10~% and 5.57, respectively.

6.1.3. Oracle versus estimated loss. We investigate the model selection criteria used in
cvMDL. Note for each S C {1 : n}, there is a discrepancy between the exact loss function
versus the estimator ES constructed with empirical data. We inspect if this approximation is
reasonable. To numerically determine if the exploration-exploitation trade-off is optimal, we
fix B=10"and S = {1,2,3,4}. For a given value of m, we first take m exploration samples to
estimate the control variates parameters and then use them to build an estimator fg for Fy
as in (5.10). We then compute the (exact) mean weighted L? loss associated with this value
of m. We repeat the experiment 10 times and compute the average loss value. We compile
results of the above for m in the range from 200 to 1800. The results are reported in Figure 5
(c). It can be seen that the optimal exploration rate under oracle loss Lg, 638 (see Figure 2,
right), almost matches the empirically identified optimal exploration rate, which is 736. The
small gap can be attributed to the underestimation of exploration error committed due to the
finite-sample estimation of parameters.

6.2. Extrema of Geometric Brownian Motion. Geometric Brownian motion is a continuous-li
time stochastic process that is widely used in financial modeling. In a simple setting, a geo-
metric Brownian motion S} is a random process with a constant initial state sg > 0 whose
evolution is described using the stochastic differential equation

dSt = ,u,Stdt + UStth t Z 0, S() = S0,

where both p and o > 0 are constants, and W; is a standard Brownian motion process. A
unique explicit solution for S; exists and can be written as

0.2
St = sgexp ((u— 2) t+UWt) .
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818 Set = 0.05,0 = 0.2,s9 = 1. We are interested in estimating the joint distribution of the
819 extreme values of Sy over the time interval [0, 1]:

:i(l) (Smina Smax)T S R2 Smin = Oréltigl St7 Smax = OIISl?SXl St-

822 We thus choose as the Qol the random vector (Smin, SmaX)T. We evaluate these quantities by
823 discretizing the stochastic differential equation in time using the Euler—-Maryuama scheme with
824 time step At and computing the discrete extrema. The computational complexity (cost) of the
825 corresponding procedure is proportional to the number of grid points used for discretization.
826 We construct a multifidelity model for this problem based on time discretization. In par-
827 ticular, we consider four different time scales At € {274,276 278 2714} "with the high-fidelity
328 model Y corresponding to At = 2714 and X, X5, X3 corresponding to At = 278,276 274
829 respectively. This results in (normalized) model costs (co,c1,c2,c3) = (1024,16,4,1). The
830 total budget B takes values in [10%,10°]. To generate joint samples, the randomness of W; is
831 simulated from the same realization used in the high-fidelity model. The oracle CDF of the
832 high-fidelity model is computed using MC with 10° samples. The oracle correlations between
833 the Qols of the high- and low-fidelity models in Table 1.

Table 1: Geometric Brownian motion. Oracle correlations between the high-fidelity and low-
fidelity model Qols computed using 50,000 samples.

Model Qols  Smin(278)  Smax(27®)  Smin(27%)  Smax(276)  Smin(271)  Smax(271)

Smin(271) 0.999 0.682 0.997 0.682 0.984 0.680
Smax(271%) 0.631 0.999 0.631 0.998 0.674 0.988
834 In this example, all model Qols are two-dimensional random vectors so AETC-d cannot

835 be directly applied. For cvMDL and its variants, setting w(x) = 1 violates Assumption 5.5.
836 Instead, since Spin < sp = 1 < Smax, we choose w(x) = 17(x) as an indicator function on a
837 two-dimensional bounded region 7 C R? where the most likely outcomes reside. For instance,
838 here we take T = [0.5, 1] x[1, 3]. The statistics of the estimation errors and the selected models
839 by cvMDL are reported in Figure 6(a),(b). Panel (c) shows that the correlation coefficient
840 ps(x), is close to unity over the entire domain, suggesting that our chosen control variate
841 (3.6) is a good choice.

842 Figure 6 shows that cvMDL is consistent on the region T, and the corresponding estimation
843 error is on average much lower than that of ECDF. As the budget goes to infinity, the model
844 selected by cvMDL converges to the single low-fidelity model {1}, which coincides with the
845 optimal model computed using oracle statistics. With additional sorting to stabilize the
846 algorithm, cvMDL-sorted slightly further reduces the errors of cvMDL, which is consistent
847 with the observations in the 1d case. In the pre-asymptotic regime when the budget is small,
848 the models selected by cvMDL have relatively large fluctuations, but these stabilize for larger
849 budgets. More results from this experiment are presented in Appendix B.1.

850 6.3. Brittle fracture behavior of a fiber-reinforced matrix. We investigate a two-dimensionall]
851 fiber-reinforced matrix, a subject commonly explored in the field of fracture mechanics. Our
852 Qol is the maximum load that induces brittle fracture within the matrix region adjacent to the
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Figure 6: Geometric Brownian motion. (a): Mean w(x)-weighted L? error between Fy and
the estimated CDFs given by ECDF, ¢vMDL, and cvMDL-sorted, with the 5%-50%-95%
quantiles to measure the uncertainty. (b): Frequency of different models selected by cvMDL;
cf. optimal model losses in Figure 11. (c) Estimated ps(x) from (3.6) when & = {1} using
50,000 i.i.d. samples for & € T.

fiber. To obtain the Qol, we solve a quasi-static, two-dimensional finite element problem. Fig-

Vp =10-€y

frhrthredne

Random , o Lower Upper Probability
e variable Property  Mean  COV; (%) boundary boundary distribution
R p1 k (GPa) 55 5 45 60 Truncated normal
P2 v 0.25 5 0.20 0.30 Truncated normal
m D3 G. (GPa) 1 10 0 00 Lognormal
3Ly ¢ @ D4 Ly(cm) 1 - 0.9 1.1 Uniform
2 Ds Ly (cm) 1 - 0.9 1.1 Uniform
D6 R (cm) 0.5 - 0.4 0.6 Uniform
p7 ap (cm) 0 - —0.05 0.05 Uniform
_ D8 ay (cm) 0 - —0.05 0.05 Uniform
D
a. Coefficient of variation COV,; = 100 X o;/E[p;] for ¢ =1,...,8.

3Ly

Figure 7: Fiber-reinforced matrix. Left: Geometry, loading, and boundary condition. We
consider the domain D = [~1.5Ly,1.5Ly] x [-1.5Ly,1.5Ly] € R? including a circular hole
of radius R at (ap,ay) in the e; and e directions of the center lines. Right: Properties of
the eight random inputs in the fiber-reinforced matrix. Here, k is the Young’s modulus and
v is the Poisson ratio, see Appendix B.2 for details.

ure 7 (left) shows a square plate of length 3L in the e; direction and 3Ly in the direction with
a circular inclusion of radius R. In the domain D = [~1.5Ly,1.5Ly] x [-1.5Ly, 1.5Ly] € R?,
the loading is given by an applied normal displacement v,, = ¥ - e3 on the boundary I'y.
The other boundaries, denoted I'p, are free, corresponding to zero displacement on I'p. The
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3.0 3.0
2.5 2.5
20 20
5 5
<15 <15
] A
1.0 1.0
0.5 0.5
0.0 0.0{ L VL NNV
0.0 05 1.0 15 2.0 25 3.0 0.0 05 1.0 15 2.0 25 3.0 0.0 05 1.0 15 2.0 25 3.0
3Ly (cm) 3Ly (cm) 3Lu (cm)
(a) Fine mesh (53,766 DOFs) (b) Coarse mesh (13,416 DOFs) (¢) Coarse mesh (975 DOFs)
3.0 3.0
25 2.5
20 20
5 N7 5
<15 y <15
A y ]
1.0 y 1.0
0.5 . 0.5
0.0 VAR y L\ 0.01 L NNV V)
0.0 05 1.0 15 2.0 25 3.0 0.0 05 1.0 15 2.0 25 3.0
3Ly (cm) 3Lu (cm)
(d) Coarse mesh (324 DOFs) (e) Coarse mesh (195 DOFs)

Figure 8: Fiber-reinforced matrix. The fine finite-element mesh in (a) is used to generate the
high-fidelity Qol Y, while the coarse meshes in (b)—(e) are used to generate the low-fidelity
Qols X1, Xo, X3, X4, respectively.

closure of the domain is D = DUT, with I' = I'p UT' . The unknowns are the displacement
field u = (u,v)T € R? and the scalar damage variable ¢4 € R in the domain D of the elastic
body. This setup models the traction experiment of a fiber-reinforced matrix [1, 6], with the
corresponding boundary value problem as described in [25]. The PDE formulation is: find
u(x) and ¢4(x) for x = (z1,22)T € D, such that

(6.1) [(1 = ¢a(x))* + q]V - o(x) = 0,
(6.2) —GloVihg(x) + [% + 2H(x)} ba(x) = 2H (x),

with corresponding boundary conditions on I'y and I'p. The full model details, including
definitions for ¢y, o, q, and H are shown in Appendix B.2. We consider eight input random
variables, p1, ... ps, which are stemming from material properties and geometries, see Figure 7
(right).

6.3.1. High-fidelity and low-fidelity models. The model (6.1) and (6.2) for brittle frac-
ture analysis is solved using an iterative solver, wherein we solve for the scalar damage variable
(¢q) using the displacement fields (u). Subsequently, the updated damage variable is used
to solve for the displacement field, and the process is repeated until the difference between
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the current and previous iterates becomes less than the user-defined tolerance § < 1. We set
§ = 5x 1073 for the high-fidelity model, and § = 5 x 1072, 0.2, 0.4 for the lower-fidelity mod-
els. Figure 8 shows a fine mesh and several coarse meshes used for the high and low-fidelity
models, respectively. The details of the high and low-fidelity models, including CPU times to
implement finite element analysis, are reported in Table 2, which also reports (normalized)
model costs. The oracle correlations between the Qol (Y) of the high-fidelity model and its
low-fidelity Qols X1, X3, X3, X4 are 0.96, 0.93, 0.87, and 0.74, respectively.

Table 2: Fiber-reinforced matrix. Comparison of the high-fidelity and four different low-
fidelity finite element models to compute the Qol.

Model type Tolerance (§) DOFs CPU time (s)* Normalized cost”
High-fidelity, YV 5x 1073 53,766 250.51 108.9
Low-fidelity 1, X3 5x 1072 13,416 20.95 9.1
Low-fidelity 2, X5 0.2 975 2.97 1.3
Low-fidelity 3, X3 0.2 324 2.50 1.1
Low-fidelity 4, X4 0.4 195 2.30 1
a. The CPU time is averaged over 5 trials.
b. The cost is normalized so that sampling X4 has unit cost.
x 108 Maximum load=Qol -
= g0
) ®
s .
N 0.72
<]
T% 0.60
';;G 0.48 C
> 110.36
s §0.24
£ §0.12
3
: A ®0.00
0.0 0.1 0.2 0.3 04 0.5 0.6 0.7
Displacement, v (cm)
(a) Load-displacement curve b) Damage variable contour

Figure 9: Fiber-reinforced matrix. Finite element analysis results: (a) The ultimate tensile
load in the load-displacement curve is recorded as the Qol. (b) the damage variable con-
tour shows the degree of damage (0 < ¢4 < 1) that occurred in regimes ‘A’—D’ of the
load-displacement curve, indicating that brittle fracture occurred at the top of circular hole
advances in the regime ‘A’ to ‘B’ before a complete fracture occurs in regime ‘D’.

We measure the maximum tensile load as a Qol from the load-displacement curve. Fig-
ure 9a presents the relationship between the resulting load and the imposed displacement on
the top of the fiber-reinforced matrix. As the applied displacement v at the top increases from
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0 cm to 7.5 x 1072 cm, the resulting load exhibits an almost linear increase until the structure
begins to sustain damage. Upon reaching a peak load, the rate of change of the resulting load
over displacement significantly decreases. This behavior is observed from regimes ‘A’ to ‘B’
in Figure 9a. The regimes occur due to the partial fracturing of the matrix, as indicated by a
damage variable of value ¢y = 1 in Figure 9b. There is another substantial drop in load from
regimes ‘C’ to ‘D’, presenting complete fracture throughout the entire domain of the matrix.
The maximum tensile load at ‘A’ is represented as a scalar; thus, for the high-fidelity Qol we
have d = 1, while for the low-fidelity Qols we have di = do = ds = d4 = 1.

Table 3: Fiber-reinforced matrix. Comparison of the accuracy of cvMDL*-sorted and ECDF
in estimating CDF, mean, standard deviation, and CVaR at 8 = 0.99 for the Qol (the ultimate
tensile load). We present the mean error of these estimates relative to oracle estimates obtained
from 5500 i.i.d. high-fidelity samples (B = 577,170) over 100 trials.

Method CDF (error)® Mean (-)”  Standard deviation (-)® CVaRg.g9 (-)P
Budget B = 20,000

cvMDL*-sorted 2.192 x 1074 1.559 x 103 2.291 x 10~2 6.698 x 1073

ECDF 3.916 x 10~4 2.991 x 1073 3.837 x 1072 9.435 x 1073
Budget B = 35,000

cvMDL*-sorted 1.194 x 104 1.168 x 103 1.575 x 102 5.531 x 1073

ECDF 2.269 x 10~4 2.311 x 1073 2.955 x 1072 7.577 x 1073
Budget B = 50,000

cvMDL*-sorted 8.441 x 1075 8.957 x 10~4 1.340 x 102 4.846 x 1073

ECDF 1.627 x 10~* 1.983 x 103 2.670 x 10~2 7.102 x 1073

a. We determine the mean w(z)-weighted L? error between Fy and the estimated CDFs given by cvMDL*-sorted
and ECDF. The mean w(z)-weighted L2 errors are averaged over independent 100 trials.

b. We use the mean relative error of the estimates in the comparison of the oracle estimates over independent 100
trials.

6.3.2. Results for CDF, mean, standard deviation, and CVaR estimation. The high-
fidelity simulations are costly enough here that we must approximate the oracle solution with
limited samples: 6000 high-fidelity simulations are generated, and we randomly select 5500
to estimate a quantity. We generate an ensemble of 100 such instances and use the average
as the oracle. For the multi-fidelity procedure, 6000 joint high- and low-fidelity samples are
used as the pool from which model samples are drawn. We investigate three budget values
as reported in Table 3. Over the corresponding 100 trials, cvMDL*-sorted predominantly
selects the model subset S = {2,4} (selected 95, 96, and 98 times for the 3 budget values,
respectively) and less frequently selects the model subset S = {4} (selected 5, 4, and 2 times,
respectively) from the model set {1,2,3,4}. This process yields averaged optimal exploration
sample numbers m&g = 140, 245, and 350 for each respective budget B.

In Table 3, cvMDL*-sorted surpasses ECDF in terms of mean errors for CDF, mean,
standard deviation, and CVaR at a = 0.99 for the Qol. The second column of Table 3 reports
the mean-weighted L? error for Fy over Y € [1.5 x 10,3 x 10°] (N). The last four columns of
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that table show that the proposed cvMDL approach yields nearly twice the accuracy compared
to the ECDF method, and this increased accuracy extends to the estimated statistics and risk

metric.

. 0.142
—~2.370 °
2 as 20.140 . 212
=T 20138 . Z2.70 ]
32.355 + . = 5 =268 W
< 2.350 ’ Q>0.133 § 5 66
52345 T0.130 o= k :
£2.310 70.128 2264 .
2.335) 5 ° 2.62 -
Oracle ECDF cvMDL* Oracle ECDF cvMDL* 7 Oracle ECDF cvMDL*
-sorted -sorted -sorted
(a) Mean (b) Standard deviation (¢) CVaRg.99

Figure 10: Fiber-reinforced matrix. (a): Boxplots of the mean of Qol, computed by ECDF
and cvMDL*-sorted when B = 50,000 with 100 experiments. (b): Same boxplots for the
standard deviation of Qol. (c): Same boxplots for CVaR (a=0.99).

Figures 10a—10c present the results of the statistical mean, standard deviation, and CVaR
at a = 0.99 via boxplots. The cvMDL*-sorted method achieves higher accuracy than the
ECDF by a significant margin when compared to the oracle results. The box plots demonstrate
that the statistical estimates by the cvMDL*-sorted method exhibit a lower spread than those
of the ECDF, showing that cvMDL*-sorted estimates have smaller variance for this example.

7. Conclusions. We developed a versatile framework for efficiently estimating the CDFs
of Qol subject to a budget constraint. To implement this framework, we constructed a set
of binary control variables based on linear surrogates and used them in an adaptive meta
algorithm (cvMDL) that estimates the CDFs. We established both uniform consistency and
trade-off optimality for the corresponding algorithm as the budget tends to infinity.

Although the proposed framework is built upon an existing bandit-learning paradigm,
our treatment of exploration and exploitation distinguishes itself from the previous works.
In particular, the new approach employed in our framework leads to innovative estimators
that dramatically relaxes the reliance on underlying model assumptions. Furthermore, the
approach allows for the treatment of different types of Qols, both vector- and scalar-valued.
To the best of our knowledge, our framework provides the first robust multifidelity CDF
estimator under a budget constraint that can deal with both heterogenecous model sets and
multi-valued Qols at the same time, meanwhile requiring no a priori cross-model statistics.

Appendix A. Proofs of the main results.

A.1. Proof of Theorem 5.2. Sort the entries of T' in increasing order: z(1) < ... < z(M),
where M is the product of each dimension M; of T: M = M;---My. At the beginning
of the algorithm, the index of z(1) is strictly decreasing in each direction. As a result, z(1)
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arrives at the entry of T' with index (1,...,1) after a finite number of iterations, and after
that, it remains unchanged in the subsequent iteration. In fact, for every s < M, assuming
2 .., 2(8) have reached their final positions after which no change occurs, the index of z(st1
is decreasing in each direction if the algorithm has not converged yet. The result follows by
noting that M is finite, and a stationary point must possess the desired monotonicity.

A.2. Proof of Lemma 5.8. This section contains the proofs of statements (i) through
(vi) in Lemma 5.8. The proof of statement (ii), the asymptotic consistency of Bg+, is a direct
result of the strong law of large numbers, so we omit this proof.

A.2.1. Proof of Statement (i). We only prove (5.15b) as the proof for (5.15a) is similar.

Denote by e; the ith unit vector in R?, i.e., egj) = 0;5,j € {1 : d}, where § is the Kronecker
notation, and e := . (1:) € is the all-ones vector in R%. For fixed € R¢, without loss of
generality, we assume Fy(q)yy (T) < Fy Bgi)VY (x), as the other case is similar by reversing
Fy(ayvy(z) and FV(BS+)Vy(cc). Meanwhile,

V(Bs+) VY <x=V(A) VY <zx+Azxz=V(A) VY — |Az| e < z,
where

Az= > [XL(AD — BY))e..
ie{1:d}

Hence, under Assumptions 5.3 and 5.6, for ¢ > 0,

[Fvayy (&) = Fysg vy (@) = Fys,, vy (@) — Fyayvy (o)
< Fyayvy—||az)we(®) — Frayvy (T)
< Fyayy—te(®) — Fyayy (z) + P ([[Az|lo > 1)
= Fyayy (x +te) — Fyaywy (®) + P (Ao > t)
scovir+ Y P(IXE (A9 - BY)|» > t)
1€{1:d}

(5.13) 1 ) (@) 2
< oVt 5 Y A9 - BYS
1e{1:d}

where the penultimate inequality follows from the Lipschitz condition on Fy,(4)yy and a union
bound, and the last inequality follows from Markov’s inequality. Taking ¢ = ||A — Bg+ H%/ s
yields the desired result.

A.2.2. Proof of Statement (iii). We only prove the first statement; the second can be
proved similarly. Recall that

o 5 1
Fp (#) =G(Bsy;z)  G(Ajz):= " {z: }1{(X;Y,Z,S+A)Téfc} A € RUs+)xd
e{lm
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964 where X, o s+ denotes the fth exploration sample of Xs with intercept. It follows from the
965 direct computation that

966 sup |FA (x) — Frg(x)|

zEeR?
67 Be.: T B.\T T . \T T T
967 < sup |G(Bg+;x) —P((Xg+Bs+) <z)|+ sup |P(Xg4Bs+) <z)—-P(Xg+Bs+) <)
xeR? xR
. ) T AT T R.\T T T
968 < sup sup |G(A;xz) —P((XgyA) <x)| + sup |[P(Xg4 Bs+) <z)—-P((Xg+Bgs+) <)
AcR(ds+1)xd peRd zERd

969 = sup P((X4:Bs+)' <@) —P((X& Bst)' <)

AeR(dSJrl) xd

G(A;0) — E[G(A; 0)]‘ + sup

xcR4

g

970 Ama Am 2

971  where Xg+ a general notation that is independent of §3+ and O is the all-zeros vector. Note
972 that A, 1 has no supremum over @ since one is able to alter the intercept coefficients in A to
973 yield different values of & € R? without changing the coefficients of Xs. In what follows, we
974 show that both A,, 1 and A,, > converge to 0 a.s.

975 To bound A, 1, we appeal to the empirical process theory. For any A € R
976 the indicator function 1 {(X] ., A)T<0} < 1. According to Massart concentration inequality [7,

(ds+1)><d
’

977 Theorem 14.2], we have for any ¢ > 0 such that

978 P(Am1 > E[Ay 1] +t) < exp(—mt?/8).

979 Taking t = 44/logm/m,

m

1
080 (A.1) P (Am,l > E[Apm1] + 44/ -2 m) <m™2

981 Since Y, m~2 < oo, by the Borel-Cantelli lemma, we conclude that

logm

982 (A.2) A1 <E[An1]+4
983 m

984 for all sufficiently large m a.s. To bound E[A,, 1], note that the supremum in E[A,, 1] is taken
985 over all indicator functions defined on d intersections of hyperplanes in R (the constant
986 dimension is only a shift), which has a finite Vapnik-Chervonenkis (VC) dimension of order
987 dsdlogd [4]. According to [34, Theorem 8.3.23], there exists a universal constant C” such that
988 E[Ap1] < C'y/dsdlogd/m. This combined with (A.2) shows that A, 1 — 0 a.s.

989 To bound A, 2, note that by Statement (ii) in Lemma 5.8, a.s., for all sufficiently large
990 m, lBS+ — Bg+||F < € where ¢ is the same as in Assumption 5.6. Since Xg+ is independent
991 of Bg+, condltlomng on HB$+ — Bs+||r < € and applying Statement (i) of Lemma 5.8,
992 Ama S |Bg+ — BS+HF/ . Now taking m — oo shows A, 2 — 0 a.s.
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A.2.3. Proof of Statement (iv). Note K,(z) + Kao(z) = Fy(x)(1 — Fy(z)), which is a
consistent estimator for Fy (x)(1 — Fy(x)) for all z € R? a.s. as a result of the strong law of
large numbers. Therefore, it suffices to prove the consistency for ICo(x) only.

Note Ka(x) in (5.3) can be rewritten as
(Fy (@) —Fy (@)Fg _(@))? 5
o~ ~ Sl — E F’\ [0)
(A3)  Ka(z) = () By (x)(1 — Fy(z)) = Py @ (1-Fp_(@)) @ € (supp(F))
0 otherwise
where
(Fy, g (@) —Fy (@)Fg (@) . R
= = = = Fy))°n F5 ))°
P(2) = { Fag@-Fp @) Fr@0-Fr@) ©C (supp(Fy))” O (supp(Fg))
0 otherwise
is the empirical estimator for p%(x). On the other hand,

(Fyvag(@)—Fy (x)Fr g (x))? o
(A.4) p%(a:)Fy(a:)(l _ Fy(w)) _ F;S(m)(l—FHS(aS) €T € (Supp(FHs))
0 otherwise

Comparing (A.3) and (A.4), the desired result follows from statement (iii) in Lemma 5.8.

A.2.4. Proof of statement (v). We prove the consistency of %2(8); the consistency
of k1(S) can be proved similarly. By statement (iv) in Lemma 5.8, Ko(x) converges to
p%(x)Fy (z)(1 — Fy(z)) for all z € R? as m — oo a.s.

We first prove the first case where d = 1 and [|w||z @) = C' < 0o, and we change the
notation @ to the lowercase x. Under the moment condition in Assumption 5.3, according to
[5, Theorem 2.13],

W (Fr. By) = / By (2) — By (2)ldz — 0 m — oo,
R

where W7 is the Wasserstein-1 metric. Fix an arbitrary trajectory in the sample space such
that Ka(z) — p%(z)Fy(z)(1 — Fy(z)) and [ |Fy(z) — Fy(z)|dz — 0. In the following, we
treat ICo(z) as a deterministic sequence.

To show the consistency of EQ(S ), it remains to justify the change of order of taking limit
and integration:

lim k(S) = lim cs/Rw(x)ng(x)dx:cs/ lim w(z)Ko(x)dz

m—o0 m—0o0 R m—0o0

= s / (i) () Fyr () (1 — Fy (2)dz = ks(S),
R

for which we appeal to the Vitali convergence theorem. To apply the Vitali convergence
theorem, we need to verify that the sequence w(x)Ka(z) is uniformly integrable and has
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absolutely continuous integrals. To this end, recall the representation ICo(z) in (A.3). Since
the square of the empirical correlation estimator is bounded by 1, a.s.,

w(2)Ka(z) < w(z)Fy (2)(1 — Fy (2)) < % <C.

The absolutely continuous integrals part follows immediately from the uniform boundedness.
For uniform integrability, we first observe

/ lw(z)Fy (2)(1 — Fy (2)) — w(z)Fy ()1 - Fy(z))]dz < / w(@)|Fy (z) — Fy (2)|de
R R

< C’/R By () — By (2)|de — 0.

Thus,
/ w(z)Ce(z)dx < / w(z)Fy (2)(1 — Fy(z))dz
|z|>M |z|>M
< / w(2) Py (2)(1 — Py (2))dz + C By (z) — Fy (2)|dz
|z|>M |z|>M

5/ (’;dx+c/ By (2) — Fy(2)|da,
|z|>M L R
where the last step follows from Assumption 5.3 and Chebyshev’s inequality. For every & > 0,
we can choose m and M sufficiently large so the right-hand side is less than €. The uniform
integrability follows by enlarging M to accommodate the first m terms.

The proof for (b) is similar. It suffices to verify the change of order for the sequence
w(x)a(x). Since w(x)2(x) < w(x) and the latter is integrable and independent of m, the
dominated convergence does the rest.

A.2.5. Proof of statement (vi). For x € (supp(Fnug))°, it is easy to show via a con-
tradiction argument that & € supp(F ﬁs) for all sufficiently large m a.s. By statement (iii)

in Lemma 5.8, ﬁy\/ As and ﬁﬁs are consistent estimators. Meanwhile, F\y(w) is a consistent
estimator for Fy (x) due to the strong law of large numbers. Therefore, we obtain

aay - i@ - B @ @) B ()~ Fy (@) P (@)
Fg (2)(1 - Fg (@) Fps(z)(1 - Fugs(x))
as m — oo almost surely.

A.3. Proof of Lemma 5.10. Recall in (5.10) that

~ ~ 1 o~ 1 PO
Fs(@)=Fy(@)— — Y | a(@hs(Xepresi®) — e D a@)hs(Xepris; @)
Le{l:m} s je{1:Ns}

~

~ - - 1
= Fy(z) — a(z)Fg_(x) + a(z) ste{é;v }1{(X;t,j,8+§8+)TSw}
:Ns
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1054 Thus,
105 sup |Fs(x) — Fy(@)| < sup |[Fy(x) — Fy(z)|+ sup |a(z)(Fg () — Fug(x))|
zeR? zcR4 zeR?

1056 + a(x) ! Z 1 Fy4 ()

056 sup |a(x) | — = — Fy.(x
xeRd Ns je{L:Ns} {(X Gt g5+ Bs+)T <=} s

(5.9) ~ ~

1057 < sup |Fy(x) — Fy(x)|+ sup ’Fﬁs (x) — Frg(x)|

xR PASRT
() (i)

1058 + : Yoo Fo ()

5 sup || — P — Fpg.(x
wert |\ Vs ;05 {(X 54 Bst)T <2} s

1059 (ii4)

1060 Note (i) converges to 0 as m — oo due to the multivariate Glivenko-Cantelli theorem. (i7)
1061 converges to 0 as m — oo due to statement (iii) in Lemma 5.8. A similar argument as in
1062 the proof of statement (iii) of Lemma 5.8 can be used to prove that (iii) converges to 0 as
1063 Ng — 00, which is not repeated here.

1064 A.4. Proof of Theorem 5.7. To reduce notational confusion with m, we use ¢ to denote
1065 the number of exploration samples. The exploration rate m grows nonlinearly with respect
1066 to an index that counts the iterations of the exploration loop in Algorithm 5.2. We let ¢
1067 denote the loop iteration index, and ¢, the corresponding exploration rate, i.e., t; = n + 2.
1068 Let g(B) be the total number of exploration iteration steps in Algorithm 5.2, which is random.
1069 It follows from the definition that ¢,gy = m(B) and

(A.5) n4+1<t, <ty <2t 1<q<q(B).

IS
o

1072 Wefirst show that m(B) diverges as B — o0 a.s. According to statement (v) in Lemma 5.8,
3 k1(S) = k1(S), ka(S) — k2(S) for S C {1 : n} a.s. As a result, for almost every realization
1074 w € Q, where € denotes the product space of exploration samples, there exists an 0 <

1075 L(w), L' (w) < oo,

1076 sup max ki (S;w) < L(w) < oo inf  min /I%Q(S;CU) > L'(w) >0
1077 t>n+18C{lin} t>n+18C{1:n}

1078 The exploration stopping criterion of cvMDL in Algorithm 5.2 requires that

N B
1079 m(B;w) = Mg g, = — — 00 B — 0.
epr
1080 Cepr T+ \/ “L7(w)
1081 Thus,
1082 (A.6) lim m(B;w) = oo.
1083 B—oco
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_ We now work with a fixed realization w along which m(B;w) — oo as B — oo, and
k1(S), k2(S) converge to the true parameters as t — oco. We prove that both (5.14a) and
(5.14b) hold for such an w. Fix ¢ < 1/2 sufficiently small. Since S* is assumed unique, a
continuity argument implies that there exists a sufficiently large T'(d;w), such that for all
t>T(6;w),

~

(A7) max Ls-(m;t) < Li(t)

min
(1=8)m¥. §m§(1+5)mg* SC{1:n},S#S*

i
(A.8) 1—5§W§1+5 ¥S C {1:n},
S

where ES*(-; t) is the estimated loss function for §* using ¢ exploration samples, and Eg(t) is
the estimated L% in (3.11) using ¢ exploration samples.

Since mj scales linearly in B and m(B;w) diverges as B — oo, there exists a sufficiently
large B(d;w) such that for B > B(d;w),

A9 i s > 4T(6;
(A.9) sdiin ms > (d;w)
(A.10) tq) = m(B;w) > 4T (6;w).

Consider ¢’ < ¢(B) that satisfies ty_1 < T'(d;w) < ty. Such a ¢’ always exists due to (A.10),
and satisfies

(A.5) (A9) 1 (A.8),5<1/2
ty < 2ty <2T(6;w) < - min m3 < ms(ty;w).

This inequality tells us that in the ¢’-th loop iteration, for all S C {1 : n}, the corresponding
estimated optimal exploration rate is larger than the current exploration rate. In this case,

Ls(ty v ms(tyiw)ity) = Ls(s(tyiw)ity) = Lalty) VS C {1:n).

This, along with (A.7) and (A.8), tells us that S* is the estimated optimal model in the current
step, and more exploration is needed.
To see what t,4; should be, we consider two separate cases. If 2t < m%.(ty;w), then

T(;w) < tgs1 = 2tq < Mg (tg;w) < (1+0)ms-,
which implies

(A-8)

(All) (1 — 5)m:§* < tq/+1 V f)’\l‘*g* (tq/+1;W) < (1 + 5)m:§*
If ty < m&.(ty;w) < 2ty, then
t / A** t /; ~ (A8)
twr = | LIS < gty S (14 o

which also implies (A.11). But (A.11) combined with (A.7) and (A.8) implies that S* is again
the estimated optimal model in the (¢’ 4+ 1)-th loop iteration. Applying the above argument
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inductively proves S(B) = S*, ie. (5.14b). Note (A.11) holds true until the algorithm
terminates, which combined with the termination criteria t,g)y > Mms. (typ);w) > (1 —0)m5s.
implies
: t
1_s<mBW) _tap)

mj‘g* mj‘g*

(5.14a) now follows by noting that ¢ can be set arbitrarily small.

Finally, let F'(zx; B) be chosen as in (5.10) with § = §*, m = mj%. and Ns = (B —
CeprMés)/cs+. Note both m, Ng are deterministic and diverge as B — co. By the triangle
inequality,

sup |F(a; B) — Fy ()| < sup |F(z; B) — F'(2; B)| + sup |F'(x; B) — Fy ().
xER4 R4 R4

As B — o0, the first term on the right-hand side converges to 0 due to (5.14a) and (5.14Db)
in Theorem 5.7, and the second term on the right-hand side converges to 0 due to Theorem
5.10. This proves (5.14c).

Appendix B. Additional numerical results.

B.1. Additional results for geometric Brownian motion in Subsection 6.2. We present
two figures that provide experimental results to supplement those presented in Subsection 6.2.
A plot of the oracle CDF is visualized in Figure 11 (left, middle). The oracle model loss and
exploration sample count are in Figure 11 (right). Figure 12 shows an instance of a heatmap of
the absolute estimation errors of ECDF, cvMDL, and cvMDL-sorted when B = 10%, providing
supporting evidence that cvMDL is more accurate than ECDF on T.

10 Model § Vs mg
{1} 11.3 613
{2} 13.7 232

06 {3} 232 902
{1,2} 122 59
0.4
{1,3} 11.6 606
02 (2,3} 142 790

{1,2,3} 124 581

(a) (b) ()

Figure 11: Geometric Brownian motion. (a)-(b): Oracle CDF of (Smin, Smax) in the high-
fidelity model computed using 10° Monte Carlo samples. (c): Oracle scaled loss ys (3.11) and
the optimal exploration sample count m§ (3.11) for budget B = 105, computed using 50,000
samples.
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. 0.030

0.025

) 0.020

. 0.015

0.010

’ 0.005

0.6 0.8 1.0 0.6 0.8 1o 00

(a) (b) ()

Figure 12: Geometric Brownian motion. An instance of absolute pointwise estimation errors
of (a) ECDF, (b) cvMDL, and (c) cvMDL-sorted for budget B = 10°.

B.2. Additional results for brittle fracture in Subsection 6.3. We present additional
experimental details that supplement those presented in Subsection 6.3.

Recall the boundary value problem in (6.1) and (6.2). The boundary conditions on I'y
and I'p are

x on ['y,

(1= ¢a(x))* + gV - o (x
u(x
V(Z)d(x) ‘n =

Vn,
0, xonlp,
0, xony,

OV (e(x))
De(x)

ptr(e(x)?) is the elastic energy density with 4 and A the Lamé constants, i.e.,

1
where ¢ < 1, o(x) = is the Cauchy stress tensor, and ¥(e(x)) = 5)\(‘51"(e(x)))2 +

QA+ -20) 20+

A=

1
with Young’s modulus x and Poisson’s ratio v, and €(x) = 3 [Vu(x) + Vu(x)T] is the small

strain tensor. In (6.2) the history variable H(x) is defined as:

Hix) = {\me(x)), W(e(x)) < Hi(x)

’ L i=1,2,...,n,
H;(x), otherwise

where H;(x) is the strain energy computed at ith step of the discretized load, which corre-
sponds to the iterative solver stage v; - e2, with 9; € [0, 7].
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