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Abstract. This paper addresses congested transport, which can be described, at macroscopic scales, by
a continuity equation with a pressure variable generated from the hard-congestion constraint (maximum
value of the density). The main goal of the paper is to show that, in one spatial dimension, this
continuum PDE can be derived as the mean-field limit of a system of ordinary di↵erential equations
that describes the motion of a large number of particles constrained to stay at some finite distance
from each others. To show that these two models describe the same dynamics at di↵erent scale, we will
rely on both the Eulerian and Lagrangian points of view and use two di↵erent approximations for the
density and pressure variables in the continuum limit.
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1. Introduction

In this paper we consider a simple one dimensional model for congestion dynamics of N particles
moving along the real line. Their desired velocity field is given by the gradient of a smooth potential
� : R ! R, but the actual motion of the particles must balance this velocity with a hard congestion
constraint, which requires that the particles remain at some distance 2r > 0 from each other at all time.
As in [15], we assume that the actual velocity of each particle is then the projection of the desired velocity
onto the set of feasible velocities so that the trajectories preserve the non-overlapping constraint (2).
Denoting by xi(t) the center of particle positions, the equation is

ẋi(t) = ��
0(xi(t))�N(�i(t)� �i�1(t)), 8t 2 [0, T ], 8i = 1, . . . , N. (1)

Here the �i(t) are Lagrange multipliers introduced to enforce the non-overlapping condition which reads:

xi+1(t)� xi(t) � 2r, 8t 2 [0, T ], 8i = 1, . . . , N � 1. (2)

The equation for �i(t) is then given by (see [15]):

�i � 0, �i(xi+1 � xi � 2r) = 0, 8t 2 [0, T ], 8i = 1, . . . , N � 1. (3)

Since the first and last particles are unconstrained from one direction, we have

�0(t) = �N (t) = 0, 8t 2 [0, T ]. (4)

Finally, we supplement (1) with initial data xi(0) := x
0
i
where the x

0
i
satisfy the non-overlapping condi-

tion (2). The derivation of (1) and in particular the role of condition (3) will be made clear in Section 2.
We refer to [15] (see also [13]) for a further interpretation of this system, its generalization in higher
dimension, and its connection to sweeping processes. We will also provide a proof of the existence and
uniqueness of solutions (see Proposition 1.4), using a slightly di↵erent discrete-time scheme than the one
used in [15], with an emphasis on the macroscopic limit.

When the number of particles N is very large and the radius r scales like 1/N (so that the total
volume occupied by the particles stays of order 1), we would like to describe the dynamics encoded by
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the system (1)–(4) by some e↵ective macroscopic equation that does not track the position of individual
particles, but instead models the evolution of a density distribution function ⇢(t, x). The description
of hard congestion at such macroscopic scale has been a popular topic of research in recent decades,
with applications in particular in the modeling of crowd motion [14, 16, 15, 1, 13, 11, 21, 12], tumor
growth [18, 10, 17, 4] and aggregation phenomena [3, 9, 8]. At the macroscopic level, the non-overlapping
constraint is usually expressed by prescribing a maximal value for the density of particles, leading to the
following equation:

@t⇢� @x(⇢(@x�+ @xp)) = 0, p � 0, 0  ⇢  1, p(1� ⇢) = 0, in (0, T )⇥ R, (5)

where the pressure function p(t, x), like the �i(t) in (1), is a Lagrange multiplier which enforces the
maximal density (or “incompressibility”) constraint ⇢  1.

In many of the references mentioned above (see for instance [1, 10, 18, 3]), the equation (5) is derived
as the limit of a nonlinear di↵usion model (the so-called incompressible limit of the porous media
equation). In [15] it is introduced directly by defining the velocity field �@x� + @xp as the projection
of the spontaneous velocity �@x� onto the set of feasible velocity fields, which preserves the constraint
⇢  1. This interpretation of (5) shows that the microscopic and macroscopic models rely on the same
underlying mechanism: hence one might expect that when the number of particles N is very large and
the size of the particles r satisfies r ⇠

1
N
, the solutions of the system (1)–(4) can be e↵ectively described

by a density distribution solving (5).
It is important to point out that such convergence does not appear to be true, at least with any

straightforward extension of the microscopic system, in dimensions higher than 1: this is because the
dynamics of the microscopic model is much richer than that of the macroscopic one in higher dimensions.
More precisely the cluster shape of packed particles depend sensitively on the particle shape, while the
macroscopic limit loses this information [15, Section 5]. We refer to section 4 of the survey article [8] for
further discussions on this issue as well as a review of di↵erent approximations and partial results in this
direction. In contrast, our goal in this article is to stay in one space dimension and make the derivation
of (5) from (1)–(4) rigorous. We will show that the empirical distribution

⇢N (t, x) :=
1

N

NX

i=1

�(x� xi(t)), (6)

where x1(t), . . . , xN (t) solve (1)–(4) for some appropriate initial data, converges to a solution of (5) when
N ! 1 with 2r = 1/N .

An interesting challenge, even in this one dimensional framework, is that the empirical distribution
⇢N (t, x) is ill-suited for a derivation of the pointwise macroscopic constraint ⇢  1. This will lead us to
introduce another approximation of the macroscopic density:

⇢̃N (t, x) =
N�1X

i=0

1

N(xi+1(t)� xi(t))
�[xi+1(t),xi(t))(x), (7)

for which the constraint ⇢̃N  1 is equivalent to (2) (note that in order to keep the mass of ⇢̃ equal to 1,
we added a point x0(t) := x1(t)�

2
N
). Lemma B.1 shows that ⇢N and ⇢̃N are vanishingly close in some

weak sense.

The main idea to establish a rigorous link between (1)–(4) and (5), is to proceed as in [6] and interpret
the particle index i as a discrete Lagrangian variable by defining

�s =
1

N
, si = i�s, i = 1, . . . , N,
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and introducing functions XN (t, s) and ⇤N (t, s) such that

XN (t, si) = xi(t), ⇤N (t, si) = �i(t), i = 1, . . . , N.

When 2r := 1
N

= �s, the formal limit N ! 1 of (1)–(4) yields
⇢
@tX = ��

0(X)� @s⇤ in [0, T ]⇥ [0, 1]
⇤(t, 0) = ⇤(t, 1) = 0 in [0, T ]

(8)

together with the condition

⇤ � 0, @sX � 1, and ⇤(1� @sX) = 0, for almost every (t, s) 2 [0, T ]⇥ [0, 1]. (9)

Theorem 1.5 will make the above computations precise, providing a first rigorous derivation of (5)
from the Lagrangian framework of particle dynamics. For a quick illustration, we first present here a
formal derivation of the system (8)–(9) from (5). For a given density ⇢(t, x), the pseudo-inverse of its
cumulative distribution function (or the quantile function) is given by

X(t, s) = X⇢(t)(s) := inf

⇢
x 2 R

����
Z

x

�1
⇢(t, y) dy � s

�
, (t, s) 2 [0, T ]⇥ [0, 1], (10)

we can think of X(t, s) as the ‘location of the particle at time t corresponding to the s–th percentile.’
For later purposes, we note that this relation can be inverted using the push-forward map (c.f. [19,
Proposition 2.2]):

⇢(t, ·) := X(t, ·)#(ds), (11)

where ds denotes the restriction of the Lebesgue measure on (0, 1). When ⇢ is bounded, (10) implies
Z

X(t,s)

�1
⇢(t, y) dy = s. (12)

which gives (di↵erentiating with respect to s):

⇢(t,X(t, s)) @sX = 1. (13)

We now claim that X solves (8)–(9) if ⇢ solves (5). To see this, first note that the saturation condition
p(1� ⇢) = 0 and 0  ⇢  1 can be written, in terms of p and X, as

p(t,X(t, s))(@sX(t, s)� 1) = 0, and @sX � 1.

which is (9) if we define ⇤ by

⇤(t, s) := p(t,X(t, s)), 8(t, s) 2 [0, T ]⇥ [0, 1]. (14)

Furthermore, the time derivative of (12) leads to

(@tX)⇢(t,X(t, s)) +

Z
X(t,s)

�1
@t⇢(t, y) dy = 0.

Since ⇢ solves (5), we get

0 = (@tX)⇢(t,X(t, s)) +

Z
X(t,s)

�1
@y(⇢@y(�+ p)) dy = ⇢(t,X(t, s)) (�0(X(t, s)) + @tX + @xp(t,X(t, s))).

Therefore, on the support of ⇢, we obtain

@tX = ��
0(X(t, s))� @xp(t,X(t, s)).

Observe that the saturation condition p(1� ⇢) = 0 formally implies @xp = ⇢@xp, and thus

@s⇤(t, s) = @xp(t,X(t, s)) @sX = @xp(t,X(t, s)).
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Hence the above equation for X yields (8), and we have shown the claim. The homogeneous boundary
conditions for ⇤(t, s) at s = 0, 1 in (8) correspond to the absence of pressure exerted on the left and
right-most particles.

These computations can be justified rigorously at least when the potential � : R ! R is regular
enough. Throughout the paper we assume that � is C2 and satisfies

c2 := sup
x2R

|�
00
|(x) < +1 and �(x) � c0(1 + |x|

2), for some c0, c2 > 0. (15)

Theorem 1.1. Suppose that � satisfies (15). For a given X
0 : [0, 1] ! R satisfying

X
0(s2)�X

0(s1) � s2 � s1 for all 0  s1 < s2  1, (16)

there is a unique pair X 2 H
1(0, T ; L2(0, 1)) and ⇤ 2 L

2(0, T ; H1(0, 1)) solving (8)–(9) with X(0, s) =
X

0(s).
Furthermore, the pair of functions (⇢, p) defined from (X,⇤) by (11) and (14) is the unique weak

solution to (5) with initial condition ⇢(0, ·) = ⇢
0 := X

0(·)#(ds).

Remark 1.2. We will also prove (see Lemma 3.4) that the solution of (8)–(9) satisfies

1  @sX(t, s)  @sX
0(s)ek�

00kL1 t
, 8t � 0,

where this inequality should be understood in the sense of Radon measures (both X(t, ·) and X
0 are BV

functions). This implies in particular that the function s 7! X(t, s) cannot have a jump discontinuity at
s0 unless the initial condition already had a jump discontinuity at s0. Such discontinuities correspond
to intervals where the density ⇢ vanishes so this tells us that the number of connected components of
supp ⇢(t) cannot increase in time.

Note that (16) implies in particular that X0 is monotone increasing and satisfies (X0)0(s) � 1, which
is the continuous expression of the non-overlapping condition in Lagrangian coordinates. The uniqueness
results included in Theorem 1.1 means that there is a one-to-one correspondance between the Lagrangian
formulation (8)–(9) and the Eulerian one (5) for the macroscopic description of congested dynamic in
dimension 1.

We recall here the classical definition (we refer to Appendix B for the meaning of AC([0, T ];P2) and
other preliminaries) of weak solution for (5):

Definition 1.3 (Weak solutions to (5)). For a given T > 0 and � satisfying (15), the pair (⇢, p) 2

AC([0, T ];P2)⇥ L
2(0, T ; H1(R)) is a weak solution to (5) if

p(1� ⇢) = 0, p � 0, and 0  ⇢  1 a.e. (t, x) 2 [0, T ]⇥ R. (17)

and
@t⇢ = @x(⇢@x�) + @xxp, in D

0((0, T )⇥ R). (18)

Note that, since (17) implies that @xp = ⇢@xp a.e., the pair (⇢, p) also satisfies (5).

The existence and uniqueness of weak solutions in the sense of Definition 1.3 is known (see [5] for the
uniqueness result) when the initial condition satisfies, for instance:

0  ⇢
0
 1,

Z

R
⇢
0(x) dx = 1, and supp ⇢0 is compact. (19)

The existence of (X,⇤) in Theorem 1.1 will be a consequence of Theorem 1.5 below which proves the
convergence of the system (1)–(4) to (8)–(9) when N ! 1. For the sake of completeness, we will thus
give a proof of the existence of a solution to (1)–(4):
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Proposition 1.4 (Well-posedness of the discrete system). For any r > 0 and N 2 N, given X
0 =

(x0
1, . . . x

0
N
) 2 RN such that

x
0
i+1 � x

0
i
� 2r, 8i = 1, . . . , N � 1, (20)

there exist unique X(t) = (x1(t), . . . , xN (t)) 2 H
1(0, T ; RN ) and ⇤(t) = (�0(t),�1(t), . . . ,�N (t)) 2

L
2(0, T ; RN+1) solutions of (1)–(4).

Proposition 1.4 is not new in the literature, it can be considered as a particular case of Theorem 2.10
and Remark 2.11 in [16]. However, we provide an explicit construction to clarify estimates on xi(t) and
�i(t) which are essential in passing to the limit N ! 1.

We can now make precise the construction of the functions XN (t, s) and ⇤N (t, s). For a given N 2 N
with 2r = 1

N
, consider a solution (X(t),⇤(t)) of (1)–(4) given by Proposition 1.4. We define the piecewise

constant function XN by

XN (t, s) = xi(t), s 2

✓
i� 1

N
,
i

N

�
, i = 1, . . . , N, (21)

and the continuous piecewise linear function ⇤̃N such that ⇤̃N (t, si) = �i(t) for all i = 0, . . . , N , that is

⇤̃N (t, s) := N(�i(t)� �i�1(t))

✓
s�

i� 1

N

◆
+ �i�1(t), s 2


i� 1

N
,
i

N

�
, i = 1, . . . , N. (22)

Note that XN (t, s) is given by (10) corresponding to the empirical distribution ⇢N (t, x) defined by (6).
Our motivation for the usage of ⇤̃N over a piecewise-constant interpolation is that, besides the obvious
advantage of regularity, the pair (XN , ⇤̃N ) solves (8), which makes the limiting process a little easier.

Our first convergence theorem is the following:

Theorem 1.5 (Convergence in Lagrangian coordinates). For all N 2 N, let (XN (t), ⇤̃N (t)) be the
interpolations as given above by (21)–(22). Assume further that the initial condition XN (0, s) = X

0
N
(s)

satisfies

�̄N := sup
N2N

Z 1

0
�(X0

N
(s)) ds < +1, (23)

sup
N2N

|X
0
N
(1)�X

0
N
(0)| < +1, and (24)

kX
0
N
�X

0
kL1

s(0,1)
N!1
! 0, (25)

for some X
0 : [0, 1] ! R satisfying (16). Then the following convergences hold:

XN

N!1
! X strongly in C([0, T ]; Lp(0, 1)) for any p 2 [1, 2)

and

⇤̃N

N!1
* ⇤ weakly in L

2(0, T ;H1(0, 1)),

where (X,⇤) is the unique solution of (8)–(9) provided by Theorem 1.1 with initial condition X
0.

In Eulerian coordinates, (23) reads sup
N2N

R
R �(x) ⇢

0
N
(dx) < +1 which means that the potential

energy in the system is uniformly bounded in N . It is thus essential to derive several bounds on XN

and ⇤̃N (see Proposition 3.1). The bound on the density support (24) will imply a BV bound that will
be crucial in passing to the limit in the nonlinear term �

0(XN ) (see Proposition 3.2).

Our last theorem will show the convergence result for the density distribution:
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Theorem 1.6 (Convergence in Eulerian coordinates). Under the assumptions of Theorem 1.5, let ⇢N (t)
be the empirical measure associated to X(t) = (x1(t), . . . , xN (t)) by (6) and let pN be defined by

pN (t, x) :=
N�1X

i=0

�i(t)�[xi(t),xi+1(t))(x). (26)

Then, as N ! 1, we have ⇢N (t) ! ⇢(t) narrowly uniformly in t 2 [0, T ] and pN * p in L
2((0, T )⇥R),

where (⇢, p) is the unique weak solution to (5) with initial condition ⇢0 := X
0(·)#(ds).

(XN ,⇤N ) solve
(1) and (3)

(X,⇤) solve
(8) and (9)

⇢N , ⇢̃N and pN

solve (49) and (50)
(⇢, p) solve (5)

N ! 1

Theorem 1.5

N ! 1

Theorem 1.6

Proposition 6.1 Theorem 1.1
Eulerian

Lagrangian

Figure 1. Summary of the main results.

We have organised the paper in the following way: Section 2 is dedicated to the proof of Proposition 1.4
with an explicit construction using the JKO scheme [7, 20]. Section 3, the main section of the paper,
settles crucial estimates that are uniform in N . Independent (but nevertheless crucial) to the N ! 1

limit, Section 4 establishes uniqueness of solutions to (8)–(9). These results are essential to the proofs
of Theorems 1.1 and 1.5 (resp. Theorem 1.6) which are in Section 5 (resp. Section 6).

Remark 1.7. We believe our technique also extends to non-local models of congestion. For example, if
W 2 C

2
b
is a symmetric interaction kernel, we can modify (1), (5), and (8) to the following

ẋi(t) = �
1

N

NX

j=1

W
0(xi(t)� xj(t))� �

0(xi(t))�N(�i � �i�1),

@tX = �

Z 1

0
W

0(X(t, s)�X(t,�)) d� � �
0(X)� @s⇤, and

@t⇢ = �@x(⇢@x(W ⇤ ⇢+ �+ p)).

Appendix A details a particular construction of the initial conditions for the particle system from the
initial density ⇢0. Appendix B records preliminary facts on Wasserstein distances used in the paper.

2. The microscopic model

In this section we prove Proposition 1.4, which yields the existence of a unique solution to the mi-
croscopic model (1)–(4). While this result holds for any r > 0 and N 2 N, we will take 2r = 1

N
in the

proof below to be consistent with the rest of the paper where this choice of r is crucial. In particular
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this allows a clear exposition to show how the estimates derived in this section will be used to pass to
the limit N ! 1 later.

We define the set of admissible particle positions (when 2r = 1
N
) by

KN :=

⇢
X = (x1, . . . , xN ) 2 RN

����xi+1 � xi �
1

N
, 8i = 1, . . . , N � 1

�
,

and for X 2 KN , we define the set of admissible velocities as

C(X) :=

⇢
V = (v1, . . . , vN ) 2 RN

���� if xi+1 � xi =
1

N
for some i = 1, . . . , N � 1, then vi+1 � vi

�
.

Given X 2 KN , the map

PC(X) : RN
! C(X)

will denote the (Euclidean) projection onto C(X). Our goal in this section is to construct solutions to
the following system of ODEs:

Ẋ(t) = PC(X(t))(��0(X(t))), t 2 (0, T ), X(0) = X
0
2 KN , (27)

and show that it is equivalent to (1)–(4) (we used the shorthand notation �0(X) = (�0(x1), . . . ,�0(xN ))).
As mentioned before, this result is not new: the general version is available in [16]. A constructive ap-
proach is taken here, which will yield some crucial estimates for passing to the limit N ! 1 in Section 3.

We use the classical variational minimizing movement / JKO scheme [7, 2, 20] to construct solutions
to (27) Given a time step ⌧ > 0, we iterate the following optimization problem:

X
0
2 KN , X

k+1
2 argminX2KN

(
1

N

NX

i=1

�(xi) +
|X�X

k
|
2

2N⌧

)
, k 2 N. (28)

Owing to (15) and the convexity of KN , there is a unique X
k+1 for each k 2 N, if ⌧ is su�ciently small.

The Euler-Lagrange equation is given with the Lagrange multipliers ⇤k+1 = (�k+1
1 , . . . ,�

k+1
N�1) 2 RN�1:

(
1
N
�
0(xk+1

i
) + 1

N

⇣
x
k+1
i �x

k
i

⌧

⌘
+ �

k+1
i

� �
k+1
i�1 = 0, 8i = 1, . . . , N,

where �k+1
0 := 0 and �k+1

N
:= 0,

8k � 0. (29)

This is paired with the complementary slack conditions

�
k+1
i

✓
�x

k+1
i+1 + x

k+1
i

+
1

N

◆
= 0, x

k+1
i+1 � x

k+1
i

�
1

N
, �

k+1
i

� 0, 8i = 1, . . . , N � 1, 8k � 0. (30)

Our aim is to construct a solution of (27) in the limit ⌧ ! 0. We begin with some immediate and
important estimates from (28).
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Lemma 2.1. Let (xk

i
) and (�k+1

i
) be described as above with � satisfying (15). For any T = ⌧K with

K 2 N, the following estimates hold where �̄N := 1
N

P
N

i=1 �(x
0
i
):

sup
k�0

 
1

N

NX

i=1

|x
k+1
i

|
2

!


1

c0
�̄N , (31)

⌧

N

K�1X

k=0

NX

i=1

 
x
k+1
i

� x
k

i

⌧

!2

 2�̄N , (32)

⌧

N

K�1X

k=0

NX

i=1

��N(�k+1
i

� �
k+1
i�1 )

��2  4c22T

✓
1 +

�̄N

c0

◆
+ 4�̄N , and (33)

⌧

N

K�1X

k=0

NX

i=1

|�
k+1
i

|
2
 4c22T

✓
1 +

�̄N

c0

◆
+ 4�̄N . (34)

Remark 2.2. All the bounds in Lemma 2.1 depend on N only through the quantity �̄N = 1
N

P
N

i=1 �(x
0
i
).

Condition (23) will thus be crucial in the N ! 1 limit.

Proof. To prove (31), we fix k � 0 and take X
k = (xk

1 , . . . , x
k

N
) as a competitor in (28) to get

1

N

NX

i=1

�(xk+1
i

) +
|X

k+1
�X

k
|
2

2N⌧


1

N

NX

i=1

�(xk

i
). (35)

We easily deduce from (35) that

1

N

NX

i=1

�(xk+1
i

) 
1

N

NX

i=1

�(x0
i
) = �̄N .

Using the fact that � satisfies (15), we obtain (31) since

1

N

NX

i=1

|x
k+1
i

|
2


1

c0N

NX

i=1

�(xk+1
i

)�
1

c0


1

c0
�̄N , 8k = 0, 1, . . . ,K � 1.

To prove (32), we return to (35) and sum over all k from 0 to K � 1 to get

⌧

2N

K�1X

k=0

✓
|X

k+1
�X

k
|

⌧

◆2


1

N

NX

i=1

(�(x0
i
)� �(xK

i
)).

Since ��(xK

i
)  �c0 < 0 from (15), we conclude (32).

To prove (33), note that, for any i = 1, . . . , N and k = 0, 1, . . . ,K � 1, the Euler-Lagrange equation
and (15) give

��N(�k+1
i

� �
k+1
i�1 )

�� =

������
0(xk+1

i
) +

x
k+1
i

� x
k

i

⌧

�����  c2 + c2|x
k+1
i

|+
|x

k+1
i

� x
k

i
|

⌧
.

Using Young’s inequality, multiplying by 1
N
, and summing over i = 1, . . . , N gives

1

N

NX

i=1

��N(�k+1
i

� �
k+1
i�1 )

��2  4c22 + 4c22

 
1

N

NX

i=1

|x
k+1
i

|
2

!
+

2

N

NX

i=1

 
x
k+1
i

� x
k

i

⌧

!2

 4c22 +
4c22
c0
�̄N +

2

N

NX

i=1

 
x
k+1
i

� x
k

i

⌧

!2

.
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In the last inequality, we used (31) which was previously established in this proof. Multiplying this
inequality by ⌧ , summing over all k = 0, 1, . . . ,K � 1 (recall T = ⌧K), and using (32) yields (33).

To prove (34), whenever j = 1, . . . , N and k � 0, we write the Euler-Lagrange equation (29) with the
variable j replacing i to get

�
k+1
j

� �
k+1
j�1 = �

1

N

 
�
0(xk+1

j
) +

x
k+1
j

� x
k

j

⌧

!
, �

k+1
0 = 0.

For any fixed i = 1, . . . , N , we can write �k+1
i

as the (telescopic) sum of the equation above from j = 1
to j = i to get

�
k+1
i

= �
k+1
i

� �
k+1
0 =

iX

j=1

�
�
k+1
j

� �
k+1
j�1

�
= �

1

N

0

@

0

@
iX

j=1

�
0(xk+1

j
)

1

A+

0

@
iX

j=1

x
k+1
j

� x
k

j

⌧

1

A

1

A .

Using Young’s and the Cauchy-Schwarz inequalities, we obtain

���k+1
i

��2 
2

N2

0

B@

0

@
iX

j=1

�
0(xk+1

j
)

1

A
2

+

0

@
iX

j=1

x
k+1
j

� x
k

j

⌧

1

A
2
1

CA


2i

N2

iX

j=1

0

@���0(xk+1
j

)
��2 +

�����
x
k+1
j

� x
k

j

⌧

�����

2
1

A 
2

N

NX

j=1

0

@���0(xk+1
j

)
��2 +

�����
x
k+1
j

� x
k

j

⌧

�����

2
1

A .

This inequality holds for all i and implies:

⌧

N

K�1X

k=0

NX

i=1

���k+1
i

��2 
2⌧

N

K�1X

k=0

NX

i=1

���0(xk+1
i

)
��2 + 2⌧

N

K�1X

k=0

NX

i=1

�����
x
k+1
i

� x
k

i

⌧

�����

2


2⌧

N

 
K�1X

k=0

NX

i=1

c
2
2

�
1 +

��xk+1
i

���2
!

+ 4�̄N  4c22T +

 
4c22⌧

K�1X

k=0

�̄N

c0

!
+ 4�̄N = 4c22T +

4c22T �̄N
c0

+ 4�̄N

where we used (15), (32), and (31). ⇤

2.1. Continuous time limit ⌧ ! 0. We now seek to pass to the limit ⌧ ! 0 and prove the existence
part of Proposition 1.4. Given

X
k = (xk

1 , x
k

2 , . . . , x
k

N
) 2 RN and ⇤

k = (�k0 , . . . ,�
k

N
) 2 RN+1

solutions of (29) and (30), we define the following interpolations:
8
<

:

X
⌧ (t) := X

k+1
, X

⌧ (0) := X
0
,

X̃
⌧ (t) := Xk+1�Xk

⌧
(t� k⌧) +X

k
, X̃

⌧ (0) := X
0
,

⇤
⌧ (t) := ⇤

k+1
,

t 2 Ik := (k⌧, (k + 1)⌧ ], k = 0, 1, . . . ,K � 1.

We then have the following bounds:

Lemma 2.3 (Compactness in ⌧). For � satisfying (15), there is a constant C = C(N, �̄N , c0, c2) =
O(N �̄N ) such that

���|X⌧
|
2 + |X̃

⌧
|
2
���
L1(0,T )

+
���X̃⌧

���
2

H1(0,T )
+ k⇤

⌧
k
2
L2(0,T ) + k��⌧k2

L2(0,T )  C for all ⌧ > 0, (36)
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where (��⌧ (t))2 :=
P

N

i=1

��N(�⌧
i
� �

⌧

i�1)
��2 for t 2 Ik. As a consequence, there exists XN = (x1, . . . , xN ) 2

H
1(0, T ; RN ) and ⇤N = (�1, . . . ,�N ) 2 L

2
�
0, T ; RN

�
such that, up to a subsequence,

X
⌧ and X̃

⌧
! XN in L

2(0, T ; RN ) and

⇢
dX̃⌧

dt
*

dXN
dt

⇤
⌧
* ⇤N

in L
2(0, T ; RN ) as ⌧ ! 0.

Proof. Fix ⌧ > 0, k = 0, 1, . . . ,K � 1, and t 2 Ik. Immediately from (31), we get kX⌧
k
L1(0,T ) <

N

c0
�̄N .

Since ���X̃⌧ (t)
��� 

��Xk+1
�X

k
�� |t� k⌧ |

⌧
+
��Xk

�� 
��Xk+1

��+ 2
��Xk

�� ,

we also have
���X̃⌧ (t)

���
2
 6 |X⌧ (t)|2 

6N
c0
�̄N . Summing up over all k = 0, 1, . . . ,K�1 allows to apply (32)

and deduce
�����
dX̃

⌧

dt

�����

2

L2(0,T )

=
K�1X

k=0

Z (k+1)⌧

k⌧

�����
dX̃

⌧

dt

�����

2

dt = ⌧

K�1X

k=0

NX

i=1

 
x
k+1
i

� x
k

i

⌧

!2

 2N �̄N .

Using (34), we have

k⇤
⌧
k
2
L2(0,T ) =

K�1X

k=0

Z (k+1)⌧

k⌧

|⇤
⌧ (t)|2 dt = ⌧

K�1X

k=0

 
NX

i=1

���k+1
i

��2
!

 N ⇥

✓
4c22T

✓
1 +

�̄N

c0

◆
+ 4�̄N

◆
.

and the last term in (36) is treated similarly using (33) so (36) is established.

All the limits follow immediately from these bounds except for the strong convergence of X⌧ , which
is proved by estimating
���X⌧ (t)� X̃

⌧ (t)
��� =

����X
k+1

�
X

k+1
�X

k

⌧
(t� k⌧)�X

k

���� =
��Xk+1

�X
k
��

⌧
|t� (k + 1)⌧ | 

��Xk+1
�X

k
�� .

Recalling (35), we therefore get

���X⌧ (t)� X̃
⌧ (t)

���
2
 ⌧

NX

i=1

�
�(xk

i
)� �(xk+1

i
)
�
 ⌧

NX

i=1

�
�(x0

i
)� �(xk+1

i
)
�
.

Using (15) to estimate ��(xk+1
i

)  �c0 < 0, we obtain
���X⌧ (t)� X̃

⌧ (t)
��� 

p
⌧N �̄N . This estimate is

true for any arbitrary ⌧ > 0 and t 2 [0, T ]. In light of the strong convergence X̃
⌧
! XN in L

2(0, T ),
this also implies X⌧ converges strongly to XN in L

2(0, T ). ⇤

In Lemmas 2.1 and 2.3, we did not actually use the second derivative of � besides estimating �0. In
order to pass to the limit ⌧ ! 0 at the level of the Euler-Lagrange equation (29) and (30), the uniform
bound on �00 will play a crucial role.

Proposition 2.4 (Solutions to (1)–(4)). Assume that � satisfies (15). The limits XN = (x1, . . . , xN ) 2
H

1
�
0, T ; RN

�
and ⇤N = (�1, . . . ,�N ) 2 L

2
�
0, T ; RN

�
obtained from Lemma 2.3 solve (1)–(4).

Proof. Throughout this proof, every convergence statement as ⌧ ! 0 is understood to take place along
a subsequence.

By definition in (29), we have �⌧0(t) = �
⌧

N
(t) = 0 for every t 2 (0, T ]. Hence, in the limit ⌧ ! 0,

we recover the boundary conditions (4), �0 = �N = 0. We can rewrite the discrete evolution equation
in (29) as

1

N
�
0(x⌧

i
(t)) +

1

N

dx
⌧

i
(t)

dt
+ �

⌧

i
(t)� �

⌧

i�1(t) = 0, 8i = 1, . . . , N, almost every t 2 (0, T ). (37)
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Lemma 2.3 gives dx̃
⌧
i

dt
*

dxi
dt

and �⌧
i
* �i weakly in L

2(0, T ) as ⌧ ! 0 for every i = 1, . . . , N . For the
nonlinear term, we can use (15) to get

k�
0(x⌧

i
)� �

0(xi)k
2
L2(0,T )  c2kx

⌧

i
(t)� xi(t)k

2
L2(0,T )

and so the strong convergence X
⌧
! XN from Lemma 2.3, implies �0(x⌧

i
) ! �

0(xi) strongly in L
2(0, T )

as ⌧ ! 0 for every i = 1, . . . , N . Therefore, we can pass to the limit ⌧ ! 0 in (37) and we get (1) which
reads

1

N
�
0(xi) +

1

N

dxi

dt
+ �i � �i�1 = 0, 8i = 1, . . . , N, a.e. t 2 [0, T ].

Finally, at the ⌧ > 0 level, we use the piecewise constant interpolant X⌧ to express (30) as

�
⌧

i

✓
�x

⌧

i+1 + x
⌧

i
+

1

N

◆
= 0 and x

⌧

i+1 � x
⌧

i
�

1

N
, 8i = 1, . . . , N � 1.

In the topology of L2(0, T ), the left-hand side of the equality is a product of �⌧
i
, which weakly converges,

and �x
⌧

i+1 + x
⌧

i
+ 1

N+1 , which strongly converges. Passing to the limit ⌧ ! 0 recovers (2) and (3). ⇤

We end this section with some qualitative results about XN (t). We note that the embedding
H

1(0, T ) ⇢ C
1
2 (0, T ) implies that XN (t) is an absolutely continuous solution to

dXN (t)

dt
+ C(XN (t))� 3 ��0(X(t)), t 2 [0, T ], XN (0) = X

0
2 KN , (38)

where, for X = (x1, . . . , xN ) 2 KN , the polar cone C(X)� ⇢ RN is given [16] by

C(X)� =

⇢
(µ1 � µ0, µ2 � µ1, . . . , µN � µN�1)

����
µi � 0, 8i = 0, 1, . . . , N, and
�xj+1 + xj +

1
N

< 0 =) µj = 0

�
.

In fact we have:

Proposition 2.5 (Connection to [16]). Let XN 2 H
1(0, T ; RN ) and ⇤N 2 L

2(0, T ; RN+1) be described
as in Proposition 2.4. We have the following statements.

(1) XN is the only absolutely continuous (and, hence H
1) solution to (38).

(2) (X⌧
,⇤

⌧ ) ! (XN ,⇤N ) holds as in Lemma 2.3 for the entire sequence ⌧ ! 0.
(3) XN is a solution of (27).

Proof. We alluded to [16] prior to the statement. This proof is based on results in that reference:

(1) Theorem 2.10 from [16] asserts that (38) has exactly one absolutely continuous solution on
[0, T ]. Having shown in Proposition 2.4 that XN 2 H

1(0, T ) ⇢ C
1
2 (0, T ) is a solution to (1), we

conclude uniqueness.
(2) If (X⇤

,⇤
⇤) is another limit point of (X⌧

,⇤
⌧ )⌧>0, then uniqueness guarantees (X⇤

,⇤
⇤) =

(XN ,⇤N ).
(3) Remark 2.11 from [16] asserts that the solution of (38) is also a solution of (27).

⇤

We wish to repeat that, although [16] already has a well-posedness theory for (38) (equivalently (1)),
their method does not provide much information on the element(s) of C(XN (t))�. Recall (36) which
bounds xi and �i in various (discrete) norms. Such estimates are not immediately clear from the theory
in [16]. Furthermore, these estimates will be crucial in the N ! 1 limit in Section 3.
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3. Infinite number of particles N ! 1

In this section, we show how to pass to the limit of a large number of particles N ! 1 when
2r = 1

N
: We will show that, up to a subsequence, the discrete (in space) functions XN (t, s) and ⇤N (t, s)

converge to (X(t, s),⇤(t, s)) which we prove solve (8) and (9). This will (almost) prove Theorem 1.5:
The only missing piece will be the convergence of the entire sequence, which will be a consequence of
the uniqueness result proved in Section 4.

3.1. Discrete-in-N approximation. For N 2 N, let X0
N

= (x0
1, . . . x

0
N
) 2 RN , and the corresponding

solutions XN 2 H
1(0, T ; RN ), ⇤N 2 L

2
�
0, T ; RN+1

�
of (1)–(4) be as constructed in Section 2.1.

Then the interpolations, XN (t, s) by (21) and ⇤̃N (t) by (22), satisfy

⇢
@tXN = ��

0(XN )� @s⇤̃N , a.e. (t, s) 2 [0, T ]⇥ (0, 1) ,
⇤̃N (t, 0) = ⇤̃N (t, 1) = 0, a.e. t 2 [0, T ],

(39)

and we will derive (8) by passing to the limit in this equation. In order to derive (9), we need to reformu-
late (3) in a similar way which requires the introduction of the following piecewise linear interpolation
of X and piecewise constant interpolation for the discrete pressure:

X̃N (t, s) = N(xi+1(t)� xi(t))

✓
s�

i

N

◆
+ xi(t), s 2


i

N
,
i+ 1

N

�
i = 0, . . . , N � 1, (40)

recalling x0(t) := x1(t)�
2
N

and

⇤N (t, s) := �i(t), s 2


i

N
,
i+ 1

N

◆
, i = 0, . . . , N � 1.

Since @sX̃N (t, s) = N(xi+1(t)� xi(t)) for s 2
�

i

N
,
i+1
N

�
, we can rewrite (3) as

⇤N (t, s)
⇣
1� @sX̃N (t, s)

⌘
= 0 and @sX̃N (t, s) � 1 a.e. (t, s) 2 [0, T ]⇥ [0, 1]. (41)

We now need to pass to the limit N ! 1 in (39) and (41), making sure that XN and X̃N (as well
as ⇤N and ⇤̃N ) have the same limits. Note that passing to the limit in the term �

0(XN ) in (39) will
require some strong convergence of XN .

3.2. Estimates and compactness. We recall that the initial condition are assumed to satisfy (23)
and (24), which we can also write as

�̄N =
1

N

NX

i=1

�(x0
i
)  C and |xN (0)� x0(0)|  C, 8N 2 N,

where C > 0 is some constant independent of N . We first have the following estimates. These follow
rather directly from (36), and thus we omit the proof.

Proposition 3.1 (Uniform-in-N estimates for the interpolants). For � and X
0
N

2 KN satisfying (15)
and (23), there exists a universal constant C > 0 independent of N such that

kXNk
L

1
t L2

s
+
���X̃N

���
L

1
t L2

s

+
���@tX̃N

���
L

2
t,s

+ k@tXNk
L

2
t,s

+
���⇤̃N

���
L

2
t,s

+ k⇤Nk
L

2
t,s

+
���@s⇤̃N

���
L

2
t,s

 C. (42)

where L
1
t
L
2
s
= L

1(0, T, L2(0, 1)) and L
2
t,s

= L
2(0, T, L2(0, 1)).

In order to get the strong convergence of XN , we will need the following crucial BV estimate, whose
proof is postponed to the end of this subsection.
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Proposition 3.2 (Uniform-in-N BV bound for X̃N ). For � and X
0
N

2 KN satisfying (15) and (24),
there exists a constant C > 0 independent of N such that

Z 1

0
|@sX̃N (t, s)| ds = xN (t)� x0(t)  Ce

k�00kL1 t
, 8t 2 [0, T ], 8N 2 N. (43)

We point out that (43) is equivalent to a uniform bound on the diameter of the support of the
associated density distribution function. As a consequence, we have:

Corollary 3.3 (Compactness for XN , X̃N ,⇤N , and ⇤̃N ). Assume the � and X
0
N

2 KN fulfill all of (15)
and (23)–(24), respectively. There exist curves X 2 H

1
t
(0, T ; L2

s
(0, 1)) and ⇤ 2 L

2
t
(0, T ; H1

s
(0, 1)) such

that, up to a subsequence,

(1) X̃N , XN ! X strongly in C([0, T ]; Lp(0, 1)) for any p 2 [1, 2),
(2) both ⇤N and ⇤̃N converge to ⇤ weakly in L

2
t,s
([0, T ] ⇥ [0, 1]) and @s⇤̃N * @s⇤ weakly in

L
2
t,s
([0, T ]⇥ [0, 1]) as N ! 1.

Proof of Corollary 3.3. From Proposition 3.1 and Proposition 3.2, we know that

• X̃N is uniformly bounded in L
1([0, T ]; BV ([0, 1])) and

• @tX̃N is uniformly bounded in L
2
t,s
([0, T ]⇥ [0, 1]) = L

2
t
(0, T ; L2

s
(0, 1)).

Since the embedding BV ([0, 1]) ⇢ L
q(0, 1) for any q 2 [1,1) is compact, we can apply the Aubin-Lions

lemma and get the strong convergence of X̃N (t, s) to X(t, s) (up to a subsequence).
To prove the strong convergence of XN (t, s), we compute (using (43)):

Z 1

0
|X̃N (t, s)�XN (t, s)| ds =

1

2N

N�1X

i=0

|xi+1(t)� xi(t)| =
1

2N
(xN (t)� x0(t)) 

C

2N
e
k�00kL1 t

.

We deduce that kX̃N � XNkL1(0,T,L1((0,1)) ! 0. Since both X̃N and XN are bounded in L
1
t
L
2
s
, this

strong convergence holds in L
1
t
L
p

s
for all p 2 [1, 2).

Next, the bounds (42) imply the existence of ⇤ 2 L
2
t,s
([0, T ]⇥ [0, 1]) and ⇤̃ 2 L

2
t
(0, T ; H1

s
(0, 1)) such

that ⇤N * ⇤ weakly in L
2
t,s
([0, T ]⇥ [0, 1]) and ⇤̃N * ⇤̃ weakly in L

2
t
(0, T ; H1

s
(0, 1)). In order to prove

that ⇤̃ = ⇤, for any s 2
⇥

i

N
,
i+1
N

�
and i = 0, 1, . . . , N � 1, we have

|⇤̃N (t, s)� ⇤N (t, s)| =

����N
✓
s�

i+ 1

N

◆
(�i(t)� �i�1(t))

����  |�i(t)� �i�1(t)|.

We deduce

|⇤̃N (t, s)� ⇤N (t, s)|2 
1

N2
|N(�i(t)� �i�1(t))|

2


1

N

(
1

N

NX

i=1

|N(�i(t)� �i�1(t))|
2

)
.

This inequality is true for almost every s 2 [0, 1] and thus (36) with (23) yields

Z
T

0
ess sup
s2[0,1]

|⇤̃N (t, s)� ⇤N (t, s)|2 dt 
1

N

Z
T

0

(
1

N

NX

i=1

|N(�i(t)� �i�1(t))|
2

)
dt = O

✓
�̄N

N

◆
N!1
! 0.

(44)
This estimate shows that ⇤ = ⇤̃ for almost every (t, s) 2 [0, T ]⇥ [0, 1]. ⇤

It remains to prove Proposition 3.2, which is an immediate consequence of the following lemma:

Lemma 3.4. Let !i(t) := N(xi+1(t)� xi(t)). Then

!i(t)  !i(0)e
k�00kL1 t

, 8i = 0, 1, . . . , N � 1, 8t 2 [0, T ].
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Proof. Recall the convention x0 = x1�
2
N
, hence !0(t) = 2 = !0(0). Fix any i = 1, . . . , N�1 and t0 � 0.

As mentioned before the statement of this lemma, (3) ensures !i(t) � 1 for every t 2 [0, T ]. In the case
that !i(t0) = 1, we are done because !i(0) exp(k�00kL1t) � 1 = !i(t0). So we assume that !i(t0) > 1.
In view of (36), we know that t 7! !i(t) is C1/2, so there exists t⇤ such that !i(t) > 1 for all t 2 (t⇤, t0]
with either !i(t⇤) = 1 or t⇤ = 0. The inequality !i > 1 is equivalent to xi+1 � xi >

1
N

on (t⇤, t0], so
condition (3) implies �i(t) = 0. Using (1), we have

d!i

dt
= N

✓
dxi+1

dt
�

dxi

dt

◆
= �N (�0(xi+1)� �

0(xi))�N
2(�i+1 �2�i| {z }

=0

+�i�1)

= �N(xi+1 � xi)| {z }
=!i

�
00(⇠i)�N

2(�i+1 + �i�1), for some ⇠i 2 (xi, xi+1).

and since the discrete pressures �i+1 and �i�1 are non-negative quantities, we obtain the di↵erential
inequality

d!i

dt
 k�

00
kL1 !i, almost everywhere on (t⇤, t0).

We deduce that !i(t0)  !i(t⇤)ek�
00kL1 (t0�t⇤)  !i(t⇤)ek�

00kL1 t0 with either !i(t⇤) = !i(0) or !i(t⇤) =
1 < !i(0). The result follows. ⇤
Proof of Proposition 3.2. Using Lemma 3.4 and the fact that @sX̃N (t, s) � 0, we get

Z 1

0
|@sX̃N (t, s)| ds =

Z 1

0
@sX̃N (t, s) ds = xN (t)� x0(t) 

�
x
0
N
� x

0
0

�
e
k�00kL1 t

which is bounded uniformly in N 2 N owing to (24) and the proof is complete. ⇤

3.3. Limit N ! 1 of (1)–(4). We are now ready to pass to the limit N ! 1 and derive (8) and (9).
First we have

Proposition 3.5. The pair (X,⇤) from Corollary 3.3 solves (8) with X(0, s) = X
0(s) for a.e. s 2 [0, 1].

Proof. We obtain (8) by passing to the limit N ! 1 in (39). We recall that at this point Corollary 3.3
gives convergence as N ! 1 along some subsequence.

In view of Corollary 3.3, we can pass to the limit in all the terms in the continuity equation in the sense
of distributions (and in weak L

2) except for the non linear term �
0(XN ). The growth assumption (15)

says that |�0(X)|  c2(1 + |X|). Since X 2 L
2
t,s
, we deduce that �0(X) 2 L

2
t,s
. Moreover, we have

|�
0(XN (t, s))� �

0(X(t, s))|  c2|XN (t, s)�X(t, s)|

and so the strong convergence of XN to X in L
1(0, T ;L1(0, 1)) implies the strong convergence of �0(XN )

to �0(X) in L
1(0, T ;L1(0, 1)).

The boundary conditions on ⇤̃N in (39) implies that ⇤̃N is bounded in L
2(0, T ;H1

0 (0, 1)) and so its
weak limit ⇤ also lies in L

2(0, T ;H1
0 (0, 1)) and thus satisfies the boundary conditions.

Recall thatXN (0, s) = X
0
N
(s) ! X

0 in L
1(0, 1). Since the convergence ofXN holds in C([0, T ]; L1(0, 1)),

we recover X(0, s) = X
0(s). ⇤

Next, we want to derive (9) by passing to the limit in (41) which we recall here:

⇤N (1� @sX̃N ) = 0, a.e. (t, s) 2 [0, T ]⇥ [0, 1].

We note that Corollary 3.3 implies that ⇤N * ⇤ weakly in L
2
t,s
([0, T ]⇥ [0, 1]) and X̃N * X weakly in

H
1
t
(0, T ; L2

s
(0, 1)). This information alone is clearly not enough to pass to the limit N ! 1 in (41).

Nevertheless, we can prove:
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Proposition 3.6 (limN!1 (3) = (9)). The pair (X,⇤) from Corollary 3.3 solves (9), i.e.

⇤(t, s)(1� @sX(t, s)) = 0 a.e. (t, s) 2 [0, T ]⇥ [0, 1].

Proof. First, we claim that we can replace ⇤N (t, s) by ⇤̃N (t, s) in (41) by writing
Z

T

0

Z 1

0
⇤̃N (t, s)(1� @sX̃N (t, s)) ds dt =

Z
T

0

Z 1

0
(⇤̃N (t, s)�⇤N (t, s))(1� @sX̃N (t, s)) ds dt = O

✓
1

p
N

◆
.

(45)
The first equality is a direct consequence of (41), and since

sup
N2N

k@sX̃NkL1
t (0,T ;L1

s(0,1))
< +1 and k⇤̃N � ⇤Nk

2
L

2
t (0,T ;L1

s (0,1)) = O

✓
�̄N

N

◆
,

we can write:�����

Z
T

0

Z 1

0
(⇤̃N � ⇤N )(1� @sX̃N ) ds dt

�����  k1� @sX̃NkL2
tL

1
s
k⇤̃N � ⇤NkL2

tL
1
s

 C

r
�̄N

N
.

Using (45) and the fact that ⇤̃N (t, 0) = ⇤̃N (t, 1) = 0, we can integrate by parts to write:

O

✓
1

p
N

◆
=

Z
T

0

Z 1

0
⇤̃N (1� @sX̃N ) ds dt =

Z
T

0

Z 1

0
⇤̃N ds dt+

Z
T

0

Z 1

0
@s⇤̃N X̃N , ds dt.

Corollary 3.3 allows passing to the limit N ! 1 and then integration by parts (using the homogeneous
boundary conditions for ⇤) yield

0 =

Z
T

0

Z 1

0
⇤(t, s) ds dt+

Z
T

0

Z 1

0
@s⇤X ds dt =

Z
T

0

Z 1

0
⇤(1� @sX) ds dt.

The limits satisfy ⇤ � 0 and @sX � 1 (since ⇤N � 0 and @sX̃N � 1) for almost every (t, s) 2 [0, T ]⇥[0, 1],
and so this integral equality implies (9). ⇤

4. Uniqueness for the Lagrangian system (8)–(9)

Proposition 3.5 and Proposition 3.6 almost imply Theorem 1.5. The only missing part is the conver-
gence of the entire sequences. This will follow from the uniqueness part of Theorem 1.1 which we prove
below:

Proposition 4.1 (Uniqueness principle for (8)–(9)). Let � and X
0 satisfy (15) and (16), respectively.

For i = 1, 2, let Xi
2 H

1(0, T ; L2(0, 1)) and ⇤i
2 L

2(0, T ; H1(0, 1)) be solutions to (8) and (9) with
X

i(0, s) = X
0(s). Then, X1 = X

2 and ⇤1 = ⇤2.

Proof. We di↵erentiate in time the L
2
s
di↵erence between X

1 and X
2 to write

d

dt

1

2

Z 1

0
|X

1
�X

2
|
2 ds = �

Z 1

0
(�0(X1)� �

0(X2))(X1
�X

2) ds�

Z 1

0
(@s⇤

1
� @s⇤

2)(X1
�X

2) ds

=: I1 + I2.

Beginning with I1, we use (15) and the mean value theorem to estimate

|I1|  c2

Z 1

0
|X

1
�X

2
|
2 ds.

As for I2, we integrate by parts and use the trace-zero boundary condition of ⇤1 and ⇤2 to get

I2 =

Z 1

0
(⇤1

� ⇤2)(@sX
1
� @sX

2) ds.



16 INWON KIM, ANTOINE MELLET, AND JEREMY SHEUNG-HIM WU

Recall that ⇤1
� 0 and ⇤2

� 0 for every s 2 [0, 1]. The unit interval can be partitioned into two subsets

[0, 1] =
�
s 2 [0, 1] : ⇤1(t, s)⇤2(t, s) > 0

 
t
�
s 2 [0, 1] : ⇤1(t, s)⇤2(t, s) = 0

 
=: A tB.

By analysing both sets A and B, the saturation condition (9) gives the sign I2  0. Returning to the
time derivative of the L

2
s
di↵erence between X

1 and X
2, we see that

d

dt

1

2

Z 1

0
|X

1
�X

2
|
2 ds = I1 + I2  c2

Z 1

0
|X

1
�X

2
|
2 ds.

Grönwall’s inequality yields X1
⌘ X

2 which, when substituted back into (8), implies ⇤1
⌘ ⇤2. ⇤

5. Proof of Theorem 1.1

The first part of Theorem 1.1 follows from what we have already proved: Given X
0 satisfying (16),

we can proceed as in Lemma A.1 to construct a sequence of discrete initial conditions X
0
N

satisfying
(23), (24), and (25). Theorem 1.5 gives the existence of the unique solution to (8) and (9).

We thus turn to the second part of the theorem: we recall that (⇢, p) are related to (X,⇤) as follows.

• ⇢(t, dx) is defined as the push-forward through X(t, ·) of the uniform measure on [0, 1] according
to (11):

⇢(t, ·) := X(t, ·)#(ds).

• The pressure p is defined in term of ⇤ and X by (14): For every t 2 [0, T ], we denote by S(t, ·)
the inverse to s 7! X(t, s). This inverse is defined on [X(t, 0), X(t, 1)] but can be extended to
R by setting S(t, x) = 0 for x < X(t, 0), S(t, x) = 1 for x > X(t, 1). Owing to (9), S(t, ·) is
non-decreasing and 1–Lipschitz uniformly in t 2 [0, T ]. We invert (14) by defining

p(t, x) := ⇤(t, S(t, x)), 8(t, x) 2 [0, T ]⇥ R. (46)

Proof of Theorem 1.1. It only remains to prove that the pair of functions (⇢, p) defined from (X,⇤)
by (11) and (46) is a weak solution to (5) with initial condition ⇢(0, ·) = ⇢

0 := X
0(·)#(ds). Recall

from [5] that weak solutions to (5) are unique.

First, by the change of variables formula, we know that ⇢(t, X(t, s)) = 1
@sX(t,s) , for s 2 [0, 1]. From

this and (9), we immediately obtain the saturation condition and density constraint

p(1� ⇢) = 0, and 0  ⇢  1 a.e. t 2 [0, T ], x 2 R.

Next, we show that (⇢, p) 2 AC([0, T ]; P2(R)) ⇥ L
2(0, T ; H1(R)): It is well-known (c.f. [19, Propo-

sition 2.17]) that (11) implies

W
2
2 (⇢(t1), ⇢(t2)) = kX(t2, ·)�X(t1, ·)k

2
L2(0,1) for any 0  t1 < t2  T .

Due to Minkowski’s integral inequality and the fact that X 2 H
1(0, T ; L2(0, 1)), we can write

W2(⇢(t1), ⇢(t2)) 

Z
t2

t1

k@tX(t, ·)kL2(0,1)| {z }
2L2(0,T )

dt

which gives the desired regularity for ⇢. Turning to the pressure, recall that ⇤ 2 L
2(0, T ; H1(R)). We

use the saturation condition, (11), and (46) to see
Z

T

0

Z

R
|p(t, x)|2 dx dt =

Z
T

0

Z

R
|p(t, x)|2⇢(t, x) dx dt =

Z
T

0

Z 1

0
|⇤(t, s)|2 ds dt < +1.

As for the spatial derivative, the chain rule applied to (46) yields

@xp(t, x) = @xS(t, x)@s⇤(t, S(t, x))
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and, using the fact that 0  @xS(t, x)  1, we can write
Z

T

0

Z

R
|@xp|

2 dx dt =

Z
T

0

Z

R
|@xS(t, x)|

2
|@s⇤(t, S(t, x))|

2 dx dt



Z
T

0

Z

R
@xS(t, x)|@s⇤(t, S(t, x))|

2 dx dt =

Z
T

0

Z 1

0
|@s⇤(t, s)|

2 dsdt < +1.

Turning the evolution equation, let us fix  2 C
1
c
(R) and consider, with the help of the dominated

convergence theorem,

d

dt

Z

R
 (x)⇢(t, x) dx =

d

dt

Z 1

0
 (X(t, s)) ds =

Z 1

0
 
0(X(t, s)) @tX(t, s) ds.

Using the di↵erential equation (8) for (X,⇤), integration by parts, and (11) with (46) recovers (18). ⇤

6. Convergence in Eulerian approach

The goal of this section is to prove Theorem 1.6. Throughout this section, we fix ⇢0 satisfying (19),
and let X0 and X

0
N

be as given in Lemma A.1.
We have already seen how to construct the density distribution ⇢N (t, x) and ⇢̃N (t, x) from XN (t) by

(6) and (7). From the �i(t) constructed in Proposition 1.4, we define its Eulerian counterpart, namely
the pressure variable. Its piecewise constant version is given by

pN (t, x) :=
N�1X

i=0

�i(t)�[xi(t),xi+1(t))(x), (47)

recalling x0 = x1 �
2
N
, and the piecewise linear version by

p̃N (t, x) := N(�i(t)� �i�1(t))

✓
x�

✓
xi(t)�

1

2N

◆◆
+ �i�1(t), (48)

for every x 2


xi(t)�

1

2N
, xi(t) +

1

2N

�
and i = 1, . . . , N.

With these definitions in hand, we begin with the Eulerian analogue of (39) and (41).

Proposition 6.1. Let (XN ,⇤N ) be described as in Proposition 1.4 and inherit all the assumptions
therein. Let ⇢N (t, x) be the empirical distribution (6) and ⇢̃N (t, x) be the density (7). With pN defined
above, we have the following statements.

(1) The pair (⇢̃N , pN ) satisfies

pN (1� ⇢̃N ) = 0, pN � 0, and 0  ⇢̃N  1 a.e. (t, s) 2 [0, T ]⇥ [0, 1]. (49)

(2) The pair (⇢N , pN ) satisfies the following PDE holds in the distributional sense

@t⇢N = @x(⇢N@x�) + @xxpN . (50)

Proof. Fix any i = 0, . . . , N � 1 and t 2 [0, T ]. According to the definition of ⇢̃N and pN , we have

⇢̃N (t, x) =
1

N(xi+1(t)� xi(t))
and pN (t, x) = �i(t), 8x 2 [xi(t), xi+1(t)).

so (2)–(3) implies the first part of the proposition.
Next, for any test function  2 C

1
c
(R) and t 2 (0, T ), we use (6) to get

d

dt

Z

R
 (x) ⇢N (t, dx) =

d

dt

1

N

NX

i=1

 (xi(t)) =
1

N

NX

i=1

 
0(xi(t))

dxi

dt
.
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Of course, we now use (1) and substitute dxi
dt

to get

d

dt

Z

R
 (x) ⇢N (t, dx) = �

1

N

NX

i=1

 
0(xi)�

0(xi)�
NX

i=1

 
0(xi)(�i � �i�1)

= �

Z

R
 
0(x)�0(x) ⇢N (t, dx)�

NX

i=1

 
0(xi)(�i � �i�1)

| {z }
=:I

.

Using ‘summation by parts’ with �0 = �N ⌘ 0, we reveal the following:

I =
NX

i=1

 
0(xi)(�i � �i�1) =

NX

i=1

 
0(xi)�i �

NX

i=1

 
0(xi+1)�i = �

NX

i=1

( 0(xi+1)�  
0(xi))�i

= �

NX

i=1

Z
xi+1

xi

 
00(x)�i dx = �

NX

i=1

Z
xi+1

xi

 
00(x)pN (t, x) dx = �

Z

R
 
00(x)pN (t, x) dx.

⇤
Although p̃N does not appear in Proposition 6.1, the next result demonstrates (among other things)

the higher regularity that this particular interpolation enjoys. Therefore, it plays a significant role in
passing to the limit N ! 1 in (49).

Lemma 6.2 (Estimates for the interpolations). The following estimates hold uniformly in N :

W
2
2 (⇢N (t1), ⇢N (t2)) +W

2
2 (⇢̃N (t1), ⇢̃N (t2))  |t2 � t1| O(�̄N ), 80  t1 < t2  T, (51)

kpNk
2
L

2
t,x

+ kp̃Nk
2
L

2
t,x

+ k@xp̃Nk
2
L

2
t,x

= O(�̄N ), (52)

sup
t2[0,T ]

W1(⇢N (t), ⇢̃N (t)) = O

✓
1

N

◆
, and (53)

kpN � p̃Nk
2
L

2
t (0,T ;L1

x (R)) = O

✓
�̄N

N

◆
. (54)

Proof. To prove (51), fix any 0  t1 < t2  T . Since ⇢N (t, ·) = XN (t, ·)#(ds) andXN 2 H
1(0, T ; L2(0, 1)),we

appeal to [19, Proposition 2.17] to write

W
2
2 (⇢N (t1) ⇢N (t2)) = kXN (t2, ·)�XN (t1, ·)k

2
L2(0,1) =

Z 1

0

����
Z

t2

t1

@tXN (t, s) dt

����
2

ds.

By the Cauchy-Schwarz inequality and (42) (c.f. the proof of Proposition 3.1), we get

W
2
2 (⇢N (t1), ⇢N (t2)) 

Z 1

0
|t2 � t1|

Z
t2

t1

|@tXN (t, s)|2 dt ds  k@tXNk
2
L

2
t,s

|t2 � t1| = |t2 � t1|O(�̄N ).

A similar estimate is deduced for W 2
2 (⇢̃N (t1), ⇢̃N (t2)) and we conclude (51).

To prove (52), note that we have

kpNk
2
L

2
t,s

=

Z
T

0

Z

R
|pN |

2 dx dt =

Z
T

0

NX

i=1

Z
xi+1

xi

|�i(t)|
2 dx dt =

Z
T

0

NX

i=1

|�i(t)|
2(xi+1(t)� xi(t)) dt.

Using (3) with 2r = 1
N

and (36), we can write

kpNk
2
L

2
t,s

=

Z
T

0

1

N

NX

i=1

|�i(t)|
2 dt = O(�̄N ).
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As for p̃N and @xp̃N , the bounds are calculated in a similar way to what was done in the proof of Propo-
sition 3.1.

For the comparison between ⇢N and ⇢̃N , we apply Lemma B.1 and (43) at any t 2 [0, T ] to get

W1(⇢N (t), ⇢̃N (t)) =
1

2N
(xN (t)� x0(t)) = O

✓
1

N

◆
.

Lastly, to prove (54), fix i = 1, ..., N . We will use the particle radius r = 1
2N for notational simplicity.

The interval [xi(t), xi+1(t)) can be partitioned into I1 t I2 t I3, where

I1 := [xi(t), xi(t) + r), I2 := [xi(t) + r, xi+1(t)� r), and I3 := [xi+1(t)� r, xi+1(t)).

Then we have

p̃N (t, x)� pN (t, x) =

8
<

:

N(�i(t)� �i�1(t)) (x� (xi(t)� r)) , if x 2 I1

0, if x 2 I2,

N(�i+1(t)� �i(t)) (x� (xi+1(t) + r)) , if x 2 I3.

.

Since the coe�cients of �i � �i�1 or �i+1 � �i are bounded by 1, we conclude that

|p̃N (t, x)� pN (t, x)|  |�i(t)� �i�1(t)|+ |�i+1(t)� �i(t)|.

Using Young’s inequality, adding extraneous terms, and recalling �0 = �N = 0, we deduce

|p̃N (t, x)� pN (t, x)|2  2|�i(t)� �i�1(t)|
2 + 2|�i+1(t)� �i(t)|

2


4

N2

NX

i=1

|N(�i(t)� �i�1(t))|
2
.

Since this inequality is true for any x 2 [xi(t), xi+1(t)) and any i = 1, . . . , N , we recall (36) to get

Z
T

0
ess sup

x2R
|p̃N (t, x)� pN (t, x)|2 dt 

4

N

 Z
T

0

1

N

NX

i=1

|N(�i(t)� �i�1(t))|
2 dt

!
= O

✓
�̄N

N

◆
.

⇤

As we will make precise in the following result, the inequalities (51) and (52) provide the necessary
compactness for the quadruple (⇢N , ⇢̃N , pN , p̃N ). The estimates (53) and (54) ensure that the limits for
⇢N and ⇢̃N converge to the same limit and respectively for pN and p̃N .

Corollary 6.3. There exists ⇢ 2 AC([0, T ]; P2) and p 2 L
2(0, T ; H1(R)) such that, up to a subsequence,

(a) both ⇢N and ⇢̃N converge to ⇢ narrowly uniformly in t 2 [0, T ] as N ! 1 and
(b) both pN and p̃N converge to p weakly in L

2
t,x

([0, T ] ⇥ R). Moreover, @xp̃N * @xp weakly in
L
2
t,x

([0, T ]⇥ R) as N ! 1.

Proof. (a) From (51), we deduce that ⇢N and ⇢̃N are uniformly 1
2 -Hölder equicontinuous in time.

By a refined version of the Ascoli-Arzelà theorem (c.f. [2, Proposition 3.3.1]), there exists ⇢ and
⇢̃ such that ⇢N ! ⇢ and ⇢̃N ! ⇢̃ narrowly uniformly in t 2 [0, T ]. On the other hand, (53)
implies ⇢ = ⇢̃.

(b) From (52), we deduce that pN , p̃N , and @xp̃N are uniformly bounded in L
2([0, T ] ⇥ R). Hence,

there exists p 2 L
2([0, T ]⇥R) and p̃ 2 L

2(0, T ; H1(R)) such that pN * p weakly in L
2([0, T ]⇥R)

and p̃N * p̃ weakly in L
2(0, T ; H1(R)). On the other hand, (54) implies that p = p̃.

⇤

We are now in a position to prove Theorem 1.6.
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Proof of Theorem 1.6. Clearly, the limits (⇢, p) from Corollary 6.3 are the candidate weak solutions
to (5). In Corollary 6.3, we only established convergence along a subsequence. However, we know
from [5] that any weak solution to (5) is unique. Therefore, all we need to show is that (⇢, p) is a weak
solution to (5) in the sense of Definition 1.3.

First, we need to pass to the limit N ! 1 in (49) to prove (17). The convergence in Corollary 6.3 is
enough to confirm p � 0 and 0  ⇢  1. As for the remaining part of the saturation condition, we will
use the same trick as in Proposition 3.6: Since (⇢̃N , pN ) satisfy (49), we have

p̃N (1� ⇢̃N ) = (p̃N � pN )(1� ⇢̃N ).

Using Hölder’s inequality, the uniform bound 0  ⇢̃N  1, and (54), we therefore get

kp̃N (1� ⇢̃N )kL1([0,T ]⇥R) = k(p̃N � pN )(1� ⇢̃N )kL1([0,T ]⇥R)  k1� ⇢̃NkL2
tL

1
x
kp̃N � pNkL2

tL
1
x

N!1
! 0.

Again, since 0  ⇢̃N  1, a density argument allows to deduce that

⇢̃N ! ⇢ in L
1(0, T ; weak-Lp(R)) for any p 2 (1,1).

Since we know that p̃N ! p weakly in L
2(0, T ; H1(R)), we have a weak-strong convergence pair and we

obtain Z
T

0

Z

R
p(1� ⇢) dx dt = kp(1� ⇢)kL1([0,T ]⇥R) = lim

N!1
kp̃N (1� ⇢̃N )kL1([0,T ]⇥R) = 0.

We already know that p(1 � ⇢) � 0 for almost every (t, x) 2 [0, T ] ⇥ R, so we deduce p(1 � ⇢) = 0 and
(17) follows.

Next, we know that ⇢N ! ⇢ narrowly uniformly in t 2 [0, T ] by (53) and pN * p weakly in
L
2([0, T ]⇥ R), so we can pass to the limit (in the sense of distribution) in (50) and deduce (18).

Finally, in order to show that ⇢(0, x) = ⇢
0(x), let us recall that

⇢N (0, ·) = X
0
N
(·)#(ds) and ⇢

0(·) = X
0(·)#(ds).

Using [19, Proposition 2.17] and (25), we get

W1(⇢(0, ·), ⇢
0(·))  lim inf

N!1
W1(⇢N (0, ·), ⇢0(·)) = lim inf

N!1
kX

0
N
�X

0
kL1

s(0,1)
= 0.

⇤
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Appendix A. Sampling of initial data

In this section, we briefly discuss how X
0 and X

0
N

can be sampled in terms of an initial probability
density ⇢0 in the context of (5) so that assumptions (16) and (23)–(25) are fulfilled.

Lemma A.1 (Sampling of ⇢0). Let ⇢0 be a probability density function which satisfies (19) and denote

⇠L := inf(supp ⇢0), ⇠R := sup(supp ⇢0).

Define X
0 : [0, 1] ! R to be the quantile function of ⇢0 given by (10) so that X0(0) := ⇠L and

X
0(s) := inf

⇢
x 2 R

����
Z

x

�1
⇢
0(y) dy � s

�
, 8s 2 (0, 1].

Define X
0
N

= (x0
1, x

0
2, . . . , x

0
N
) by setting

x
0
i
:= X

0

✓
i

N

◆
, 8i = 1, . . . , N.



MEAN FIELD LIMIT FOR CONGESTION DYNAMICS 21

Then, X0 satisfies (16), X0
N

belongs to KN and satisfies (23)–(25).

Proof. Since ⇢0 is bounded, it will be useful to recall (12) which says

Z
X

0(s)

�1
⇢
0(y) dy = s, 8s 2 [0, 1]. (55)

By the assumption that k⇢0kL1  1, for any s1, s2 2 [0, 1] with s1 < s2, we use (55) to deduce

X
0(s2)�X

0(s1) =

Z
X

0(s2)

X0(s1)
dy �

Z
X

0(s2)

X0(s1)
⇢
0(y) dy =

Z
X

0(s2)

�1
⇢
0(y) dy �

Z
X

0(s1)

�1
⇢
0(y) dy = s2 � s1

which means that X0 satisfies (16). By definition of X0
N
, this also implies X0

N
2 KN .

Next, we note that X0
N

satisfies (24) since ⇠0
L
 x

0
1  x

0
N

= ⇠R.

To show that X
0
N

satisfies (23), we first point out that
R
�(x)⇢0(x) dx 2 R from (15) and (19), and

that (55) implies
Z

x
0
1

�1
⇢
0(x) dx =

Z
x
0
1

⇠L

⇢
0(x) dx =

1

N

and
Z

x
0
i+1

x
0
i

⇢
0(x) dx =

1

N
8i = 1, . . . , N � 1.

We can thus write

1

N

NX

i=1

�(x0
i
) =

Z
x
0
1

⇠L

�(x0
1)⇢

0(x) dx+
N�1X

i=1

Z
x
0
i+1

x
0
i

�(x0
i+1)⇢

0(x) dx

and so
�����
1

N

NX

i=1

�(x0
i
)�

Z

R
�(x)⇢0(x) dx

����� =

�����

Z
x
0
1

⇠L

(�(x0
1)� �(x))⇢0(x) dx+

N�1X

i=1

Z
x
0
i+1

x
0
i

(�(x0
i+1)� �(x))⇢0(x) dx

�����

 k�
0
kL1

"Z
x
0
1

⇠L

(x0
1 � ⇠L)⇢

0(x) dx+
N�1X

i=1

Z
x
0
i+1

x
0
i

(x0
i+1 � x

0
i
)⇢0(x) dx

#

= k�
0
kL1

1

N

"
x
0
1 � ⇠L +

N�1X

i=1

x
0
i+1 � x

0
i

#

= k�
0
kL1

1

N
|⇠R � ⇠L| . (56)

We deduce (23) since

1

N

NX

i=1

�(x0
i
) 

Z

R
�(x)⇢0(x) dx+ k�

0
kL1

1

N
|⇠R � ⇠L|  C.

Finally, we check (25). First we can see that X0
N
(s) � X

0(s) for all s 2 [0, 1]: Indeed, the definition
of X0

N
(see (21)) and the monotonicity of X0 implies that for s 2 ( i�1

N
,

i

N
], we have

X
0
N
(s) = x

0
i
= X

0

✓
i

N

◆
� X

0(s).
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We can thus write

kX
0
N
�X

0
kL1(0,1) =

Z 1

0
X

0
N
(s)�X

0(s) ds =
NX

i=1

Z i
N

i�1
N

x
0
i
ds�

Z 1

0
X

0(s) ds =
1

N

NX

i=1

x
0
i
�

Z

R
x⇢

0(x) dx

where the last equality follows from the fact that ⇢0 := X
0(·)#(ds). We can now conclude by using

inequality (56) with �(x) = x (and k�
0
k  1) to get

kX
0
N
�X

0
kL1(0,1) 

1

N
|⇠R � ⇠L| ! 0.

⇤

Appendix B. Eulerian/Lagrangian description and Wasserstein metric

We denote P(⌦) the space of probability measures on ⌦. For p 2 [1,1), we define the subset
Pp ⇢ P(R) by

Pp :=

⇢
⇢ 2 P(R)

����
Z

R
|x|

p
⇢(dx) < +1

�
.

We endow Pp with the p-Wasserstein metric

W
p

p
(⇢1, ⇢2) = inf

�2�(⇢1,⇢2)

Z

R⇥R
|x� y|

p
�(dx, dy), 8⇢1, ⇢2 2 Pp,

where the set of plans between ⇢1 and ⇢2 is given by

�(⇢1, ⇢2) = {� 2 P(R⇥ R) | �(A⇥ R) = ⇢0(A) and �(R⇥A) = ⇢1(A) for every Borel subset A ⇢ R} .

We refer to the narrow topology on Pp being in duality with continuous and bounded functions. It is
well-known that convergence in the Wasserstein topology implies narrow convergence and convergence
in the p–moments (c.f. [2, Proposition 7.1.5]). We recall, for p = 1, the Kantorovich-Rubinstein duality
formula (c.f. [22, Remark 6.5]) which states

W1(⇢1, ⇢2) = max

⇢Z

R
 (x)⇢1(dx)�

Z

R
 (x)⇢2(dx)

����  : R ! R such that Lip( )  1

�
. (57)

We say that ⇢ 2 AC([0, T ]; P2) if and only if there exists some m 2 L
2(0, T ) such that

W2(⇢(t1), ⇢(t2)) 

Z
t2

t1

|m(t)| dt, 80  t1 < t2  T.

We recall that, given N points x1 < · · · < xN in R, we can define the empirical measure ⇢N by (6) and
the distribution ⇢̃N by (7) (which requires the addition of a point x0 = x1 �

2
N
). We then have:

Lemma B.1. For any p 2 [1,1) the p-Wasserstein distance between ⇢N and ⇢̃N given by (6) and (7),
respectively, is given by

W
p

p
(⇢N , ⇢̃N ) =

Z 1

0
|XN (s)� X̃N (s)|p ds =

1

(p+ 1)N

N�1X

i=0

|xi+1 � xi|
p
,

where XN and X̃N are defined by (21) and (40), respectively. In particular, we have

W1(⇢N , ⇢̃N ) =

Z 1

0
|XN (s)� X̃N (s)| ds =

1

2N
(xN � x0) .
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Proof. Proposition 2.17 from [19] asserts the first desired equality

W
p

p
(⇢N , ⇢̃N ) =

Z 1

0
|XN (s)� X̃N (s)|p ds.

As for the second equality, notice that on each piece s 2
⇥

i

N
,
i+1
N

�
for i = 0, . . . , N � 1, we have

|XN (s)� X̃N (s)| = N(xi+1 � xi)

✓
s�

i

N

◆
.

Hence, we directly calculate
Z 1

0
|XN (s)� X̃N (s)|p ds =

N�1X

i=0

Z i+1
N

i
N

|XN (s)� X̃N (s)|p ds =
N�1X

i=0

|N(xi+1 � xi)|
p

Z i+1
N

i
N

����s�
i

N

����
p

ds

=
N�1X

i=0

|N(xi+1 � xi)|
p

1

(p+ 1)Np+1
=

1

(p+ 1)N

N�1X

i=0

|xi+1 � xi|
p
.

Finally, when p = 1, the sum can be simplified due to its telescopic structure. ⇤
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