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Despite tremendous efforts of the semiconductor industry, the clock rate of to-

day’s electronics has leveled off to a few gigahertz. Effects associated with using

pulsed voltages prevent the scaling of clock rates beyond the gigahertz level.

To break through this gigahertz barrier, alternative methods for controlling the

flow of charge carriers are being sought. Petahertz electronics, also known as

lightwave electronics, introduces a new concept: Instead of pulsed voltages, it

uses tailored optical waveforms to control charge carriers in an electronic cir-

cuit at petahertz frequencies. A sizeable body of research has demonstrated

such petahertz-sale currents driven by optical fields within and around solid-

state systems and nanoscale structures. The analog age of petahertz electronics

is underway, with several proof-of-principle demonstrations of sub-optical-cycle

current generation and optical-field-resolved waveform detection at the sub- to

few-femtosecond scale. Recent work has taken the first steps toward digital

and quantum operation by demonstrating optical-field-driven logic and mem-

ory functionality. Here, we review the progress toward petahertz electronics,

highlighting key theoretical concepts, experimental milestones, and questions

remaining as we push toward realizing digital petahertz electronics for potential

ultrafast optical waveform analysis, communications, and quantum computation.

I. INTRODUCTION: PETAHERTZ ELECTRONICS

The development of electronic devices has been the basis for the unprecedented technological

progress of the twentieth century. Early on, it was realized that electromagnetic radiation

could transfer information through air and materials at high speeds [1]. To harness this

capability, rectifying elements such as vacuum tubes were developed to convert the informa-

tion stored within these oscillating electromagnetic waves to and from electrical currents for

transmission and readout. With devices that could rectify electromagnetic fields came the

use of radio waves for critical applications such as communication and ranging. All-electronic

switches such as vacuum tube triodes and transistors were developed later to create logic

gates for computing, heralding the age of microelectronics.

Due to the properties of the materials used for modern electronics, current injection and

switching speeds are limited to the gigahertz to terahertz scale, as depicted in the bottom left
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of Fig. 1. While the frequency of electromagnetic radiation can be continuously increased, a

limit is reached at which the photon energy is sufficient to inject charge across energy barri-

ers, and the field is no longer the primary driver of current. In this regime, charge injec-

tion follows the square of the cycle-averaged envelope of the light’s electric field

waveform, meaning that octaves of bandwidth, resulting in single-femtosecond

lase pulses are required to achieve a petahertz-fast electronic responses. While

waveform synthesis might achieve such bandwidths [2], this approach is not eas-

ily scalable.

To overcome this bandwidth constraint, nonlinearities can of course be lever-

aged. At these optical frequencies (on the petahertz scale, i.e., approaching and exceeding

100s THz), field-level interactions such as nonlinear wave mixing and optical switching that

leverage nonlinear optical materials such as crystals [3] can be used to excite charge car-

riers. However, Ffor efficient nonlinear interaction in these materials, extended interaction

regions are required for phase-matching, and a separate optical detection medium is

required for conversion to an electronic response, limiting the compact realizations

of optical on-chip devices for applications such as computing.

To relax constraints on excitation bandwidth within a compact form-factor,

Aalternative materials and systems that continue to behave electronically when driven at

optical frequencies have been sought. That is, devices and systems where the emitted current

has a non-perturbative electronic response, directly sensitive to the field of the driving light

waveforms rather than their time-averaged intensity. These systems are the main focus

of this review.

The first experiments utilizing a light wave to control the flow of electrons were demon-

strated in the gas phase, where a strong optical field tunnel ionizes an atom within a fraction

of an optical cycle. The optical field of light then accelerates the freed electron and drives

it subsequently back to its parent ion, releasing its excess energy through a burst of high-

frequency radiation, a process called high-harmonic generation (HHG), which heralded the

birth of attosecond science [4–6]. Combined with stabilized frequency combs, it became

possible to trigger and steer the microscopic motion of electrons in a vacuum with precision

limited only by quantum mechanical uncertainty [7].

Soon afterward, it was realized that such petahertz-scale electron control is also possible

from the surface of nanoparticles [8] and nanoscale needle tips [9, 10]. Compared to atoms,
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FIG. 1. Electric-Field vs. Photon-Driven Electronics. In today’s gigahertz electronics, elec-

tric fields with a strength of around E0 ∼ 0.1 kV/m control the current flow, allowing for switching,

rectification, and, ultimately, computing. In optics, the electromagnetic fields oscillating at 100

terahertz to petahertz frequencies can be generated using laser sources. However, with increas-

ing frequency, a limit is reached where the charge generation mechanism inside of solids is slow

compared to the cycle duration of the driving field, and cycle-averaged photon-based absorption

governs the device response. In this regime octaves of spectral bandwidth are needed at

optical frequencies in order to generate petahertz-scale carge carriers. To increase the

speed of current generation in the solid An alternative approach to increase the speed of

current generation in the solid lies in the use of field-driven currents. particularly atAt

petahertz-scale frequencies, an electric field strength of E0 ∼ GV/m is required to achieve sub-

cycle, field-driven current injection in typical solids (see Box 1 for further discussion).

These fields can be achieved with tailored ultrashort laser pulses. The gray-dotted line represents

the condition where the driving frequency equals the frequency of current injection in GaAs, i.e.,

γ = 1 (see Box 1 for detailed discussion around the Keldysh parmater γ). Below this line,

the current generation mechanism is sensitive to the electric field waveform, whereas above, the

response is governed by photon absorption. The scale on the right indicates the associated photon

energy.

a particular advantage of nanostructured optical-field emitters is their compactness and the

enhanced electric field at the structure’s apex, caused by the dynamic lightning rod effect

that enables broadband field enhancement of around 35, depending on the material, shape,

and wavelengths used [11, 12], relaxing the need for bulky, high-intensity laser systems. This

has since been extended from needle tips to planarized nanostructures on chip surfaces [13–

15]. Sub-cycle electron emission at hundreds of THz to PHz has since been demonstrated in

nanoantenna arrays, with optical fields driving the tunneling emission of electrons [16–22].

Electron control inside solids was initially considered unsuitable for petahertz-fast current

control. In particular, when the photon energy approaches the bandgap, the charge carrier

becomes excited via resonant absorption, which is not primarily field-driven and results in

thermal heating and, eventually, damage to the solid. Furthermore, scattering processes
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and hence low coherence times, carrier screening, and a low damage threshold were deemed

unsuitable. However, with the observation of non-perturbative high-harmonic generation

and sub-femtosecond solid-state spectroscopy, it turned out that light-field-driven electron

dynamics inside solids at petahertz frequencies is possible [23–31].

The first demonstration of light-field-induced current control in fused silica, a dielectric

material [26], dates about a decade ago. Since then, various compact, chip-scale elements

have demonstrated the control of charge carriers at petahertz frequencies and the creation of

sub-femtosecond current bursts in a range of materials and systems, including the semimetal

graphene [30, 32–35], semiconductors [36–38], and dielectrics [26, 38–40]. In analogy with

tera- and gigahertz electronics, this platform has been coined petahertz electronics [16, 17,

41, 42]. Compared to the first experiments in dielectrics, the required peak energy has

been reduced by ten orders of magnitude through the application of novel materials and

miniaturization, nanoplasmonics, pump-probe schemes, and the development of powerful

waveform-controlled high repetition-rate light sources in the near- and mid-infrared spectral

range, making this technology accessible to many laboratories and applications.

While some challenges and open questions remain, which we will elaborate on later, peta-

hertz electronic components and future signal processing are now clearly within reach. Re-

cently, a logic gate [43], light-field current switching [26, 44], random-access memory (RAM)

[45], spin- and valleytronics [46–50], Bloch electron wave control and splitting at ambient

temperature [30, 35], and data encoding [51, 52] have been predicted and demonstrated at

terahertz to petahertz frequencies. In addition, petahertz-scale light-field sampling has been

pioneered [18, 26, 53–56], analogous to a sampling oscilloscope for optical field waveforms,

providing critical tools for fundamental science and the further analysis and development of

petahertz electronics.

Beyond the technological progress of petahertz electronics, coherent lightwave control of

charge carriers in solids has recently found tremendous interest in material spectroscopy, as

it provides direct access to novel solid-state properties, such as quantum-mechanical phases

[25, 35], topological properties [57–60], strong electron correlations [61–63], and ultrafast

magnetism [64], offering a new paradigm for future lightwave spectroscopy and electronics

[65].

In this article, we will start by reviewing the fundamentals of petahertz electronics, which

are the sub-cycle electric field response in condensed media (II B 1), at interfaces (II B 2), and

5



at nanostructured systems (II B 3). Afterward, we review applications that have ushered in

the analog age of petahertz electronics, with carrier-envelope phase detection (III 1) and sub-

cycle optical field sampling (III 2). Finally, we review theoretical proposals for transitioning

from analog petahertz electronics to integrated classical and quantum-based petahertz logic

operations (IV).

II. FUNDAMENTALS

A. Sub-Cycle Electric Field Response

Petahertz electronics, as we refer to it here, refers to the condition where optical-field-

sensitive currents having petahertz-scale frequency content are both generated and subse-

quently detected. We will begin by briefly reviewing the criteria to generate a petahertz-fast

(sub-femtosecond) current response inside a solid.

When a lightwave interacts with electrons in the band structure, the optical field of light

E(t) transiently accelerates Bloch electrons by imparting a time-dependent momentum

k̇(t) to the electrons. The amount of momentum transferred is described by Bloch’s accel-

eration theorem [66]

k̇(t) = eℏ−1E(t), (1)

with e the elementary charge and ℏ the reduced Planck constant. Equation (1) is valid

independent of the applied field strengths and frequency and generates an oscillating dipole.

This does, however, not mean that a measurable current sensitive to the exact shape of

E(t) emerges. To obtain a residual current sensitive to the shape of E(t), which can be

measured within a circuit, it needs to be generated and retained in the system within a

time scale below the cycle duration of the driving optical waveform. In the context of the

current generation within a solid, the crucial parameter describing the speed of the current

generation is the time it takes for an electron to undergo a band-to-band transition [67–69].

Likewise, at a material interface, such as a metal-vacuum or material-material transition,

the tunneling time sets the speed limit. The associated frequency is defined as angular

tunnel frequency ωt. Both cases are discussed and illustrated in Box 1. This condition also

refers to the strong-field or light-field driven regime, originally categorized by the Keldysh
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adiabaticity parameter γ = ω/ωt [67, 69, 70], with ω the angular frequency of the

oscillating lightwave. In Box 1, we compare the electron dynamics upon laser excitation

of the two systems: (a)(1) at a solid with valence and conduction band states and (b)(2)

at a metal surface with tunnel ionization. If γ < 0 , the electrons transition from one to the

other band or from the metal to vacuum (Box 1) occurs on a sub-cycle timescale (see right

panels in Box 1 a, b) and thus the excitation or ionization is sensitive to E(t). For γ > 0,

the transition time is too slow to generate a residual current sensitive to the electric field

waveform, and the electron dynamics follow the time-averaged intensity of the excitation

pulse and thus do not respond to optical frequencies.

To speed up the transition frequency and ultimately obtain a system response sensitive

to E(t), the electric field amplitude that drives the current needs to be increased, also

illustrated as the gray dashed line in Fig. 1. Both regimes are discussed in further detail in

Box 1, and typical field-strengths values for petahertz electronics of ∼V/nm are derived.

One possibility to increase the peak electric field strengths of the laser pulse without dam-

aging the material is to decrease the pulse duration while maintaining the pulse energy. Com-

bined with plasmonictight focusing, resonant systems, such as plasmonics, in addi-

tion to nanostructured features for geometric field enhancements and tight focusing,

it is possible to obtain field strengths in the order of ∼V/nm from picojoule laser pulses. Fur-

thermore, with frequency combs [71], it became possible to stabilize and synthesize optical

lightwaves, similar to what was done for radiowaves, which was an essential breakthrough

in precisely controlling electrons in free space or solids [7, 13, 14, 16, 17, 30, 33, 34, 36–

39, 43, 71–74].

Box 1: Required Optical Field Strengths for Sub-Cycle Current Generation.
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Schematic illustration of the electron dynamics in the conduction and valence band
(top panel) and time-resolved population dynamics (bottom panel). For γ = 20, the
population builds up gradually during the laser pulse. The additional oscillation,
which is twice the frequency of the laser, is known as Bloch-Siegert oscillation. For
γ = 0.9, the electron dynamics is faster than an optical cycle of the driving pulse. b,
Light-induced tunnel ionization from a metal surface (top panel) and corresponding
temporal emission (bottom panel, γ = 20 and γ = 0.9).

In electronics, when the frequency of the electromagnetic field increases, a limit is
reached where ω becomes higher than ωt, and the field is no longer the primary driver
of current. To speed up the tunneling frequency, the electric field strengths need to
be increased. Here, we estimate typical values for the electric field to be sensitive to
the petahertz control in condensed media and at metal surfaces.

• Sub-Cycle Band-to-Band Transition in GaAs (Condensed Media,
Bound-to-Bound Transition), Figure a The tunneling frequency from a

band-to-band transition can be estimated as ωt =

√
me, eff∆

eE0
. To obtain γ < 1

in GaAs (effective electron mass: me, eff = 0.067me, band gap: ∆ = 1.42
eV, electron mass:me the electron mass) at 0.375 PHz (central wavelength
800 nm) and, a minimal electric field strength of E0 = 1.7 V/nm is required.
Here, we note that the Keldysh parameter can also be approximated and un-
derstood in terms of the ratio of the driving frequency and the half a Rabi cycle
ΩR = dE(t)

ℏ
, i.e., γ ∼

ω

2ΩR

, with d the transition dipole moment. For GaAs

with d = 0.5 e nm, we obtain 1.5 V/nm as the minimal field strengths to drive
a band-to-band transition on a sub-cycle timescale. This regime is also known
as carrier-wave Rabi flopping. Figure a shows the temporal evolution of the
conduction band for γ > 1, (left panel) and γ < 1 (right panel).

• Sub-Cycle Tunnel Ionization (Metal Interface, Bound-Continuum
Transition), Fig. b In the case of tunnel ionization from metal to vacuum,
the tunnel frequency can be estimated as ωt = eE0√

2meΦ
, with Φ the work function

of the metal. The work function of typical metals is on the order of Φ = 5 eV. To
estimate the required field to obtain a sub-cycle response, i.e., γ < 1, at 0.375
PHz, a field strength of at least 18 V/nm is required to drive sub-cycle tunnel
ionization. Figure b (bottom panel) shows the temporal emission profile. For
γ < 1, the emission follows the intensity envelope of the laser pulse, whereas for
γ > 1, the emission dynamics are sensitive to the electric field waveform.

Based on the Keldysh approximation, we can see that (i)(1) to build petahertz elec-
tronics using semiconductors with a band gap of ∼eV, an electric field strength on the
order of ∼V/nm is required, and (ii)(2) in the case of sub-cycle tunnel ionization from
a metal surface, a ten-times higher electric field strength is required compared to sub-
cycle band-to-band transition in semiconductors. The lower electric field strengths
in semiconductors compared to metals (or atoms) can be understood based on the
reduced energy gap to transition from one state to another. The bandgap is typically
smaller than the ionization potential in metals and secondly, the effective electron
mass is smaller in semiconductors, compared to free space (me,eff < me).
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B. Systems and Materials for Petahertz Electronics
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FIG. 2. Recent Progress in Petahertz Current Injection. a, Device schemes for current in-

jection in (1) bulk media (spot size smaller than g), (2) at material interfaces (spot size smaller than

g), and (3) at nanostructured systems with optimized field enhancement. b, Maximal CE phase

-sensitive charge injection Qϕ,CE plotted as a function of pulse energy for various material sys-

tems (semimetal: graphene [30, 32–34], semiconductor: GaN[36–38], dielectrics: SiO2[26, 38, 39],

CaF2[39, 40], HfO2[38], Al2O3[39], and nanogaps [13, 14, 17]. The three device schemes are high-

lighted in blue (bulk media), green (material interface, without field enhancement), and yellow

(nanostructured systems designed for maximal field enhancement). c, To compare various exper-

imental conditions, we plot the efficiency η, defined as the ratio of Qϕ,CE and pulse energy εmax,

versus the device’s compactness χ (inverse electrode separation g). More relevant experimental

parameters and a performance comparison can be found in the Supplementary Information.

Figure 2 summarizes the experimental progress of petahertz-scale current generation inside

of (1) Bulk Media, (2) Material Interfaces and (3) Nanostructures condensed media

(1), at material interfaces (2), and at nanostructured systems (3). Throughout the discussion

of the microscopic mechanisms of the current generation, Fig. 2 with its labels (1)-(3) will
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serve as an outline.

To inject the petahertz-scale current, phase-stabilized few-cycle laser pulses are used, as

illustrated in Fig. 2 a. The field oscillations’ timing to the pulse peak is determined by the

carrier-envelope phase ϕCE. For few-cycle laser pulses, a change in the CE phase substan-

tially changes their temporal evolution. This is shown for a few-cycle long cosine or sine-like

waveform in Fig. 2 a. By changing ϕCE, the degree of time asymmetry of the laser pulse

can be controlled, which may result in a non-zero residual petahertz current.

Figure 2 b and c show a comparison of the experimentally demonstrated petahertz-fast

current generation in various materials and systems, such as in the semimetal graphene [30,

32–34], semiconductors [36–38], dielectrics [26, 38–40], and on-chip nanogaps and nanogap

arrays made from metallic needles [13, 14, 17, 18, 20, 75, 76]. For this, we plot the waveform-

sensitive injected charge Qϕ versus the applied pulse energy εmax in Fig. 2 b. Furthermore, we

plot the efficiency, η = Qϕ/εmax versus the device’s compactness (inverse electrode distance)

in Fig. 2 c. Compactness might become relevant in future miniaturized devices, where many

components must be positioned in a finite area (or volume). Before comparing the efficiency

and performance of these systems in detail, we first discuss the underlying current generation

mechanisms for each case.

1. Condensed Media

We start our discussion with case (1) Bulk Media: A CEP-stabilized laser field illumi-

nates the solid and injects a residual waveform-sensitive current measured with two metal

electrodes. We note that such measurements have been performed via photon-based (γ > 1)

quantum-path interference (known as quantum control) for more than 30 years using two- or

multi-color fields [77–80], however, these currents are not generated on a sub-cycle timescale

of the laser field; hence this scheme is not well suited for petahertz electronics, see tem-

porally resolved electron dynamics in Box 1. Here, we focus on the strong-field

counterpart with sub-cycle current injection, i.e., γ < 1 (see Box 1).

With CEP stable few-cycle laser pulses, it has been demonstrate that intraband motion

and interband transitions are coupled at large field strengths, and that electrons undergo

Landau-Zener transitions between valence and conduction band, and not only just once, but

the electrons can undergo two subsequent Landau-Zener transitions when they are driven
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back and forth across the apparent band gap minimum by the oscillating light field (Fig. 3 a

and b) [30, 33, 44]. At a wavelengths of 800 nm these two transition events are only

separated in time by half an optical cycle, so roughly 1.3 fs. Because of this short time,

this happens fully coherently, so that electronic matter wave coherence is preserved. Since

the Landau-Zener transition events act as electron beam splitters, with two subsequent

transitions an electron interferometer akin to a Mach-Zehnder interferometer for light has

been demonstrated. The quantum phase accumulated in the beam-split state determines in

which output port the electron ends up: in the valence or the conduction band. This type of

interferometer is called a Landau-Zener-Stückelberg-Majorona (LZSM) interferometer [81–

84]. Intriguingly, the interferometer action happens so fast that for an asymmetric vector

potential a current emerges within one femtosecond. We note that the underlying

mechanism is an complex interplay between the shape of the band structure,

the dipoles and the strength and frequency of the laser field, ultimately defining

the splitting ratio and the amount of accumulated phases. The effects described

here are of a general nature and can in principle be observed in various solids.

Here, we particularly focus our discussion on graphene as an ideal model system

for such measurements, as it has a high conductivity, which facilitates current

measurement and a simple band structure. To experimentally demonstrate petahertz-

fast current injection in graphene, few-cycle laser pulses are focused on the center of a

symmetric electrode-graphene-electrode device.

Changing the asymmetry of the waveform by means of ϕCE or by adding a second color

causes the resulting current in graphene to oscillate as a function of asymmetry (Fig. 3e).

Furthermore, By increasing E0, the measured current scales non-monotonically, with several

current reversals around 2 and 3 V/nm (Fig. 3 e) [33, 35], indicating, LZSM interferome-

try. The observation of LZSM interferometry in graphene highlights (i)(1) the field of light

controls electrons at optical frequencies, (ii)(2) LZ transitions are occurring on petahertz

frequencies, i.e., on a sub-cycle timescale of the driving field, (iii)(3) the electron dynamics

during an optical cycle is coherent, and (iv)(4) based on a comparison with model sim-

ulations, the residual current peaks for ϕCE = ±π/2, i..e, when A(t) breaks the inversion

symmetry. Similarly to graphene, a non-perturbative current increase has also been found in

GaN, HfO2, and SiO2 (Fig. 3 f) [26, 36–40]. However, in these measurements, a non-

monotonic current response as a function of E0 has not been observed, most
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likely because compared to graphene, these materials’ bandgap is larger, which

may require a larger electric field strength or longer wavelengths to drive LZSM

interferometry (see Box 1).

Recent Progress in Theoretical Modeling of Petahertz-fast Ballistic Current Injection

The microscopic description of the generation of petahertz currents in solids is still in its

infancy. Within the last years, various theoretical models have been developed to describe

the generation mechanism of the CEP-dependent petahertz current in solids. This includes

the time-dependent Dirac equation [86, 87], TDSE model simulations (see Fig. 3 a with

waveform-dependent asymmetry in the conduction band population) [30, 85, 88], semicon-

ductor Bloch equations [89], ab initio simulations [90, 91] and real space simulations without

[92] and with contact electrodes [43, 93]. These simulations can capture the complex elec-

tric field dependence (see Fig. 3 e and f), the polarization dependence [44] and electronic

dephasing [94]. However, reproducing the amplitude of the measured charge density is

challenging as the charge propagation after injection and charge detection at the interfaces

exceed current model simulations.

Recent theoretical studies and initial experimental demonstration highlight that quantum

materials with long coherence times or high nonlinearities, such as transition metal dichalco-

genide monolayers (TMDC) [85], organic superconductors [62], topologically protected ma-

terials [95], Weyl materials [96], or bilayer graphene [97, 98] are promising candidates for

future petahertz electronics. In particular, advanced electron control schemes become pos-

sible when combined with temporal pulse shaping [99–101], and polarization control [102].

This includes access to spin-, valley-, and Hall-currents [47–50, 103–105]. Furthermore, vec-

torized electronics [106], and structured light [107] provide additional tools for generating

arbitrary superpositions of orthogonal current modes, demonstrating the potential for recon-

figurable ‘virtual’ optoelectronic circuits [108]. In particular, when combined with vectorial

optoelectronic metasurfaces, local directional charge flows are generated in condensed media

around symmetry-broken plasmonic nanostructures [109].
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FIG. 3. Coherent Control in Condensed Matter. a, Under a strong light field, electrons

undergo coupled intraband motion and interband transitions (Landau-Zener transition, LZ). In

the coherent limit, the LZ transition splits the Bloch electron wavefunction into conduction (CB)

and valence band (VB) states, which interfere at subsequent LZ transitions [30, 33, 85]. b, For

an asymmetric vector potential A(t), i.e., ϕCE = π/2, the phase evolution (gray-shaded) differs

for an electron starting at −k0 (marked with label 1) or +k0 (marked with label 2), which may

result in an asymmetric residual CB population. c, Experimental demonstration of light-field-

driven LZSM interferometry in graphene. The CEP-dependent current is measured as a function

of field strengths. Current reversals at around 2 and 3 V/nm indicate light-field-driven LZSM

interferometry. Figure taken from [35]. A tight-binding model simulation reproduces the current,

particularly for field strengths above 3 V/nm, including the current reversals (solid line). d, CEP-

dependent current as a function of electric field strengths for semiconductor and dielectric materials.

Adapted from [38]. e, Lightwave-controlled valley-selective bandgap modification. An

intense light waveform resembling a trefoil structure on the lattice plane is used to

coherently manipulate the band structure (shown for hBN). As the field and its vector

potential rotate in space, the band structure changes, causing the effective bandgap

to oscillate. Figure taken from [49] f, Experimental setup to generate trefoil laser

waveforms, which are then applied with an additional probe pulse to bulk MoS2 or

hBn [50]. g, Second harmonic generation (SHG) in bulk MoS2 with and without

prior band engineering (valley polarization) [50]. h, Helicity resolved third harmonic

generation in HBn as a signature of band engineering and valley polarization control

in hBN [49].
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Lightwave Band Engineering and Valley Control

Petahertz electronics aim to control charge carrier dynamics in materials at

sub-cycle speeds of the lightwave for petahertz information processing. Beyond

speed, encoding information as classical bits within quantum correlations in

materials may open the door to lightwave-based information storage. The re-

cently demonstrated subcycle-controlled, non-resonant valleytronics is an inter-

esting prospect in this direction [49, 50]. Thereby purpose-tailored and intense

lightwaves in the order of ∼V/nm are applied to control the spatial-inversion

and time-reversal symmetries in solids, which allows unprecedented control over

magnitude, location and curvature of the bandgap, i.e., to engineer the material

properties, including those not found in pristine materials. The threfoil control

field induces complex second-neigbour hopping, which breaks the time-reversal

symmetry and lifts the valley degeneracy. For instance, trefoil laser pulses,

produced by mixing counter-rotating two-color laser fields, can break the time-

reversal symmetry and lifts the valley degeneracy in hexagonal boron nitride

(hbN) or bulk MoS2 [49, 50, 103, 110]. As the field and its associated vector

potential rotate in space, the band structure is modified, causing the effective

bandgap to oscillate with the rotation of the trefoil light field. This may leads

to varying electron excitation dynamics between the valleys as shown in Fig. 3e

and a valley polarization. Using a pump-probe setup (3f), the underlying valley

polarization is then probed via a subsequent probe pulse. This includes angle

resolved second harmonic generation (3g) [50] or via measuring a non-zero Hall

current, which create an elliptical third-harmonic signal with valley-dependent

helicity (3h) [49]. Lightwave-controlled band engineering holds promises for

subfemtosecond-controllable and reversible control of material properties and

valley-based information storage and readout.

Based on these recent demonstrations a light-driven alternative to twisted layer

stacking has been suggested. By patterning the light wave so that the trefoil

shape rotates spatially along the beam profile, micrometre-sized domains with

varying electronic properties can be created in the material, similar to Moiré

patterning [49].
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2. Material Interfaces
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FIG. 4. Light-Field Electron Dynamics at Material Interfaces. a, Current generation

via dipole-induced image charges in condensed media coupled to interfaces. Figure taken from

[111]. b, Laser-induced electron tunneling across interfaces through Stark shifts. Top panel:

The laser-dressed eigenenergies of the heterojunction fan out as E0 increases, resulting in multiple

avoided crossings. Avoided crossings between levels that belong to different materials, such as

that signaled by the colored lines, open pathways for electron transfer. Bottom panel: Sub-cycle

charge transfer dynamics from material A to B induced by the electric field. Figure adapted from

[112]. c, CEP-dependent current generation at a metal-dielectric-metal interface (case 2, in Fig. 2).

Measured current as a function of CEP (left panel) and highly nonlinear electric field dependence

(right panel). d, CEP-dependent current generation in a metal-graphene-metal interface with and

without interface illumination. The CEP is modulated, and the current response is measured. In

the polar plot, the angle represents ϕCE, the radius E0, and the color is the amplitude of the CEP-

dependent current. Upon bulk illumination, the current is maximized for interface illumination,

and the residual current peaks for ϕCE = ±π/2, whereas for interface illumination, it peaks close

to ϕCE = [0, π]. Figure adapted from [35].

The speed performance of future solid-state electronics systems not only relies on ultrafast

current injection, discussed in case (1), but it also requires that the current detection is as

short in time as possible and has the broadest possible signature in the frequency domain.

In particular, the bandwidth of the measured electronic signal should reach petahertz band-
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width, as illustrated in Box 1 b. A promising route for petahertz electronics is light-field

driven charge generation at material interfaces, as illustrated in Fig. 2 a, case (2) Material

Interfaces, where the current is directly generated at the interface.

Light-field induced currents at interfaces include experiments where the light field gener-

ates a dipole in the condensed media, which induces image charge or currents at the interface

[111], as shown in Fig. 4 a, or experiments where the light field directly modifies the interfa-

cial band alignment via the optical Stark effect and induce a charge transfer on a sub-cycle

timescale [93, 112], shown in Fig. 4 b.

The first experiment on petahertz-fast electron control at interfaces has been performed by

Schiffrin et al., where a gold-silica-gold nano-junction with an electrode distance of 50 nm

has been exposed to a strong electric field of a CEP-stabilized 4 fs laser pulse [26]. The

lightwave-sensitive current was measured by changing ϕCE and the electric field strength E

(Fig. 4 c).

Since the charge carrier dynamics during the light-matter interaction depends on a highly

non-equilibrium state of matter, several microscopic models have been proposed to explain

the origin of the CEP-dependent current in case (2). These models include coupling of

optical-field-induced charge carriers in condensed media to interfaces [74], as illustrated in

Fig. 4 a, Zener band-to-band tunneling, field-induced insulator to metal transition of di-

electrics through Stark shifts [26, 82, 113–115], Stark control of electrons across interfaces

[112, 116–118] (illustrated in Fig. 4 b), and resonant and off-resonant quantum path inter-

ference processes [119, 120]. Chen et al. developed a state-of-the-art atomistic simulation

(time-dependent non-equilibrium Green’s function) of the laser-induced time-dependent elec-

tronic transport in the nanojunction to find the dominating current generation mechanism

for a given system and laser parameters [93]. Contrary to previous simulation and interpre-

tation efforts, this model explicitly considers the role of metallic contacts in the emergence

of CEP-dependent current. More recently, screening, band bending, and decoherence are

included in model simulations [118, 121, 122]. These simulations recover the experimental

observations, i.e., their CEP- and field strength dependences, and indicate that the laser

field induces Stark shifts at the interface, which drives charge carriers across the interface

on a sub-cycle timescale plays a vital role at material interfaces.

Due to computational costs, these atomistic simulations assume that the laser field is a

plane wave that illuminates the interface and the solid equally [93], which is a good approx-
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imation when the laser focus is larger than the electrode separation. For larger electrode

separations, locally induced transient currents in the condensed media might directly couple

to the interface to generate a measurable current (Fig. 4 a). Such a current can be used in

electric field streaking experiments [53], as discussed in Sec. III. To the best of our knowl-

edge, in this regime, real space calculations, including the coupling to the electrodes and

screening, are missing and need to be developed to engineer material interfaces for efficient

and fast current generation.

To directly compare the role of the interface with the solid current injection, i.e., case

(1) and (2), a metal-graphene-metal interface with variable electrode distances has been

illuminated with CE-phase controlled laser pulses (Fig. 4 d) [43]. By modulating ϕCE, it

was found that for pure graphene illumination, i.e., when the electrode distance is larger

than the diameter of the focused beam, the current peaks for ϕCE = ±π/2, i.e., when the

vector potential break the inversion symmetry. In contrast, when the interface becomes

illuminated, more current is obtained for ϕCE = [0, π], evidencing the two different current

generation mechanisms in (1) and (2).

3. Nanostructured Systems

Over the past 20 years, metallic needle tips subjected to intense and well-controlled light-

waves have been shown to emit electrons on ultrafast and also subcycle timescales of the

driving laser, see Box 1 and [10, 13, 14, 75, 123–127]. Inspired by these results, researchers

developed on-chip nanostructured elements for lightwave electronics, as shown in Fig. 5 a.

With their ability to confine and enhance local electric fields at the tip apex, these nanos-

tructures not only enable the generation and control of petahertz-electronic signals using

significantly lower incident optical pulse energies than in cases (1) and (2), see Fig. 2 b; they

also facilitate access to the full toolbox of cleanroom fabrication to come up with smaller

and more complex structures for future free electron lightwave electronics circuitry [128].

Building on these findings and continued refinement, it has been demonstrated that the

entire structure consisting of the laser-driven emitter, propagation channel, and collector

can be fabricated on a single chip [13, 14, 17, 19, 22]. Light-field driven electron emission

has now been demonstrated within large-scale arrays of silicon needle tips [129], plasmonic

antenna arrays [15, 130, 131], and electrically-connected nanoantenna elements [13, 17], as
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shown in Fig. 2 e. Using micro- to nanoscale free-space channels, it has further been shown

that lightwave-driven electron emission can be maintained in these structures under ambient

conditions [13, 14].

Further work has continued to confirm the operation of these devices in the field-driven

regime (γ < 1), as observed from extended needle tips [22], and sub-cycle emission dynam-

ics [75]. Moreover, attosecond field emission from extended needle tips has been measured

to (710±30) as [132] and down to (53±5) as [133], demonstrating available bandwidth far

in excess of 1 PHz. Mirroring prior developments in high-frequency electronics in the giga-

hertz to terahertz range, electrically connected nanoantenna arrays have now been used to

inject and propagate signals of up to tens of terahertz across millimeter-scale distances on

a chip [21], and to provide compact optical-field sampling and phase detection [17–19] as

important milestones towards pushing electronic device technology into the terahertz and

ultimately petahertz frontier.

However, there are clear challenges that remain. Chief among these challenges are damage

and device performance degradation. Metallic structures are more prone to damage due to

heating and electromigration effects, which reshape or even ablate the structures [134]. Even

slight reshaping of the devices can alter their optical properties, reducing efficiency [17].

Other material candidates with increased tolerance to intense fields and heating could offer

a solution. For instance, silicon nanostructures [129] and carbon nanotubes [135] have both

demonstrated promise as light-field driven electron emitters. Furthermore, while operation

in ambient air alleviates the need for vacuum housing, it also appears to come at a cost: In

similar nanoscale vacuum emitters, it has been shown that surface adsorbates from the air

lead to reduced emission rates, with vacuum operation resulting in an order of magnitude

increase in emission rates with all other conditions held fixed [136]. Similar adsorbate

formation is expected to occur in the field-driven regime and is likely another contributing

factor to reduced performance over long operation times that has been observed [14, 17].

Potential solutions might be using vacuum packaging or hybrid devices that combine metallic

nanostructures and nanoscale dielectric channels [19].
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III. APPLYING PETAHERTZ ELECTRONICS: FIELD-RESOLVED OPTICAL

DETECTION

Our understanding of strong-field light-matter interactions is fundamental to the continued

development of lightwave electronics. Few-cycle, light-matter interactions are often highly

nonlinear in nature and are sensitive to the precise shape of the optical field waveform in time,

not just to the cycle-averaged intensity envelope. As a consequence, understanding these

interactions requires precise knowledge of the shape of the exciting optical field waveform.

Unfortunately, the measurement of few-cycle tailored waveforms, particularly those in the fJ

to pJ energy range, has remained challenging using conventional optical detection methods.

Typical techniques for optical pulse characterization operate in the frequency domain and

use numerical retrieval algorithms [137]. Experimental challenges arise from the large band-

widths of few-cycle pulse retrieval, which often approach or exceed one octave of bandwidth

[72]. These challenges include phase-matching constraints and difficulties in background

removal due to spectral overlap of the fundamental and up-converted frequencies involved

in the measurement process. Furthermore, these challenges create difficulties for the needed

pulse retrieval algorithms, which require accurate models of the measurement process.

Similar to the symbiotic relationship between nanoscale science and nanoscale technologies,

we are developing better tools for field-resolved optical detection as we better understand the

strong-field interactions underlying petahertz electronics. These techniques operate directly

in the time domain where the fields are short-lived, removing the need for more complicated

broadband spectroscopic analysis. By implementing lightwave-electronic techniques in solid-

state systems, we are also seeing orders of magnitude reductions in needed pulse energies

for petahertz-electronic CEP detection and field sampling (see Fig. 3b and Ref. [138]). In

particular, through the use of nanoscale enhancement structures, it is possible to achieve

petahertz-scale currents with just tens of picojoules of pulse energy [13, 75], enabling field-

resolved waveform sampling down to the femtojoule-level [18].

Below, we briefly highlight key results in using concepts and petahertz electronics for CEP

detection and optical field sampling.
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FIG. 5. Carrier-Envelope Phase Detection and Sub-Cycle Optical Field Sampling with

PHz Electronics. a-b, Representative works demonstrating CEP-sensitive electron emission

in petahertz electronic systems. a, CEP-dependent current emission from electrically-connected

plasmonic bow-tie antennas. A picoampere-level CEP-dependent current is generated in a single

antenna pair using picojoules of pulse energy. Figure replotted from Ref. [13]. b, CEP-detection

in hybrid devices. The metal antennas were embedded within a dielectric, creating a hybrid

nanoantenna and dielectric system to reduce damage compared to air gaps. Adapted from Ref. [19].

c-d, Demonstrations of optical field sampling using petahertz electronics. c, Sampling of few-

cycle waveforms using streaking-based methods in silicon dioxide. Adapted from Ref. [53]. d,

Perturbative sampling using plasmonic nanoantenna arrays, with energy sensitivity below 5 fJ, and

field sensitivity down to 0.64 MV m−1. Adapted from Ref. [18].

1. Carrier-Envelope Phase Detection

Optical-field control of electrons in nanostructures [13, 14], within dielectrics [26] and

two-dimensional materials [44] have been shown to exhibit a CEP-sensitive response in the

few-cycle regime. The CEP-sensitive response can manifest as modulation of the emitted

photocurrent (see Figs. 5 a, b and Box 2).

This was observed early on in strong-field electron emission from metal surfaces [139]

and the generation of sub-cycle currents within dielectrics [26]. While these initial demon-

strations of CEP-sensitive photocurrents required large pulse energies (micro-Joule-level),

recent work has shown that nanoscale field-enhancement structures can be used to reduce the

needed pulse energies by orders of magnitude (pico- to nano-Joule-level) [13, 14], and arrayed

to generate increased photocurrents [17]. Building on these findings, recent results indicate
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the possibility of shot-to-shot readout for CEP tagging using only nanojoules of pulse en-

ergy in the mid-infrared to generate more than 1000 CEP-sensitive electrons per laser shot

(2.7 µm central wavelength) [140]. Calculations show that such detection techniques could

compete with comparable f -2f CEP detection methods in integrated photonics [141].

Advancements in phase-resolved waveform detection combined with nanostruc-

tures allows for phase-resolved measurements of broadband focused few-cycle

pulses in the near and far field, including the Gouy phase [142–144], and build-

up and dephasing of the plasmonic excitation near metallic objects [145]. With

time, chip-scale petahertz electronics could provide a flexible and integrated alternative for

CEP detection featuring shot-to-shot readout at low pulse energies without the need for

nonlinear conversion or interferometric detection.

2. Sub-Cycle Optical Field Sampling

By generating sub-optical-cycle electronic currents, it is possible to stroboscopically mea-

sure the fields of light as they oscillate in time. These methods were first pioneered using

atomic and molecular systems. For example, in attosecond streaking, an attosecond EUV

pulse excites a free electron from an atomic system in the presence of a longer-wavelength

optical streaking waveform [4, 146]. A delay-dependent momentum shift of the emitted

electron then records the vector potential of the optical streaking wave in time. More re-

cently, a method known as tunneling ionization with a perturbation for the time-domain

observation of an electric field (TIPTOE) was demonstrated [147, 148]. In TIPTOE, highly

nonlinear photoemission from an atomic or molecular gas driven by a strong gate waveform

emits sub-cycle electron bursts. A weaker signal waveform then perturbs the generation of

these bursts, providing a direct measurement of the signal waveform in time as the delay

between the signal and gate is scanned. Similarly, photo-assisted electron tunnel-

ing in nanoantenna junctions has been used to sample broadband optical fields

[20, 149]. These streaking and perturbative waveform sampling techniques, being the most

commonly used, have now been translated to the chip scale using petahertz electronics.

See Box 2 for a complete description of the fundamental principles behind streaking and

perturbative techniques in petahertz electronics. We note that there are various other op-

tical field sampling techniques, such as electro-optical sampling or generalized heterodyne
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optical-sampling technique (ghost) [150]; here, we focus on chip-scale current-based detection

schemes and refer for further review to [138].

In Schiffrin et al. [26] a streaking-like method was introduced whereby sub-cycle charge

bursts were generated by a strong gate field driving nonlinear currents between the valence

and conduction bands of SiO2. These sub-cycle charge bursts were then streaked within the

SiO2 by an orthogonally-polarized signal field (see Box 2). Like in attosecond streaking, the

momentum of these excited charges was modulated by the cross-polarized signal field as a

function of the delay between the signal and gate, resulting in a delay-dependent current

proportional to the vector potential of the signal As(t) =
∫

∞

t
Es(t

′)dt′. This method is often

referred to as nonlinear photoconductive sampling (NPS). A typical result of field sampling

using NPS is shown in Fig. 5 c (adapted from Ref. [53]). In addition to NPS, a related

technique known as linear photoconductive sampling (LPS) can also be used where the

injected charge bursts within the dielectric result from the linear photoabsorption of a sub-

cycle burst of high-energy photons, such as extreme ultraviolet pulses from high-harmonic

generation. In the last decade, these streaking-like techniques within solid-state media have

been studied extensively, demonstrating the ability to measure optical waveforms spanning

from the mid-infrared down to ultraviolet wavelengths [26, 56, 106, 151]. Important to

the continued development of petahertz electronics, the LPS technique was recently used

to quantify the fundamental speed limit of high-bandgap optoelectronics [111], which was

determined to be on the order of 1 PHz.

Analogous to the TIPTOE approach in gas-phase media, perturbative approaches to sub-

cycle field sampling in the visible to near-infrared have now also been demonstrated (see Box

2). In these techniques, sub-cycle current emission driven by a strong gate waveform in a

solid-state system is modulated by a weak signal waveform as a function of delay. For a short-

enough gate pulse, the delay-dependent photocurrent is in one-to-one correspondence with

the time-domain shape of the electric field of the signal waveform Es(t). This direct readout

of the signal’s electric field differentiates these perturbative techniques from streaking-like

techniques such as NPS and LPS which measure the signal’s vector potential As(t). While

in theory it is trivial to convert from the vector potential to the electric field, there are

consequences for realistic signals, such as derivative-induced noise in converting As(t) to

Es(t).

There have now been several demonstrations of perturbative field-sampling methods using
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solid-state and on-chip systems. These include the all-optical sampling of infrared pulses

in solids [54], single-shot sampling of few-cycle mid-infrared waveforms using silicon CCD

arrays [152], polarization-resolved sampling of vortex fields using optical tunneling from

needle tips [55], and the sub-cycle sampling of femtojoule-level few-cycle waveforms in the

near-infrared [18] (see Fig. 5 d). Furthermore, advances in waveform detection, such

as using dual frequency combs [153, 154] allow for delay calibration down to

the few-attosecond precision with picosecond delay ranges. Also, two slightly

carrier-frequency-shifted laser pulses have been applied to sample arbitary wave-

forms with broad spectral bandwidts as well as localized surface plasmons in

metallic nanostructures [20, 149].

In electronics, access to oscilloscopes allowed the real-time measurement of electrical sig-

nals and their waveforms, which was crucial for advancing electrical signal processing and

communication. Similarly, access to the time domain at optical frequencies via analog peta-

hertz electronics opens various opportunities, such as direct access to electrons, phonons,

and many-body particle motion in real time. A better understanding of light-matter inter-

action in the time domain, such as exciton and charge-transfer dynamics, is essential for

efficient photovoltaics, coherent control of chemical bonding and dissociation, and may find

ramifications in biological sensing and analysis [155].
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Box 2: Perturbative vs. Streaking-Based Sampling with Petahertz Electronics

sub-cycle 

charge burst

(t)ŷ

τ

sub-cycle 

charge burst

(t)ŷ

Perturba琀椀ve

τ

Streaking vs. Perturbative Field-Sampling Approaches. top, Streaking-based
approaches use cross-polarized gate and signal waveforms. The gate waveform (red)
excites sub-cycle charge bursts (shaded regions) that are then pushed and pulled to
contacts on either side by the signal fields (blue). This results in a delay-dependent
measurement of the vector potential of the signal field. bottom, For perturbative
approaches, the emission rate itself is perturbed. The sub-cycle charge bursts (shaded
regions) driven by the gate (red) are modulated in their strength by some weak signal
field (blue). This results in a direct modulation of the output emission current which
replicates the signal fields.

Methods for time-domain sampling using petahertz electronic systems can be divided
into two categories: streaking and perturbative sampling. Examples are both shown
pictorially in the figures above. Both work by exciting a petahertz electronic device
using two pulses: a relatively strong gate pulse EG, and a weaker signal pulse ES.
The delay between these two pulses is scanned, which then modulates the current
response emitted. This emitted current modulation encodes time-domain information
about the signal pulse.

For streaking techniques, the gate and signal are cross-polarized, as shown in the
top panel. The gate field excites an electron emission response within a solid-state
medium (shaded curve). The emitted electrons are then pushed or pulled by the signal
field towards one of two contacts (see picture of dielectric on the right with two metal
contacts). One can write the delay-dependent current response as

Istreak(τ) ∝
∫

∞

−∞

dtAs(t)Gstreak(t − τ) (2)
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where Istreak is the measured current, As(t) the vector potential of the signal
field in the Coulomb gauge, and Gstreak(t) is the impulse response of the streak-
ing process. Given a sufficiently short Gstreak(t − τ) the measurement converges
to the vector potential of the signal field such that Istreak(τ) ∝ As(τ). Note that

one can then find the electric field of the signal through differentiation as Es = −∂Es(t)
∂t

.

For perturbative approaches, both fields are polarized in the same direction, and the
emission rate is modulated by the signal field. The process is summarized in the
bottom panel. A strong gate field drives a nonlinear, sub-cycle electronic response
within a system (here, we take emission from a nanoantenna as an example similar
to Ref. [18]). This sub-cycle emission response is perturbed by some weak signal field
that is phase-locked to the gate field. The oscillating readout signal as a function of
delay between the signal and gate is then

Ipert(τ) ∝
∫

∞

−∞

dtEs(t)Gpert(t − τ) (3)

where Ipert is the measured signal (e.g., current or fluorescence), Es(t) the signal
electric field, and Gpert(t) = ∂Γ

∂E
|Egate(t) the impulse response of the process with Γ the

field-driven electronic response.

Given a sufficiently sub-cycle Gpert(t− τ) the signal corresponds to the electric field of
the signal such that Ipert(τ) ∝ Es(τ). Unlike streaking methods, perturbative methods
provide a direct measurement of the electric field. They also do not require isolated
sub-cycle electronic transients, enabling field sampling through multicycle gate fields.
It should be noted, however, that this is at the cost of CEP-sensitivity and response
bandwidth, which does require a few-cycle gate field to generate an isolated electronic
transient (see Refs. [18, 148].

IV. OUTLOOK: TOWARDS ON-CHIP DIGITAL PETAHERTZ ELECTRONICS.

Within the last ten years, light-field control of electrons in the petahertz range has evolved

from bulky and complex gas phase experiments with high-power lasers at low repetition

rates to compact petahertz electronics in solids and nanostructures driven with high repe-

tition rate picojoule laser oscillator systems. Applications of petahertz electronics are still

in their infancy and have mainly been limited to CEP detection, electric field sampling,

and switching, thus representing the analog age of petahertz electronics. Yet, recent sim-

ulations and initial experimental demonstrations propose first classical and quantum logic

operations [43, 45, 128, 156], and memory functionality [45, 128], controlled at optical fre-

quencies. This section provides an overview of outlook based on ongoing theoretical and

experimental efforts toward digital petahertz electronics.
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Petahertz Memory and Logic Devices: Building on petahertz-fast current injection

in dielectrics, as discussed around Fig. 2, rectification (diode) [156] and memory operation

(four-bit data RAM) [45] has been proposed in dielectric heterostructures. For this, a laser

pulse injects charge to the heterostructure (write pulse), which is stored in a capacitor

and read by a second laser pulse. Similarly, but instead of a dielectric heterostructure, a

circuit consisting of triangular antenna-diode pairs and a storage capacitor (Fig. 6 a) was

proposed in Ref. [128]. Based on model simulations, such an ultrafast memory cell, which

uses optical pulses as read and write signals, shows memory operations at frequencies beyond

100 THz. As a future prospective, these bow-tie nanoantennas may be coupled to

a waveguides to directly interact with few-cycle supercontinuum light sources

allowing for fully-integrated frequency comb stabilization and lightwave-based

petahertz electronics [157].

Logic operations controlled by the shape of two incident light fields have been demon-

strated in a graphene device [43]. The underlying logic builds on the waveform-dependent

current generated by both bulk and interfacial charge carriers (discussed in Sec. II B 1 and

II B 2). Using two incident light pulses with varying pulse shapes, assigned to logic inputs

of zero or one, it has been demonstrated that the total current yielded the logic output.

Depending on the pulse shapes and the input bit encoding, the device exhibits behavior

characteristic of ultrafast logic AND, OR, NAND, and NOR gates.

Arbitrary waveform generators at optical frequencies: To control the current gen-

eration process precisely, and to ultimately perform computation, it is essential to synthesize

the appropriate driving lightwaves, similar to the arbitrary waveforms generated routinely

at radio and microwave frequencies (Fig. 6 b) [51]. For this, multi-octave broadband and

phase-stable laser sources have been demonstrated, covering the spectral range from THz

to UV [158, 159]. These sources provide a platform for tunability beyond CEP-control

and represent the first steps towards arbitrary waveform generators at optical frequencies

[72, 160, 161]. Applying these pulses to solids and nanostructures will allow us to excite

(write), manipulate, and read quantum states within a single laser pulse.

So far, most petahertz electronic demonstrations rely on external laser sources focused

on the sample. On-chip mode-locked laser sources and integrated nonlinear photonics have
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recently demonstrated the capability to generate 10-gigahertz on-chip high-power few-cycle

laser pulses [162, 163], supercontinuum generation for frequency comb generation [164] and

on-chip power distribution [165]. Together with these advances, carrier-envelope offset de-

tection [143, 166], and the first fully integrated plasmonic nanostructures coupled to Si3N4

core waveguides for CEP detection inside waveguides have been proposed [157], paving the

path for all on-chip petahertz metrology and electronics.

Petahertz Quantum Logic Gates: Quantum logic gates are fundamental building

blocks of quantum circuits, the quantum analogs of classical digital circuits. In classical

computers, information is processed using bits that can be either 0 or 1. Quantum com-

puters, on the other hand, use qubits, which can exist in a coherent superposition of states,

representing both 0 and 1 simultaneously. Quantum logic gates are operations that co-

herently manipulate the state of qubits to perform quantum computations, with common

quantum logic gates such as the NOT, Hadamard, CNOT, and SWAP gates. These gates

are often realized via resonant driving, resulting in Rabi oscillations. Increasing the fre-

quency of operation and, thus, an increase in the number of operations within the coherence

time of the system requires an increase in the Rabi frequency. This is directly linked to an

increase in the strength of the electric field. This, however, presents several challenges, such

as interaction with other states or increased environmental noise [167]. To overcome these

limitations, very recent works suggested off-resonant driving of qubits to increase the speed

performance [167, 168]. The underlying processes can be understood based on the frame-

work of sub-cycle Landau-Zener-Stückelberg-Majorana (LZSM) transitions [169], as we have

discussed in Sec. II B 1. Figure 6 c illustrates the basic mechanism of LZSM-driven quantum

gates. The coherent superposition states of input state Ei are modified via LZ transitions.

In Ryzhov et al. [167], the field-driven dynamics of a multilevel quantum system under

LZSM drives are explored, and the optimal parameters for certain logic quantum operations

are presented. Figure 6 d and e show the response of a 2-qubit system under optimized

parameters for an iSWAP gate.

While controlled quantum superposition (LZSM transitions) in qubits has been demon-

strated up to a driving frequency of 10 GHz (see Table 1 in [169]), petahertz control of

quantum logic gates has not been experimentally demonstrated. The recently demonstrated

sub-cycle driven LZSM interferometry in graphene certainly bodes well for this feat [30, 44].

While the electrons in graphene are delocalized and thus have a short coherence time [94],
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FIG. 6. On-Chip Petahertz Electronics. a, Circuit layout of an ultrafast memory cell using

two triangular antenna diode pairs and a storage capacitor. Figure adapted from [128]. b, To-

scale schematic of electrically-connected bow-tie CEP detectors integrated onto a Si3N4 waveguide.

Figure adapted from [157] c, Data encoding on synthesized light fields. Figure adapted from [51].

d, Temporal evolution of multiple quantum states |Ψinputð. The superposition of these states can be

coherently controlled via subsequent Landau-Zener (LZ) transition, as proposed in [167]. These LZ

transitions are induced by synthesized lightwaves, allowing for sub-cycle, fs-fast coherent control.

e, The truth table of the quantum logic iSWAP gate, consisting of two coupled qubits, is shown.

f, Example of optimized driving parameters to achieve an iSWAP gate via two LZ transitions.

The occupation probabilities Pi of each adiabatic level Ei as a function of time are obtained by

two methods: numerical solutions of the Liouville-von Neumann equation (solid line) and by the

adiabatic-impulse model (dashed line). Figure adapted from [167].

localized electrons, such as found in quantum dots, defect states, or Moiré excitons, might

enable a longer coherence time. Furthermore, while most quantum operations require low

temperatures to improve the system’s coherence, the coherence time requirement can be

relaxed by controlling the system at optical frequencies, ultimately enabling quantum oper-

ations at room temperature.
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Strong-field Petahertz Quantum Information Processing:

The ability to manipulate materials at petahertz speeds, faster than electronic

decoherence enables the coherent control and read on the level of a single elec-

tron wave function, even at room temperature. Combined with lightwave band

engineering and the discovery and utilization of novel quantum states, in par-

ticular in quantum materials with intrinsic correlations may further provide

new avenues for novel information storage and quantum-based applications and

technologies.

Grand Challenges Towards Integrated Petahertz Electronics at High Repeti-

tion Rates:

Despite recent advances in controlling currents within solids and nanostruc-

tures at petahertz bandwidths, several challenges must be addressed to achieve

integrated petahertz electronics. These challenges include the development of

potential communication strategies and data encoding at optical clock rates,

chip integration and conversion between electronic and optical information, in-

cluding interfacing to conventional high-bandwidth circuits. The technological

progress to gigahertz electronics has been largely enabled by improvements in

integration, miniaturization, and material and device interfaces, leading to the

application of higher electric field strengths, and thus faster control over cur-

rents. Similarly, advances in material interfaces, integration and plasmonics can

lead to more efficient power generation at optical frequencies (see Fig. 1). While

initial developments in petahertz electronics have focused on the speed of current

excitation, as we push to higher and higher repetition rates, femotosecond-scale

charge relaxation and readout will also become a critical requirement.

The extent to which these challenges can be overcome to achieve faster compu-

tation in practical electronics remains unclear. However, over the past decade,

petahertz electronics has made significant strides, particularly in developing

petahertz-fast oscilloscopes with great potential for future spectroscopic applica-

tions (marking the analog era of petahertz electronics). Additionally, petahertz

electronics may hold great promise for quantum-related computation.
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V. SUMMARY

The emerging experimental and theoretical tools for lightwave-driven physics in condensed

matter enable the manipulation of electron motion and, thus, currents in solids and nanos-

tructures at petahertz frequencies. In this regime, the electrons are controlled by the light

wave rather than their photon-based response and on a time scale that allows us to treat

them completely coherently, which may become essential for future quantum computation

approaches. Furthermore, propelled by the development of compact and high repetition

rate laser sources, particularly on-chip photonics, temporally and spatially structured light

sources, truly integrated petahertz electronic components are on the horizon. Compared to

early experiments in the gas phase, lightwave-driven currents in solids also provide access to

material properties, such as spin, valley correlations, topology, magnetism, phase transition,

nanostructuring, and engineering on the atomic level, which might provide further tools to

enhance the light-matter interaction and shape the future of petahertz electronics.
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VI. SUPPORTING INFORMATION

A. Performance Comparison

Here we briefly summarize the efficiency and compactness of the current generation process

in cases (1)-(3) (see Fig. 2), and propose a pathway to enhance the efficiency of each scheme.

Firstly, bulk media benefits by having the largest photoactive area, potentially yielding

many CEP-dependent photocarriers. Challenges arise, however, as these carriers must tra-

verse the material to reach an interface where charge separation and current generation

occur. The inefficiency arises from the possibility of charge carriers recombining and losing

momentum before reaching the electrodes. For example, in graphene, it has been demon-

strated that the current amplitude scales 1/g2, with g the electrode distance [43]. In a

similar work and for long electrode distances a 1/g-dependence has been observed [74]. For

petahertz-fast current generation in bulk media, laser pulses with nJ energy levels are used

to generate 10−4 − 10−2 fC per laser shot, resulting in an efficiency of 10−5 − 10−3 fC/nJ

[30, 32–34, 38]. Note that this efficiency is also directly related to the asymmetry of the laser

pulse [34] and its pulse duration. The larger the asymmetry of the laser pulse, the larger the

CEP-dependent response (see waveforms in Fig. 2 a). Experiments with two-color or close

to single-cycle laser pulses yield a larger waveform-sensitive current (see open hexagon in

Fig. 2 c). Furthermore, we note that experimentally, materials with smaller bandgap yield a

higher efficiency, see for example GaN in [36] or [37]

In contrast, direct illumination of interfaces, primarily formed between large bandgap

materials (e.g., SiO2, GaN, Al2O, CaF2) and metals, presents a different scenario. These

interfaces typically feature a substantial Schottky barrier (several eV [170]), requiring either

high electric fields for sub-cycle tunneling via Stark control or efficient dipole coupling (see

discussion around Fig.4). Additionally, in cases of light-field-induced Stark control, the

photoactive area is reduced to one dimension, which limits the amount of lightwave-sensitive

charge carriers generated. Here, ∼ µJ laser pulses generate typically around ∼10 fC CEP-

sensitive charge carriers with an efficiency of10−3 − 10−1 fC/nJ [26, 36, 37, 39, 40].

Nanostructures exhibit further reduced dimensionality, resulting in a lower waveform sen-

sitive current per device. Nevertheless, the true advantage of nanostructures lies in their

plasmonic capability to produce large field enhancements. This allows the use of pi-
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cojoule and high-repetition-rate laser systems to enter γ < 1 and obtain ∼ 10−5 fC CEP-

dependent charge carriers with an efficiency of ∼ 10−4 fC/nJ [13, 17, 75]. Moreover, arrang-

ing these compact nanostructures in an array-like structure increases their active area and,

thus, their efficiency by 2 orders of magnitudes to ∼ 7.5× 10−3 fC/nJ [140].

While materials with a large band gap or high work function demand a large local electric

field to reach the strong field regime, they offer the benefit of suppressing resonant waveform-

independent photocarrier generation. These carriers heat the system, potentially damaging

the device.

Potential avenues for increasing the CEP-dependent current include leveraging nanoparti-

cles for local field enhancement in bulk media [171], multilayered materials [172] or patterned

electrodes and pn or Schottky-like junctions [173] for more efficient charge collection. Fur-

thermore, increasing the density of nanostructure arrays and strategies to increase the field

enhancement via teardrop-like plasmonic nanostructures [109] with field enhancement fac-

tors of 60 might further boost the efficiency of hybrid bulk-nanostructure petahertz electronic

devices.
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Ref. System Epulse [nJ] ω0 [µm] d [µm] j[pA] jpulse [fC] Q [fC/µJ] λ0 [nm] τ [fs] frep [MHz] E0 [V/nm]
25 Graphene 0,8 1,5 5 17 0,000213 0,266 800 5,5 80 3
27 Graphene 0,7 1,5 4 95 0,00119 1,7 800 5,5 80 2,8
28 Graphene 0,8 1,5 5 40 0,0005 0,625 800 5,5 80 3
29 Graphene 0,7 1,5 10 20 0,00025 0,357 800 5,5 80 3
29 Graphene 0,75 1,8 10 7000 0,0875 117 400/800 5,5 80 3
31 GaN 100 13 5 1600 8 80 800 6,4 0,2 6,2
21 SiO2 8300 50 0,05 6 2 0,241 750 3,8 0,003 20
35 CaF2 15000 50 10 18 6 0,4 750 4 0,003 27
34 Al2O3 10000 50 10 72 24 2,4 750 4 0,003 22
34 SiO2 6000 50 10 144 48 8 750 4 0,003 17
34 CaF2 10000 50 10 57 19 1,9 750 4 0,003 21
32 GaN 1300 50 10 8,4 2,8 2,15 760 3,8 0,003 8
32 GaN 333 50 5 12 4 12 760 3,8 0,003 4
32 GaN 1300 50 0,1 3 1 0,769 760 3,8 0,003 8
33 GaN 0,81 1,8 5 170 0,00213 2,62 800 5,4 80 4,5
33 HfO2 0,81 1,8 5 1,9 0,0000238 0,0293 800 5,4 80 4,5
33 SiO2 0,81 1,8 5 15 0,000188 0,231 800 5,4 80 4,5
12 Nano 0,08 1 0,01 0,6 0,0000075 0,0938 1500 6 80 2,9
138 Nano 80 21 0,05 18,4 0,64 7,5 2700 16 0,05 1
70 Nano 0,021 1,5 0,01 1,78 0,0000124 0,59 1250 4,2 80 1
16 Nano 0,19 3 0,03 14 0,000179 0,945 1177 10 78 1,4
13 Nano 0,16 3 5 1,45 0,0000186 0,116 1177 10 78 NA
164 Nano 1,5 1,7 0,75 1,8 0,0000225 0,015 800 5,5 80 4,8

TABLE I. Summary of parameters used to populate Fig. 2 b, and c and additional experimental

parameters. The device design (bulk material or, nano: nanostructured system), pulse energy

Epulse, the beam waist ω0, the contact electrode distance g, the measured CEP-dependent current

j, the charge per pulse QCEP, the efficiency η, the center wavelengths λ0, the pulse duration τ , the

repetition rate frep and the applied electric field strengths E0 are listed. Parameters not directly

stated in the publication are best estimates.
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dai, Zilong Wang, Pallabi Paul, Adriana Szeghalmi, and Péter Dombi, “Carrier-envelope
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48



“Field-resolved infrared spectroscopy of biological systems,” Nature 577, 52–59 (2020).

[156] J. D. Lee, Won Seok Yun, and Noejung Park, “Rectifying the optical-field-induced cur-

rent in dielectrics: Petahertz diode,” Physical Review Letters 116 (2016), 10.1103/phys-

revlett.116.057401.

[157] Dario Cattozzo Mor, Yujia Yang, Felix Ritzkowsky, Franz X. Kartner, Karl K. Berggren,

Neetesh Kumar Singh, and Phillip D. Keathley, “Phz electronic device design and simulation

for waveguide-integrated carrier-envelope phase detection,” Journal of Lightwave Technology

40, 3823–3831 (2022).

[158] Ugaitz Elu, Luke Maidment, Lenard Vamos, Francesco Tani, David Novoa, Michael H. Frosz,

Valeriy Badikov, Dmitrii Badikov, Valentin Petrov, Philip St. J. Russell, and Jens Biegert,

“Seven-octave high-brightness and carrier-envelope-phase-stable light source,” Nature Pho-

tonics 15, 277–280 (2020).

[159] Philipp Steinleitner, Nathalie Nagl, Maciej Kowalczyk, Jinwei Zhang, Vladimir Pervak,

Christina Hofer, Arkadiusz Hudzikowski, Jaros law Sotor, Alexander Weigel, Ferenc Krausz,

and Ka Fai Mak, “Single-cycle infrared waveform control,” Nature Photonics 16, 512–518

(2022).

[160] Ferenc Krausz and Misha Ivanov, “Attosecond physics,” Reviews of Modern Physics 81,

163–234 (2009).

[161] Shu-Wei Huang, Giovanni Cirmi, Jeffrey Moses, Kyung-Han Hong, Siddharth Bhardwaj,

Jonathan R. Birge, Li-Jin Chen, Enbang Li, Benjamin J. Eggleton, Giulio Cerullo, and

Franz X. Kartner, “High-energy pulse synthesis with sub-cycle waveform control for strong-

field physics,” Nat Photon 5, 475–479 (2011).

[162] David R. Carlson, Phillips Hutchison, Daniel D. Hickstein, and Scott B. Papp, “Generating

few-cycle pulses with integrated nonlinear photonics,” Optics Express 27, 37374 (2019).

[163] Qiushi Guo, Benjamin K. Gutierrez, Ryoto Sekine, Robert M. Gray, James A. Williams,

Luis Ledezma, Luis Costa, Arkadev Roy, Selina Zhou, Mingchen Liu, and Alireza Marandi,

“Ultrafast mode-locked laser in nanophotonic lithium niobate,” Science 382, 708–713 (2023).

[164] Alexander Klenner, Aline S. Mayer, Adrea R. Johnson, Kevin Luke, Michael R. E. Lamont,

Yoshitomo Okawachi, Michal Lipson, Alexander L. Gaeta, and Ursula Keller, “Gigahertz

frequency comb offset stabilization based on supercontinuum generation in silicon nitride

waveguides,” Optics Express 24, 11043 (2016).

49



[165] Tyler W. Hughes, Si Tan, Zhexin Zhao, Neil V. Sapra, Kenneth J. Leedle, Huiyang Deng,

Yu Miao, Dylan S. Black, Olav Solgaard, James S. Harris, Jelena Vuckovic, Robert L. Byer,

Shanhui Fan, R. Joel England, Yun Jo Lee, and Minghao Qi, “On-chip laser-power delivery

system for dielectric laser accelerators,” Physical Review Applied 9 (2018), 10.1103/physre-

vapplied.9.054017.

[166] Yoshitomo Okawachi, Mengjie Yu, Jaime Cardenas, Xingchen Ji, Alexander Klenner, Michal

Lipson, and Alexander L. Gaeta, “Carrier envelope offset detection via simultaneous super-

continuum and second-harmonic generation in a silicon nitride waveguide,” Optics Letters

43, 4627 (2018).

[167] A. I. Ryzhov, O. V. Ivakhnenko, S. N. Shevchenko, M. F. Gonzalez-Zalba, and Franco Nori,

“Alternative fast quantum logic gates using nonadiabatic landau-zener-stückelberg-majorana

transitions,” (2023).

[168] Joan J. Caceres, Daniel Dominguez, and Maria Jose Sanchez, “Fast quantum gates based

on Landau-Zener-Stückelberg-Majorana transitions,” (2023).

[169] Oleh V. Ivakhnenko, Sergey N. Shevchenko, and Franco Nori, “Nonadiabatic lan-

dau–zener–stückelberg–majorana transitions, dynamics, and interference,” Physics Reports

995, 1–89 (2023).

[170] Yee-Chia Yeo, Tsu-Jae King, and Chenming Hu, “Metal-dielectric band alignment and its

implications for metal gate complementary metal-oxide-semiconductor technology,” Journal

of Applied Physics 92, 7266–7271 (2002).

[171] Beatrix Fehér, Václav Hanus, Zsuzsanna Pápa, Judit Budai, Pal-
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