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Abstract. We prove that if a parabolic Lipschitz (i.e., Lip(1,1/2)) graph domain has the property
that its caloric measure is parabolic A∞ with respect to surface measure (which property is in turn
equivalent to Lp solvability of the Dirichlet problem for some finite p), then the function defining
the graph has a half-order time derivative in the space of (parabolic) bounded mean oscillation.
Equivalently, we prove that the A∞ property of caloric measure implies, in this case, that the boundary
is parabolic uniformly rectifiable. Consequently, by combining our result with the work of Lewis
and Murray we resolve a long standing open problem in the field by characterizing those parabolic
Lipschitz graph domains for which one has Lp solvability (for some p < ∞) of the Dirichlet problem
for the heat equation. The key idea of our proof is to view the level sets of the Green function as
extensions of the original boundary graph for which we can prove (local) square function estimates
of Littlewood-Paley type.
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1. Introduction

In this paper we resolve a long standing open problem, in domains defined as regions above
graphs of parabolic Lipschitz functions (Lip(1,1/2) functions), concerning necessary and sufficient
conditions for Lp solvability (for some p < ∞) of the Dirichlet problem for the heat equation. To
be precise, we prove that Lp solvability is equivalent to the function defining the boundary having
a half-order time derivative in the space of (parabolic) bounded mean oscillation. In the setting of
parabolic Lipschitz graphs, the latter is equivalent to the boundary of the domain being parabolic
uniformly rectifiable. We emphasize that in general, parabolic Lipschitz graphs do not have this
property; we shall return to this point momentarily.

To put our result into context, we recall that in 1977, Dahlberg [Dah77] proved that, for a Lip-
schitz domain Ω ⊂ Rn, harmonic measure ω is mutually absolutely continuous with respect to the
surface measure σ on ∂Ω, and more precisely that the Poisson kernel dω/dσ is an A∞ weight with
respect to surface measure. In fact, Dahlberg proved more, as he established that the Poisson kernel
satisfies a scale-invariant reverse Hölder estimate in L2, and that the Lp Dirichlet for the Laplace
equation in a bounded Lipschitz domain is solvable for all p ∈ (2 − ϵ,∞). At the time, the problem
of finding the analogue of Dahlberg’s result for the heat equation, in domains whose boundaries
are given locally as graphs of functions which are Lipschitz in the space variable, was proposed.
It was conjectured by Hunt (see [KW80, p 2]), on the basis of natural homogeneity, that a suf-
ficient regularity condition in the time variable should be Lipschitz of order 1/2, and hence that
the appropriate geometric setting for the parabolic analogue of Dahlberg’s result should be that of
Lip(1,1/2) domains. However, subsequent counterexamples of Kaufman and Wu [KW80] showed
that the Lip(1,1/2) condition does not suffice even for (qualitative) mutual absolute continuity of
caloric measure and parabolic surface measure.

A major breakthrough in the field occurred in 1995, when Lewis and Murray [LM95] proved
that if the function defining the graph domain is Lip(1,1/2), and in addition has a half-order time
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derivative in the space of parabolic BMO, then the caloric measure is parabolic A∞ (in a local, scale
invariant way) with respect to parabolic surface measure on the boundary. Consequently, Lewis
and Murray [LM95] obtained solvability of the Dirichlet problem for the heat equation with data
in Lp, for p < ∞ sufficiently large, but unspecified. Hence, Lewis and Murray [LM95] established
a sufficient condition, in the context of Lip(1,1/2) graph domains, for the Lp solvability, for some
p < ∞, of the Dirichlet problem for the heat equation (such solvability is equivalent to caloric
measure being parabolic A∞ with respect to surface measure, in an appropriate scale invariant local
sense). We will frequently refer to a Lip(1,1/2) function having this additional regularity as a regular
Lip(1,1/2) function.

Subsequently, in 1996 Hofmann and Lewis [HL96] were able to prove the solvability of the L2

Dirichlet problem (and of the L2 Neumann and regularity problems) for the heat equation by the
way of layer potentials, in domains given by the region above a regular Lip(1,1/2) graph. They es-
tablished the L2 results under the restriction that the half-order time derivative (measured in BMO)
of the function defining the graph is small. The smallness is sharp in the sense that in [HL96] it is
proved that there are regular Lip(1,1/2) graph domains for which the L2 Dirichlet problem is not
solvable.

The works of Lewis and Murray [LM95] and Hofmann and Lewis [HL96] jointly give the para-
bolic analogue of the result of [Dah77] by establishing sufficient conditions on the defining graph
for the conclusions. The main result of this paper is that we prove that the condition found by Lewis
and Murray [LM95], i.e., that the defining function for the domain is a regular Lip(1,1/2) function,
is not only sufficient for the conclusion that caloric measure is parabolic A∞ (locally) with respect
to surface measure, but also necessary. Equivalently, we characterize those parabolic Lipschitz
domains for which one has Lp solvability of the Dirichlet problem, for some p < ∞; thus a neces-
sary and sufficient criterion for solvability with singular data. In particular, we prove the following
theorem. We refer to the sequel for precise definitions, and explanations of notation; especially, as
regards the notions of parabolic uniform rectifiability, and of the A∞ property of caloric measure,
see Subsection 2.7 and Remark 2.23 for the former, and Definition 3.18 for the latter.

Theorem 1.1. Suppose n ≥ 2, let ψ(x, t) : Rn−1 × R→ R be a Lip(1,1/2) function and let

Ω := {X = (x0, x, t) ∈ R × Rn−1 × R : x0 > ψ(x, t)}.

Let ω denote the caloric measure for Ω and let σ = Hn+1
p |∂Ω be the parabolic surface measure

on ∂Ω. If ω is parabolic A∞ with respect to σ, then ψ is regular Lip(1,1/2), i.e., it has a half-
order time derivative in BMO, with norm bounded by a constant depending only on the dimension,
the Lip(1,1/2) constant of ψ, and the A∞ constants of ω. In particular, ∂Ω is parabolic uniformly
rectifiable.

We note that Theorem 1.1 treats a version of a classical 1-phase caloric free boundary problem.
We shall return to this point in more detail momentarily.

The theorem has important implications which we summarize as follows.

Theorem 1.2. Suppose n ≥ 2, let ψ(x, t) : Rn−1 × R→ R be a Lip(1,1/2) function and let

Ω := {X = (x0, x, t) ∈ R × Rn−1 × R : x0 > ψ(x, t)}.

Let σ = Hn+1
p |∂Ω denote the parabolic surface measure on ∂Ω. The following are equivalent.

(i) The caloric measure for Ω is a parabolic A∞ weight with respect to σ.
(ii) The function ψ is regular Lip(1,1/2), i.e., it has a half-order time derivative in BMO.

(iii) The adjoint caloric measure for Ω is a parabolic A∞ weight with respect to σ.
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(iv) The Lp Dirichlet problem for the heat equation is solvable in Ω, for some p < ∞.
(v) The Lp Dirichlet problem for the adjoint heat equation is solvable in Ω, for some p < ∞.

(vi) ∂Ω is parabolic uniformly rectifiable.

We remark that our results in Theorems 1.1 and 1.2 continue to hold in the case n = 1, as the
interested reader may verify, making the natural adjustments.

Our work proves that the existence of a half-order time derivative in BMO for the graph function
is precisely the extra ingredient needed to obtain Lp estimates for solutions to the Dirichlet problem,
and (equivalently) quantitative absolute continuity for the caloric measure. As noted above, in the
context of Theorem 1.2, the fact that (ii) implies (i) (and hence also (iii), by the change of variable
t 7→ −t), is due to Lewis and Murray [LM95]. Our new contribution is that (i) (or (iii)) implies (ii),
and hence also that (iii) ⇐⇒ (ii). In the context of Lip(1,1/2) domains, the equivalences between
(i) and (iv), and between (iii) and (v), are standard and well-known, and may be derived as conse-
quences of the theory of Muckenhoupt weights and boundary estimates for non-negative solutions
and caloric measure, see, e.g., [LM95, Nys97] for details, and also [GH20, Theorem 2.10] for a
more general result. Concerning (vi), the notion of parabolic uniformly rectifiable sets was intro-
duced by Hofmann, Lewis, and Nyström in [HLN03], [HLN04], and is the dynamic counterpart of
the notion of uniform rectifiability developed in the monumental works of G. David and S. Semmes
[DS91], [DS93]. The parabolic version of this theory concerns time-varying boundaries which are
locally not necessarily given by graphs, and which are minimally smooth from the point of view
of, e.g., parabolic singular integrals1. As in the classical (elliptic, or steady-state) case treated in
[DS91], [DS93], geometry is controlled by a local geometric square function (the parabolic ana-
logue of the “β-numbers” of P. Jones), from which key geometric information and structure can be
extracted. The notions of parabolic uniformly rectifiable sets and parabolic uniform rectifiability
extract the geometrical theoretical essence of the (time-dependent) (regular) parabolic Lipschitz
graphs introduced in [Hof95], [Hof97], [HL96], [LM95]2, [LS88]. In particular, in the context of
Lip(1,1/2) graphs, a graph being regular Lip(1,1/2) is equivalent to the graph being parabolic uni-
formly rectifiable, i.e., in the statement of Theorem 1.2, (ii) is equivalent to (vi). For recent progress
on equivalent formulations of parabolic uniform rectifiability, reminiscent of the ones concerning
uniform rectifiability in [DS91], [DS93], we refer to [BHH+b, BHH+21]. We remark that regu-
lar Lip(1,1/2) graphs may be characterized by L2 boundedness of singular integral operators (see
Appendix B).

As noted above, Theorem 1.1 can be viewed in the context of a 1-phase caloric free boundary
problem. Indeed, consider a solution u of the heat equation (or adjoint heat equation), and a domain
Ω such that

(1.3) Ω = {u > 0}.

Then u vanishes on ∂Ω (the free boundary), hence

|∇u| =
∂u
∂ν

on ∂Ω ,

1That all “sufficiently nice” parabolic SIOs are L2 bounded on any parabolic uniformly rectifiable set is observed in
[BHH+b, Corollary 4.9]. The converse to that result, in general, remains open for now, but in the present context (the
case of Lip(1,1/2) graphs), boundedness of parabolic SIOs implies parabolic uniform rectifiability, i.e., that the graph is
regular Lip(1,1/2). We include a proof of this observation in an appendix to the present paper (Appendix B).

2We remark that the regular Lip(1,1/2) condition in [LM95] appears slightly different to the one considered in the
present paper (which is the same as that in [Hof95], [Hof97], and [HL96]), owing to a different choice of half-order time
derivative, but in fact, the conditions are equivalent, as shown in [HL96].
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where ∂u/∂ν is the inward normal derivative. Since u vanishes on ∂Ω, the problem will be overde-
termined if we are given information about ∂u/∂ν; thus in principle, prescribing regularity of |∇u|
on ∂Ω should imply some regularity of the free boundary. Theorem 1.1 is a particular case of the
adjoint caloric version of this free boundary problem, in which u is a Green function G(X0, t0,−,−)
with some fixed pole (in this case, we interpret (1.3) locally, away from the pole), and the assumed
regularity of |∇u| is the A∞ hypothesis for the caloric measure. We observe that by the comparison
principle (aka boundary Harnack principle), valid in Lip(1,1/2) domains (see [FGS84]), there is no
loss of generality in taking u to be a Green function. The regularity that we deduce for the free
boundary is that it is a regular Lip(1,1/2) graph (i.e., in light of the preceeding remarks, that it is
parabolic uniformly rectifiable).

Some historical remarks are in order. A “small constant” version of the free boundary problem
described in the preceding paragraph, may be formulated either above the continuous threshold
(log k ∈ Cα, where k = dω/dσ), or just below that threshold (log k ∈ VMO); in the presence of
suitable background hypotheses (e.g., Reifenberg flatness, and Ahlfors regularity of the boundary),
one seeks, in the former case, to show that ∂Ω ∈ C1,α, and in the latter case, effectively that
∂Ω is uniformly rectifiable with “vanishing constant” (see [HLN03, Remark, pp 383-384]). The
present paper, and the forthcoming work [BHMN], can be viewed as treating the “large constant”
version of this problem: indeed, our assumption that ω ∈ A∞ is “almost” the same as assuming that
log k ∈ BMO, and we seek to establish (parabolic) uniform rectifiability of ∂Ω. In the elliptic (i.e.,
harmonic) setting, the small constant version of the problem has been treated above the continuous
threshold in [AC81] and [Jer90], and below the continuous threshold in the series of papers [KT97,
KT99, KT03]. The large constant case appears in restricted form (i.e., assuming that k ≈ 1) in
[LV07], and in full generality in [HLMN]; an alternative proof is given in [MT20]. In the parabolic
setting, small constant results were obtained as follows: in [HLN04] (a partial result, with an extra
hypothesis, below the continuous threshold); in [Nys12] (below the continuous threshold, in the
graph case); and in [Eng17] (in full generality, both above and below the continuous threshold). In
the large constant case, only a weak version of our Theorem 1.1, under the much more restrictive
hypothesis that k ≈ 1, had hitherto been known [LN07, Nys06]. It is worthwhile to emphasize that
the conclusion in the large constant case (namely that ∂Ω is uniformly rectifiable), is a hypothesis in
all the works treating the small constant case. This hypothesis is imposed implicitly in the elliptic
case (where uniform rectifiability is a consequence of the fact that a Reifenberg flat domain with
Ahlfors regular boundary is, in particular, a chord-arc domain, and thus has a uniformly rectifiable
boundary by the results of [DJ90]) and explicitly in the parabolic case in [HLN04, Nys12, Eng17],
to rule out the case of a non-regular Lip(1,1/2) graph with vanishing constant (see the example in
[HLN03, p 384]). Given our results here, and in our forthcoming paper [BHMN], one expects that
the hypothesis of parabolic uniform rectifiability in [HLN04, Nys12, Eng17] can be removed.

As noted above, Theorem 1.1 and Theorem 1.2 resolve a long-standing problem in this subject,
and are thus of stand-alone interest, but in addition, Theorem 1.1 is an essential ingredient in ex-
tending this type of free boundary problem to more general (non-graph) settings. Indeed, the results
proved in the present work will play a key role in our forthcoming paper [BHMN], in which we
plan to treat similar problems in a space-time domain Ω satisfying an interior corkscrew condition,
whose boundary ∂Ω =: Σ is a closed subset of Rn+1 which is (only) Ahlfors-David regular in an
appropriate parabolic sense. In [BHMN] we shall prove the caloric version of [HLMN]; i.e., we
shall prove that if caloric measure has the weak-A∞ property (i.e., A∞ minus doubling) with respect
to the surface measure on Σ, then Σ is parabolic uniformly rectifiable. The strategy of the proof in
[BHMN] is, first, to establish, via some elaborate geometric constructions exploiting the weak-A∞
property, a Corona approximation in terms of Lip(1,1/2) graph domains; then, second, to obtain par-
abolic uniform rectifiability of Σ by showing that the constructed approximating Lip(1,1/2) graphs
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are in fact regular Lip(1,1/2) graphs, as in Theorem 1.1 (ii). This is achieved by pushing the A∞
property of the caloric measure to these graph domains, at which point Theorem 1.1 applies, thus
establishing the desired regularity of the graphs.

In the present work, the key idea of our proof, and the main novelty, is to view the level sets of
a (normalized) Green function (which we show are graphs, locally), as extensions of the original
graph, for which we can prove (local) estimates of Littlewood-Paley type. Using implicit differenti-
ation, we derive the latter from local square function estimates for the Green function, which are in
turn a consequence of the A∞ property of caloric measure, by a refinement (due to [LN07]) of the
standard integration by parts argument. Of course, consideration of the level sets of a solution, per
se, is not new in free boundary theory (see, e.g., [KN77, Jer90, Eng17] for some similar ideas) but
our work seems to be the first to exploit Littlewood-Paley theory for the level sets. Finally, we use
the Littlewood-Paley estimates for the level sets to establish the regularity of the function ψ whose
graph defines the boundary (i.e., to show that ψ has half a time derivative in parabolic BMO).

The rest of the paper is organized as follows. Section 2 is of a preliminary nature and we here
introduce notation and some of the basic terminology, in the context of Lip(1,1/2) domains, to be
used in the forthcoming sections. We here also define precisely regular Lip(1,1/2) graph domains.
In Section 3 we outline and state the results/estimates concerning non-negative solutions to the
heat/adjoint heat equation that we will use. All estimates stated are essentially known and can
be extracted from the literature, although for the reader’s convenience, in Appendix A we shall
provide a proof, which simplifies existing arguments in the case considered here, of Lemma 3.15.
In Section 4 we take some initial steps towards the proof of Theorem 1.1 by exploring the A∞
condition, by introducing sawtooths, by studying the level sets for the normalized Green function,
and by introducing a regularized distance function h which will be an important tool for us. The
Littlewood-Paley estimates for the level sets, mentioned above, are proved in Section 5. In Section
6 all ingredients developed are combined and the proof of Theorem 1.1 is completed.

Acknowledgements. The authors thank the referees for helpful suggestions to improve the exposi-
tion, and to clarify prior history of related work.

2. Preliminaries

2.1. Notation. Throughout the paper, n ≥ 2 is a natural number and we let d := n + 1 denote
the natural parabolic homogeneous dimension of space-time Rn. The ambient space we work in is
Rn+1 := R × Rn−1 × R,

Rn+1 =
{

X = (X, t) = (x0, x, t) ∈ R × Rn−1 × R
}
.

Here we have distinguished the last coordinate as the time coordinate and the first spatial coordinate
as the graph coordinate. We also work with

Rn =
{

x = (x, t) ∈ Rn−1 × R
}
.

To help the reader identify the nature of points used in the paper, we use the notation employed
above, which we here describe in detail. We use lower case letters (e.g. x, y, z) to denote spatial
points in Rn−1, and capital letters (e.g X = (x0, x), Y = (y0, y), Z = (z0, z)), to denote points in
Rn = R × Rn−1. We also use boldface capital letters (e.g. X = (X, t), Y = (Y, s), Z = (Z, τ)), to
denote points in Rn+1 and boldface lowercase letters (e.g. x = (x, t), y = (y, s), z = (z, τ)) to denote
points in n-dimensional space-time. In accordance with this notation, given X = (X, t) ∈ Rn+1 (resp.
x = (x, t) ∈ Rn) we use the notation t(X) (resp. t = t(x)) to denote its time component, that is, if
X = (X, t) then t = t(X) (resp. if x = (x, t) then t = t(x)).
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We denote the parabolic length by

∥X∥ = ∥(X, t)∥ := |X| + |t|
1
2 , X = (X, t) ∈ Rn+1 = Rn × R ,

∥x∥ = ∥(x, t)∥ := |x| + |t|
1
2 , x = (x, t) ∈ Rn = Rn−1 × R .

All distances will be measured with respect to the parabolic metric

dist(X,Y) := ∥X − Y∥ := |X − Y | + |t − s|
1
2 , X = (X, t), Y = (Y, s) ∈ Rn+1,

and

dist(x, y) := ∥x − y∥ := |x − y| + |t − s|
1
2 , x = (x, t), y = (y, s) ∈ Rn.

It is sometimes convenient to use a different (smooth) parabolic distance. Given x = (x, t) ∈ Rn\{0},
we let |||x||| be defined as the unique positive solution of the equation

(2.1)
|x|2

|||x|||2
+

t2

|||x|||4
= 1,

that is,

(2.2) |||x||| = 2−
1
2
(√
|x|4 + 4t2 + |x|2

) 1
2 , x = (x, t) ∈ Rn .

Then |||x||| ≈ ∥x∥ with implicit constants depending only on n.
Given x = (x, t) ∈ Rn and R > 0, we introduce the parabolic cube, centered at x and of size R, as

QR(x) :=
{

y = (y, s) ∈ Rn : |yi − xi| < R, 1 ≤ i ≤ n − 1, |t − s| < R2}.
Given x = (x, t) ∈ Rn and R > 0, we denote a closed parabolic cube in Rn+1 by

(2.3) JR(X) = JR(x0, x, t) := [x0 − R, x0 + R] × QR(x) .

For J = JR(X), we let ℓ(J) := ℓ(JR(X)) = 2R denote the parabolic side length of J .

2.2. Parabolic Hausdorffmeasure. Given η ≥ 0, we letHη denote standard η-dimensional Haus-
dorffmeasure. We also define a parabolic Hausdorffmeasure of homogeneous dimension η, denoted
H

η
p , in the same way that one defines standard Hausdorff measure, but instead using coverings by

parabolic cubes. I.e., for δ > 0, and for E ⊂ Rn+1, we set

H
η
p,δ(E) := inf

∑
k

diam(Ek)η ,

where the infimum runs over all countable such coverings of E, {Ek}k, with diam(Ek) ≤ δ for all k.
Of course, the diameter is measured in the parabolic metric. We then define

Hη
p (E) := lim

δ→0+
H

η
p,δ(E) .

As is the case for classical Hausdorff measure, Hη
p is a Borel regular measure. We refer the reader

to [EG15, Chapter 2] for a discussion of the basic properties of standard Hausdorff measure. The
arguments in [EG15] adapt readily to treat Hη

p . In particular, one obtains a measure equivalent to
H

η
p if one definesHη

p,δ in terms of coverings by arbitrary sets of parabolic diameter at most δ, rather
than cubes.
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2.3. Lip(1,1/2) graph domains, and surface measure on the boundary. A function ψ : Rn−1 ×

R→ R is called Lip(1,1/2) with constant C, if

|ψ(x, t) − ψ(y, s)| ≤ C(|x − y| + |t − s|1/2) = C∥(x, t) − (y, s)∥, ∀(x, t), (y, s) ∈ Rn.(2.4)

We define ∥ψ∥Lip(1,1/2) to be the infimum of all constants C as in (2.4). If we set

Σ :=
{

(ψ(x, t), x, t) : (x, t) ∈ Rn} = {(ψ(x), x) : x ∈ Rn} =:
{
Ψ(x) : x ∈ Rn},(2.5)

then we say that Σ is a Lip(1,1/2) graph. The set Σ is the boundary of the domain

Ω :=
{

X = (x0, x, t) ∈ Rn+1 : x0 > ψ(x, t)
}
,(2.6)

We refer to Ω ⊂ Rn+1 as an (unbounded) Lip(1,1/2) graph domain with constant ∥ψ∥Lip(1,1/2). Given
the closed set Σ ⊂ Rn+1 of homogeneous dimensionHp,dim(Σ) = n+ 1, we define a surface measure
on Σ as the restriction ofHn+1

p to Σ, i.e.,

(2.7) σ = σΣ := Hn+1
p |Σ .

We remark that for Lip(1,1/2) graphs, σ as defined in (2.7) is equivalent to dσs := dσt dt,
where dσt is standard (n − 1)-dimensional Hausdorff measureHn−1, restricted to the cross section
Σt := {x : (x, t) ∈ Σ}. We refer the reader to [BHH+21, Remark 2.8 and Appendix B] for details.

2.4. Surface cubes and reference points. We let

M0 := 1 + ∥ψ∥Lip(1,1/2).(2.8)

For every X = (x0, x) = (x0, x, t) ∈ Rn+1 and R > 0, we introduce vertically elongated open “cubes”

(2.9) IR(X) := (x0 − 3M0
√

nR, x0 + 3M0
√

nR) × QR(x)

and set
∆R(X) := IR(X) ∩ Σ.

We will refer to ∆R(X) as a surface box or cube of size R > 0 and centered at X. Unless otherwise
specified, we implicitly assume that the center X = (x0, x) = (x0, x, t), of any surface box ∆R(X), is
in Σ, that is, x0 = ψ(x, t).

Note the crude estimate

(2.10) Y ∈ IR(X) =⇒ ∥Y − X∥ ≤ 5M0
√

nR,

and that by construction,

(2.11) ∆R(X) =
{
Ψ(y) : y ∈ QR(x)

}
, ∀X = (x0, x) ∈ Σ,

where we recall that y 7→ Ψ(y) := (ψ(y), y) is the graph parametrization of Σ (see (2.5)). Indeed, if
y ∈ QR(x), then ∥x − y∥ ≤ (

√
nR + R) and hence

|ψ(x) − ψ(y)| ≤ M0(
√

nR + R) ≤ 2
√

nM0R.

We also note, by the same reasoning, that if R > 0, X = (x0, x) ∈ Σ and y ∈ QR(x), then

(ψ(y) + a, y) ∈ IR(X) ∀a ∈ (−M0
√

nR,M0
√

nR) .

Given τ > 0, we define the parabolic dilation τ∆R(X) := ∆τR(X).
We introduce time forward and time backwards corkscrew points relative to ∆R(X),

(2.12) A±R(X) :=
(

x0 + 2M0R, x, t ± 2R2) , X = (x0, x, t) = (x0, x) = (ψ(x), x) ∈ Σ,

and we let

(2.13) AR(X) := (x0 + 2M0R, x, t) , X = (x0, x, t) = (x0, x) = (ψ(x), x) ∈ Σ.
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Note that for X ∈ Σ,

(2.14) A±R(X), AR(X) ∈ Ω2R = Ω2R(X) := I2R(X) ∩Ω,

and that
dist

(
A±R(X), ∂Ω2R

)
≈ dist

(
A±R(X), ∂Ω3R

)
≈ R,

where the implicit constants depend only on n and ∥ψ∥Lip(1,1/2). Furthermore,

|ψ(x0, x, t ± 2R2) − ψ(x0, x, t)| ≤
√

2∥ψ∥Lip(1,1/2) R ,

and hence

(2.15) dist(A±R(X), ∂Ω) ≥ 2M0R −
√

2∥ψ∥Lip(1,1/2) R ≥ 2R.

The same argument and conclusions apply toAR(X).
We frequently use (sometimes without mention) the following elementary consequence of our

definitions.

Lemma 2.16. Assume that X = (x0, x, t) ∈ Ω. Then

(x0 − ψ(x, t))M−1
0 ≤ dist(X,Σ) ≤ x0 − ψ(x, t).

Proof. Let L = ∥ψ∥Lip(1,1/2). We assume, without loss of generality, that (x, t) = 0 and ψ(0, 0) = 0 so
that x0 = (x0 − ψ(x, t)). Let Y = (y0, y) ∈ Σ be such that dist(X,Σ) = ∥Y − X∥. If ∥y∥ ≥ x0(1 + L)−1

then ∥Y − X∥ ≥ ∥y∥ ≥ (x0 − ψ(x, t))(1 + L)−1 and we are done. So we may assume that ∥y∥ ≤
(1 + L)−1x0. Since ψ is Lip(1,1/2) it holds |y0| ≤

L
1+L x0. Thus,

∥Y − X∥ ≥ |x0 − y0| ≥ x0

(
1 −

L
1 + L

)
=

x0

1 + L
=

x0 − ψ(x, t)
1 + L

.

As M0 = 1 + L this proves the lemma as the inequality dist(X,Σ) ≤ x0 − ψ(x, t) is trivial. □

2.5. (Parabolic) BMO and fractional integral operators. Given a function f : Rn → R, which is
locally integrable with respect to the n-dimensional Lebesgue measure, we say that f ∈ BMOP(Rn),
the parabolic BMO-space, if

∥ f ∥BMOP(Rn) := sup
Q⊂Rn

−

∫
−

∫
Q
| f (x, t) − fQ| dx dt < ∞,

where the supremum runs over all parabolic cubes Q = QR(x), with x ∈ Rn and R > 0. Here fQ
denotes the average of f on Q.

We introduce IP, the fractional integral operator of parabolic order 1 on Rn, by means of the
Fourier transform,

(2.17) (IPψ)̂ (ξ, τ) := |||(ξ, τ)|||−1 ψ̂(ξ, τ), (ξ, τ) ∈ Rn.

Then

(2.18) IPψ(x) =
∫∫
Rn

V(x − y)ψ(y) dy, x ∈ Rn,

for a kernel V satisfying 0 ≤ V(y) ≲ ∥y∥1−d, where d = n + 1 is the homogeneous dimension of
parabolic Rn.

Using IP we introduce a (parabolic) half-order time derivative as

Dtψ(x) := ∂t ◦ IPψ(x) =
∫∫
Rn
∂t
(
V(x − y)

)
ψ(y) dy, x = (x, t) ∈ Rn.

This operator should be viewed as a principal value operator, or one should consider ∂t in the weak
sense. Note that the Fourier symbol forDt is 2πiτ/|||(ξ, τ)|||.
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Another half-order time derivative, Dt
1/2, can be introduced through the Fourier multiplier |τ|1/2

or by

Dt
1/2ψ(x) = Dt

1/2ψ(x, t) := c
∫
R

ψ(x, s) − ψ(x, t)
|s − t|3/2

ds,(2.19)

for properly chosen c.

2.6. Regular Lip(1,1/2) graph domains. Let ψ : Rn−1 × R → R be a Lip(1,1/2) function with
norm ∥ψ∥Lip(1,1/2) in the sense of (2.4). Such a function is said to be a regular Lip(1,1/2) function
if, in addition,

Dtψ ∈ BMOP(Rn).(2.20)

If ψ is a regular Lip(1,1/2) function, and if we define Σ and Ω as in (2.5) and (2.6), then we say
that Σ is a regular Lip(1,1/2) graph, and that Ω ⊂ Rn+1 is an (unbounded) regular Lip(1,1/2) graph
domain. In both cases the regularity is determined by ∥ψ∥Lip(1,1/2) and ∥Dtψ∥BMOP(Rn). In [HL96] it
is proved that

(2.21) ∥ψ∥R-Lip := ∥Dtψ∥BMOP(Rn) + ∥∇xψ∥∞ ≈ ∥Dt
1/2ψ∥BMOP(Rn) + ∥∇xψ∥∞ ,

where Dt
1/2 was introduced in (2.19). In particular, that a function is a regular Lip(1,1/2) function

can be equivalently formulated using Dt
1/2 instead of Dt, but the latter will be considerably more

convenient for us to work with in this paper.

Remark 2.22. One can prove that in general, the class of regular Lip(1,1/2) functions is strictly
contained in Lip(1,1/2), i.e., there are examples of functions ψ which are Lip(1,1/2) but not regular
Lip(1,1/2), see [LS88], [KW80]. Moreover, it follows from the arguments of Strichartz [Stz] that for
a regular Lip(1,1/2) function ψ, the assumption that ψ is Lip(1/2) in the time variable is redundant:
it follows from the finiteness of the R-Lip norm in (2.21).

2.7. Parabolic uniform rectifiability. Let Σ ⊂ Rn+1 be a closed set, and define surface measure
σ on Σ as in (2.7). Assume that Σ is parabolic Ahlfors-David regular, i.e., for all X ∈ Σ, and for
0 < r < diam(Σ) (with diameter measured in the parabolic metric), σ (Dr(X)) ≈ rn+1, with uniform
implicit constants, where Dr(X) := {Y ∈ Σ : ∥Y − X∥ < r}. For X, r as above, set

β̃(X, r) := inf
P∈P

(
−

∫
−

∫
Dr(X)

(
dist(Y, P)

r

)2

dσ(Y)
)1/2

,

where P is the set of all n-dimensional hyperplanes P containing a line parallel to the t axis (that is,
t-independent planes). Define

dν̃(X, r) := β̃ 2(X, r) dσ(X) r−1 dr .

We then say that Σ is parabolic uniformly rectifiable if ν̃ is a (parabolic) Carleson measure on
Σ × (0, diam(Σ)), i.e., if

∥ν̃∥C := sup
X∈Σ, 0<r<diam(Σ)

r−(n+1) ν̃
(
Dr(X) × (0, r)

)
< ∞

Remark 2.23. One can prove, in the context of Lip(1,1/2) graphs, that the graph being regular
Lip(1,1/2) is equivalent to the graph being parabolic uniform rectifiable, see [HLN04] for a proof.
In particular, let Σ be the graph of a function ψ(x, t), and set

β(r, x, t) := inf
L

[
−

∫
−

∫
Qr(x,t)

(
ψ(y, s) − L(y)

r

)2

dσ(y, s)

]1/2

, (r, x, t) ∈ Rn+1
+
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where the infimum is taken over all affine functions L of y only. If we let

dν := dνψ := β2(r, x, t)
dr dx dt

r
,

and assume that ψ(x, t) is Lipschitz in the space variable x, uniformly in t, then the condition that
Dtψ ∈ BMOP(Rn) is equivalent to saying that dν is a Carleson measure on Rn+1

+ , i.e.,

(2.24) ∥ν∥ := sup
(z,τ)∈Rn,R>0

∫ R

0
−

∫
−

∫
QR(z,τ)

β2(r, x, t)
dr dx dt

r
< ∞ .

Moreover, since ψ is Lipschitz in x, uniformly in t, it is not hard to see that (suitably interpreted)
β ≈ β̃ and ν ≈ ν̃ on such graphs. Since the further property that Dtψ ∈ BMOP(Rn) implies in
particular that ψ(x, t) is Lip(1/2) in t, uniformly in x, we see that in the context of Lip(1,1/2) graphs,
(2.24) with ∥ν∥ finite, is the very definition of Σ being parabolic uniform rectifiable.

2.8. Convention concerning constants. We refer to n, the Lip(1, 1/2) constant of the function
defining the boundary of our domain, and the constants C∗ and q > 1 appearing in Definition 3.18
below, as the structural constants. For all constants A, B ∈ R+, the notation A ≲ B means, unless
otherwise stated, that A/B is bounded from above by a positive constant depending at most on the
structural constants; A ≳ B of course means B ≲ A. We write A ≈ B if A ≲ B and B ≲ A, while
for a given constant η, A ≲η B means, unless otherwise stated, that A/B is bounded from above by
a positive constant depending at most on the structural constants and η.

3. Boundary estimates in Lip(1, 1/2) domains

The Dirichlet problem, parabolic measure, and the boundary behaviour of non-negative solu-
tions, for the heat equation but also for more general linear uniformly parabolic equations with
space and time dependent coefficients, have been studied intensively in Lipschitz cylinders and in
Lip(1,1/2) domains over the years, see [FGS84, FS97, FSY99, LM95, Nys97]. Results include Car-
leson type estimates, the relation between the associate parabolic measure and the Green function,
the backward in time Harnack inequality, the doubling of parabolic measure, boundary Harnack
principles (local and global) and Hölder continuity up to the boundary of quotients of non-negative
solutions vanishing on the lateral boundary. We here only state the results/estimates for the heat
equation that we will use. All estimates stated are known and also apply for solutions to the adjoint
heat equation subject to the appropriate changes (typically just exchanging A+R with A−R) induced
by the change of variables t → −t.

In the following we consider a Lip(1,1/2) domainΩ as in (2.6) with boundary Σ. It is well known
that the bounded continuous Dirichlet problem for the heat equation always has a unique solution
in Ω. Given Y ∈ Ω we let G(·) = G(·,Y) denote Green’s function for the heat equation in Ω with
pole at Y, i.e.

(∂t − ∆)G(X,Y) = δY(X) in Ω and G ≡ 0 on Σ.(3.1)

Here δY is the Dirac delta function at Y and ∆ is the Laplacian in X. Furthermore, we note that
G(Y, ·) is the Green’s function for the adjoint heat equation with pole at Y ∈ Ω, i.e.

(−∂t − ∆)G(Y,X) = δY(X) in Ω and G ≡ 0 on Σ.(3.2)

We let ωY(·) and ω̃Y(·) be the caloric and adjoint caloric measures, at Y ∈ Ω, associated to the heat
and adjoint heat equation in Ω. Given Y ∈ Ω we let G(X,Y) ≡ 0 whenever X ∈ (Rn × (s,∞)) \ Ω
and G(Y,X) ≡ 0 whenever Y ∈ (Rn × (−∞, s)) \Ω. Then,∫∫∫

G(Y,X)(∆ − ∂t)ϕ dX =
∫∫

ϕ dωY,
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G(X,Y)(∆ + ∂t)ϕ dX =

∫∫
ϕ dω̃Y,(3.3)

for all ϕ ∈ C∞0 (Rn+1 \ {Y}).
For the proofs of Lemmas 3.4, 3.5, 3.9, 3.10, and 3.11 below we refer to [FGS84, FS97, FSY99,

LM95, Nys97]. In [Nys97] all relevant estimates are stated and proved in the general setting of
second order parabolic equations in divergence form in Lip(1,1/2) domains. We also note that all of
these lemmas remain valid in more general settings, see e.g., [HLN04]. To give specific references
in the case of the heat/adjoint heat equation, we refer the reader to [LM95, Chapter 3, Section 6]
for Lemmas 3.4 and 3.5, and to [FGS84] for Lemmas 3.9, 3.10, and 3.11.

In this section all implicit constants depend only on n and ∥ψ∥Lip(1,1/2). Given Y ∈ Ω we let
δ(Y) := infZ∈Σ ∥Y − Z∥.

Lemma 3.4. Let X ∈ Σ and R > 0. Assume that 0 ≤ u ∈ C(I2R(X) ∩Ω) satisfies ∂tu − ∆u = 0
in I2R(X) ∩ Ω, with u = 0 in ∆2R(X). Then there exists α ∈ (0, 1/2), depending only on n and
∥ψ∥Lip(1,1/2), such that

u(Y) ≲
(
δ(Y)

R

)α
sup

Z∈I2R(X)∩Ω
u(Z),

whenever Y ∈ IR(X) ∩Ω.

Lemma 3.5. Let X, R, u, and α be as in the statement of Lemma 3.4. Then

(3.6) u(Y) ≲ u(A+R(X)),

whenever Y ∈ IR(X) ∩Ω. In particular,

(3.7) u(Y) ≲
(
δ(Y)

R

)α
u(A+R(X)),

whenever Y ∈ IR/2(X) ∩Ω.

For X = (x0, x, t) ∈ Σ, r > 0, and κ = κ(n,M0), a sufficiently large constant to be fixed, we
introduce the space-time parabolas

T±κ,r(X) = {(y0, y, s) ∈ Ω : |(x0, x) − (y0, y)| ≤ κ|t − s|1/2, ±(s − t) ≥ 16r2}.

Recall that M0 = 1 + ∥ψ∥Lip(1,1/2). The parabola T+κ,r is the forward in time parabola and T−κ,r is the
backward in time parabola. Note that if Y ∈ T±κ,r(X), then Y ∈ T±κ,r′(X) for all r′ ∈ (0, r). Concerning
κ, we may take this constant as large as we like but we will choose

(3.8) κ := 40M0
√

n.

Hence κ only depends on n and ∥ψ∥Lip(1,1/2).
Lemma 3.9 below states the strong Harnack inequality, or backwards in time Harnack inequality,

for the Green function. Lemma 3.10 gives the relation between the Green function and caloric/ad-
joint caloric measure, and Lemma 3.11 formulates the doubling property of the latter measures.

Lemma 3.9 ([FGS84]). If X ∈ Σ and Y ∈ T+κ,R(X), then

G(Y,A−R(X)) ≈ G(Y,AR(X)) ≈ G(Y,A+R(X)).

Similarly, if X ∈ Σ and Y ∈ T−κ,R(X), then

G(A+R(X),Y) ≈ G(AR(X),Y) ≈ G(A−R(X),Y).
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Lemma 3.10 ([FGS84]). If X ∈ Σ and Y ∈ T+κ,R(X), then

RnG(Y,A+R(X)) ≈ ωY(∆R(X)) ≈ RnG(Y,A−R(X)).

Similarly, if X ∈ Σ and Y ∈ T−κ,R(X), then

RnG(A−R(X),Y) ≈ ω̃Y(∆R(X)) ≈ RnG(A+R(X),Y).

Lemma 3.11 ([FGS84]). If X ∈ Σ and Y ∈ T+κ,R(X), then

ωY(∆R(X)) ≈ ωY(∆R/2(X)).

Similarly, if X ∈ Σ and Y ∈ T−κ,R(X), then

ω̃Y(∆R(X)) ≈ ω̃Y(∆R/2(X)).

We will use the following variation of Lemma 3.11.

Lemma 3.12. Let κ be as in (3.8) and consider X ∈ Σ and r > 0. Then,

A+4r(X) ∈ T+κ,2ρ(Z),

for all Z ∈ Σ and ρ > 0 such that ∆2ρ(Z) ⊆ ∆r(X). In particular,

ωA
+
4r(X)(∆2ρ(Z)) ≈ ωA

+
4r(X)(∆ρ(Z)),

for all Z ∈ Σ and ρ > 0 such that ∆2ρ(Z) ⊆ ∆r(X).

Proof. We only prove thatA+4r(X) ∈ T+κ,2ρ(Z), as once this is done the statement

ωA
+
4r(X)(∆2ρ(Z)) ≈ ωA

+
4r(X)(∆ρ(Z)),

follows from Lemma 3.11. Write X = (X, t) and Z = (Z, τ). Then the inclusion ∆2ρ(Z) ⊆ ∆r(X)
ensures that

τ + (2ρ)2 ≤ t + r2, and 2ρ ≤ r.
Therefore it holds that

(3.13) τ ≤ τ + 64ρ2 ≤ t + 60ρ2 + r2 ≤ t + 16r2.

Noting that the t-coordinate ofA+4r(X), call it s, is equal to t + 2(4r)2 we have from (3.13)

(3.14) (s − τ) = t + 32r2 − τ ≥ 16r2 ≥ 16ρ2.

Then the time coordinate of A+4r(X) satisfies the condition in the definition of T+κ,2ρ(Z). Since
Z ⊆ ∆r(X) writing X = (x0, x), it holds that

|(x0 + 2M0(4r), x) − Z| ≤ |(x0, x) − Z| + 2M0(4r) ≲ 10M0
√

n(4r).

Thus, from (3.14) we conclude

|(x0 + 2M0(4r), x) − Z| ≲ 2M0(4r) ≲ 10M0
√

n(4r)

≲ 2M0(4r) ≲ 10M0
√

n(4r)(s − τ)1/2.

As (x0 + 2M0(4r), x) is the spatial coordinate of A+4r(X), the previous inequality shows that for
κ = 40M0

√
n we haveA+4r(X) ∈ T+κ,2ρ(Z). □

We will also need the following quantitative non-degeneracy result for ∂y0G. The following
lemma is essentially Lemma 2.12 in [Nys06]. On the other hand, the proof given in [Nys06], based
on the arguments in [ACS], [CS05], is not complete, so for the reader’s convenience, we give the
complete argument in an appendix to this paper.
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Lemma 3.15. Let X ∈ Σ and R > 0. Then there exists η ∈ (0, 1/2), depending only on n and
∥ψ∥Lip(1,1/2), such that the following holds. If Y∗ ∈ T+κ,R(X), and u(Y) := G(Y∗,Y), then

(3.16) |∇Yu(Y)| ≈ ⟨∇Yu(Y), e0⟩ ≈
u(Y)
δ(Y)

,

for every Y ∈ IR/4(X) ∩Ω with δ(Y) < ηR. If Y∗ ∈ T−κ,R(X), and u(Y) := G(Y,Y∗), then

(3.17) |∇Yu(Y)| ≈ ⟨∇Yu(Y), e0⟩ ≈
u(Y)
δ(Y)

,

for every Y ∈ IR/4(X) ∩Ω with δ(Y) < ηR.

Next we give our definition of the A∞ property for caloric measure.

Definition 3.18. We say ω is in A∞, or that its density dω/dσ is a parabolic A∞ weight, if there
exist C∗ and q > 1 such that the following holds. If X ∈ Σ, r > 0, and Y ∈ T+κ,2r(X), then ωY ≪ σ

on ∆2r(X) and kY := dωY/ dσ satisfies the reverse-Hölder inequality

(3.19)
∫∫
∆r(X)

kq
Y dσ ≤ C∗σ(∆r(X))1−q(ωY(∆r(X)))q.

Remark 3.20. Consider X0 ∈ Σ and R∗ > 0, Using Lemma 3.12 we have that

A+4R∗

(
X0) ∈ T+κ,2ρ(Z),

for all Z ∈ Σ and ρ > 0 such that ∆2ρ(Z) ⊆ ∆R∗(X0). As a consequence, (3.19) is valid with
Y = A+4R∗(X

0), i.e., ∫∫
∆r(Z)

kq
A+4R∗ (X

0) dσ ≤ C∗σ(∆r(Z))1−q(ωA
+
4R∗ (X

0)(∆r(Z)))q,

for all Z ∈ ∆R∗/2(X0) and r < R∗/2.

4. Preliminary arguments for the proof of Theorem 1.1

In this section we develop a number of preliminary arguments for the proof of Theorem 1.1.
Throughout the section we will assume the hypotheses of Theorem 1.1 and the constants appearing
are allowed to depend (implicitly) on n, ∥ψ∥Lip(1,1/2) and the constants C∗ and q in Definition 3.18,
i.e., on the what we have coined the structural constants. We will sometimes stress this dependence,
but otherwise it can be assumed by the reader. To prove Theorem 1.1, our strategy is to show that
there exists a constant N⋆, depending only on the structural constants, such that for each parabolic
cube QR ⊂ R

n+1 we have

(4.1) inf
C

∣∣{y ∈ QR : |Dtψ(y) −C| > N⋆

}∣∣ ≤ (1/4) |QR|.

Indeed, if this is true then the parabolic version of the John-Strömberg lemma implies

∥Dtψ∥BMOP(Rn) ≤ CN⋆ .

Thus, we will be focused on establishing (4.1) with N⋆ depending only on the structural constants.
To this end, we fix x0 = (x0, t0) ∈ Rn and we let QR := QR(x0). We define

X0 := (x0
0, x

0) := (ψ(x0), x0) ∈ Σ ,

and set IR := IR(X0), ∆ := ∆R(X0) = IR(X0) ∩ Σ. With X0 fixed, we will often simply write ∆cR
instead of ∆cR(X0). We also introduce

(4.2) ∆⋆ := M1∆ , where M1 := 32000M2
0η
−1n,
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and where η is the constant appearing in Lemma 3.15. Using this notation, we set X⋆ := A+4M1R(X0),
a time forward reference point defined relative to the surface box 4∆⋆. We let

(4.3) ω(·) := σ(∆⋆)ωX⋆(·)

denote normalized caloric measure, and we let

(4.4) u(·) = σ(∆⋆) G(X⋆, ·).

This normalized Green function, with pole at X⋆, is a solution to the adjoint heat equation outside
of its pole. On any set where ω ≪ σ, we let k = dω/ dσ. Applying Lemma 3.4 to the function
X → 1 − ωX( 1

4∆⋆), which is a non-negative solution to the heat equation which vanishes on 1
4∆⋆,

and subsequently using the Harnack inequality, we deduce that

(4.5) 1 ≈ ωX⋆( 1
4∆⋆) = ωX⋆(∆M1R/4(X0)) =

ω( 1
4∆⋆)

σ(∆⋆)
≲
ω(∆⋆)
σ(∆⋆)

≈ ωX⋆(∆⋆) ≤ 1.

We will refer to (4.5) frequently. For future reference, we note that, in fact, we have more generally
that

(4.6)
ω(∆NR(X0))
σ(∆NR(X0))

≈ 1 , 1 ≤ N ≤ M1 .

This fact is standard for Lip(1,1/2) graph domains, but see, e.g., [GH20, Lemma 2.2] for a more
general result (which yields (4.6) in our setting by the use of Harnack’s inequality).

4.1. Constructing the base for a sawtooth from the A∞ assumption. That ω is in A∞ (see Defi-
nition 3.18) implies that there exists p > 1, depending only on n, M0, and the constants C∗ and q in
Definition 3.18, such that

(4.7)

(
−

∫
−

∫
∆M1R/4(X0)

k dσ

)(
−

∫
−

∫
∆M1R/4(X0)

k1−p′ dσ

)p−1

≲p 1,

which further implies that

(4.8)
σ(E)

σ(∆M1R/4(X0))
≲p

(
ω(E)

ω(∆M1R/4(X0))

)1/p

,

whenever E ⊆ ∆M1R/4(X0). Indeed, given (4.7),( σ(E)
σ(∆M1R/4(X0))

)p
=
(
−

∫
−

∫
∆M1R/4(X0)

1E k
1
p k−

1
p dσ

)p

≤

(
−

∫
−

∫
∆M1R/4(X0)

1E k dσ
)(
−

∫
−

∫
∆M1R/4(X0)

k1−p′ dσ
)p−1

≲p

( ω(E)
σ(∆M1R/4(X0))

)(
−

∫
−

∫
∆M1R/4(X0)

k dσ
)−1
=

ω(E)
ω(∆M1R/4(X0))

.

Lemma 4.9. Given ϵ > 0, there exists a constant M ≥ 1, depending only on the structural constants
and ϵ, and a closed set F⋆, such that

(4.10) F⋆ ⊆ F̃⋆ :=
{

X ∈ ∆50R(X0) :
1
M
≤
ω(∆r(X))
σ(∆r(X))

≤ M, ∀r ∈ (0,M1R/8)
}
,

and such that

(4.11) σ(∆50R(X0) \ F⋆) ≤ ϵσ(∆50R(X0)).
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Proof. Fix ϵ > 0, and let M be a degree of freedom eventually to be chosen depending only on the
structural constants and ϵ. We introduce the truncated maximal operators

Mσω(X) := sup
0<r<M1R/8

ω(∆r(X))
σ(∆r(X))

, X ∈ ∆50R(X0),

Mωσ(X) := sup
0<r<M1R/8

σ(∆r(X))
ω(∆r(X))

, X ∈ ∆50R(X0).

Note that if X ∈ ∆50R(X0) and 0 < r < M1R/8, then

∆r(X) ⊂ ∆M1R/8(X) ⊆ ∆M1R/4(X0) .

Since σ and ω are both doubling measures, by the weak-type (1,1) bound for the maximal function
(or directly, by a standard covering argument), we have

σ
({

X ∈ ∆50R(X0) :Mσω(X) > N
})
≤

Cn

N
ω(∆M1R/4(X0)),

ω
({

X ∈ ∆50R(X0) :Mωσ(X) > N
})
≤

Cn

N
σ(∆M1R/4(X0)),

(4.12)

for all N > 0, and where Cn depends only on dimension (and in the second inequality also on the
doubling constant for ω, which in turn depends only on n and M0). We introduce

A1
⋆ := {X ∈ ∆50R(X0) :Mσω(X) > M} , A2

⋆ := {X ∈ ∆50R(X0) :Mωσ(X) > M} .

Using (4.5), we have ω(∆M1R/4(X0)) ≈ σ(∆M1R/4(X0)), so from the first inequality in (4.12) we
deduce

(4.13) σ(A1
⋆) ≲

1
M
σ(∆M1R/4(X0)) ≈

1
M
σ(∆50R(X0))

(with harmless implicit dependence on the fixed constant M1). Similarly

(4.14)
ω(A2

⋆)
ω(∆M1R/4(X0))

≲
1
M
,

and using (4.8) we obtain

(4.15)
σ(A2

⋆)
σ(∆50R(X0))

≈
σ(A2

⋆)
σ(∆M1R/4(X0))

≲ (1/M)θ,

where θ = 1/p < 1. Observe that

∆50R(X0)) \ F̃⋆ ⊂ A1
⋆ ∪ A2

⋆ , .

Choosing M such that (1/M)θ ≪ ϵ, we deduce from (4.13) and (4.15) that

σ(∆50R(X0) \ F̃⋆) ≤
ϵ

2
σ(∆50R(X0)) ,

so using the regularity of σ we can find a closed set F⋆ ⊆ F̃⋆ with

σ(∆50R(X0) \ F⋆) ≤ ϵσ(∆50R(X0)).

□

We define the projection operatorΠ from (n+1)-dimensional space-time to n-dimensional space-
time according to

Π(Y) := (0, y, s), Y = (y0, y, s) ∈ Rn+1.(4.16)

Observe that

F := Π(F⋆) ⊂ Q50R.(4.17)
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Thus, if we let | · | denote Lebesgue measure on n-dimensional space-time,

(4.18) |QR \ F| ≤ |Q50R \ F| ≤ |Π(∆50R \ F⋆)| ≤ σ(∆50R \ F⋆) ≤ ϵσ(∆50R) ≲ ϵ |QR| ≈ ϵRd,

where the implicit constant depends only on n and ∥ψ∥Lip(1,1/2), and we recall that d := n + 1. In
our use of Lemma 4.9, ϵ will in the end be fixed, depending only on the structural constants. In
particular, we will always insist that ϵ is small enough that

(4.19) |QR \ F| ≤ |Q50R \ F| ≤ (1/8)|QR| .

4.2. Level sets of the normalized Green function. Recall that u is the normalized Green function
(see (4.4)). For future reference, we collect several important observations in the following.

Remark 4.20. By Lemma 3.9, the Green function satisfies a strong Harnack inequality, suitably
interpreted. Consequently, the strong Harnack inequality holds for u in the sense that

(4.21) u(A+r (Z)) ≈ u(A−r (Z)),

for all Z ∈ ∆M1R/2(X0) and r < M1R/4. Indeed, from Lemma 3.9 we have

(4.22) G(X⋆,A
+
r (Z)) ≈ G(X⋆,A

−
r (Z))

provided X⋆ = A
+
4M1R(X0) ∈ T+κ,r(Z). The latter fact can be seen from Lemma 3.12, upon noting

that ∆r(Z) ⊂ ∆M1R(X0) so that r can play the role of 2ρ in Lemma 3.12. Clearly, (4.22) implies
(4.21).

We may therefore apply Lemma 3.15 to obtain that

∂y0u(Y) ≈
u(Y)
δ(Y)

, for every Y = (y0, y) ∈ IM1R/8(X0) ∩Ω, δ(Y) ≤ ηM1R/2.

Recalling the definition of M1 (see (4.2)), we have M1R/8 ≥ 4000R and ηM1R/2 = 16000M2
0Rn.

Hence

(4.23) ∂y0u(Y) ≈
u(Y)
δ(Y)

, for every Y = (y0, y) ∈ I400R(X0) ∩Ω.

Here we have used (2.10) to conclude that Y ∈ I400R(X0) implies

δ(Y) ≤ ∥Y − X0∥ ≤ 2000M0R
√

n < 16000M2
0Rn = ηM1R/2 .

Next we use the estimate (4.23), and the implicit function theorem, to show, for r small, that
the level sets {u = r} are locally given by the graph of a Lip(1,1/2) function ψr(x). Given X⋆ =

A+4M1R(X0), the pole of the Green function, we introduce, for r > 0 small and fixed, the level set

Σr(X⋆) :=
{

Y ∈ Ω : u(Y) = r
}
.

Lemma 4.24. For some Λ0 ≫ 1 depending only on the structural constants, if 0 < r < R/Λ0, then
there is a function ψr ∈ C1(Q100R(x0)) such that

Σr(X⋆) ∩ I100R(X0) =
{(
ψr(y), y

)
: y ∈ Q100R(x0)

}
.

Moreover, for every y ∈ Q100R(x0) and 0 < r ≤ R/Λ0, the mapping r 7→ ψr(y) is strictly increasing
and differentiable,

(4.25) ψ(y) < ψr(y) < x0
0 + 300M0

√
nR,

and
lim

r→0+
ψr(y) = ψ(y).
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Proof. We start by observing that by (4.6) with N = 100, Lemma 3.10, and Harnack’s inequality,
u(Y) ≈ R for every Y = (y0, y) ∈ I100 R(X0) ∩ Ω with y0 = x0

0 + 300M0
√

nR (these are the points
at the “top” of the box). This means that for every y ∈ Q100 R(x0), we have u(ψ(y), y) = 0 and
u(x0

0 + 300M0
√

nR, y) ≈ R. In particular, there exists Λ0 such that

u(x0
0 + 300M0

√
nR, y) > R/Λ0 ∀y ∈ Q100R(x0),

and we fix Λ0 accordingly. Moreover, by (4.23) we have that ∂y0u(y0, y) > 0 for every y0 satisfying
ψ(y) < y0 < x0

0 + 300M0
√

nR, hence u(y0, y), viewed as a function of y0, is strictly increasing in the
interval ψ(y) < y0 < x0

0 + 300M0
√

nR. By the intermediate value theorem, for every 0 < r ≤ R/Λ0,
one can find a unique value ψr(y) such that ψ(y) < ψr(y) < x0

0 + 300M0
√

nR (depending implicitly
on X⋆) so that u(ψr(y), y) = r. Furthermore, if we invoke the implicit function theorem and the
local smoothness of adjoint caloric functions we conclude that ψr ∈ C∞(Q100 R(x0)). Furthermore,
ψr is (infinitely) differentiable as a function of the variable r.

Fix y ∈ Q100 R(x0). Note that if r < s < Λ0 R, then u(ψr(y), y) = r < s = u(ψs(y), y), and since
u(·, y) is strictly increasing in the interval (ψ(y), x0

0 + 300 M0 R
√

n) it follows that ψr(y) < ψs(y).
Next, using that for fixed y ∈ Q100 R(x0) we have ψr(y) > ψ(y), and that ψr(y) is increasing in
r ∈ (0,Λ0 R), it follows that limr→0+ ψr(y) exists and we call the limit ψ0(y). Note that ψ0(y) ≥ ψ(y).
By the continuity of u up to the boundary

0 = lim
r→0+

r = lim
r→0+

u(ψr(y), y) = u(ψ0(y), y),

and this implies that (ψ0(y), y) ∈ Σ, i.e. ψ0(y) = ψ(y). This completes the proof. □

4.3. A regularized distance function. Recall the projection operator Π introduced in (4.16). Re-
call also the small parameter ϵ > 0 (see Lemma 4.9), and the set F introduced (see (4.17)-(4.19)).
By the triangle inequality the function Rn ∋ x 7→ dist(x, F) is Lip(1, 1/2) with constant at most 1.
Thus, by [BHH+a, Lemma 3.24] there exists a non-negative Lip(1, 1/2) function h : Rn → R+ (a
regularized distance function) with properties as stated in the following lemma.

Lemma 4.26. The function h satisfies

h(x) ≈ dist(x, F), ∥h∥Lip(1,1/2) ≲ 1, ∥Dth∥BMOP(R) ≲ 1,(4.27)

and

(4.28) dist(x, F)2 k−1 |∂k
t h(x)| + dist(x, F)k−1 |∇k

xh(x)| ≲k 1, ∀ x < F, k ∈ N,

where the implicit constants depend on dimension (and on k for the last estimate). By construction
h ≡ 0 in F.

Remark 4.29. Note that (4.27) states that h is a non-negative regular Lip(1, 1/2) function with
constants of the order 1. In particular, the surface

{(h(x, t), x, t) : (x, t) ∈ Rn}

is parabolic uniformly rectifiable, see Remark 2.23.

In the sequel, we will often employ the notation

(4.30) ψ(r; · ) := ψr(·) , ψ(0; · ) := ψ(·) ,

since we will often plug the function h(·) in place of r and hence this notation is more convenient.
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Lemma 4.31. Suppose Λ ≥ 2Λ0, where Λ0 ≫ 1 is as in Lemma 4.24. If the parameter ϵ in Lemma
4.9 is chosen small enough, depending only on the structural constants, we then have

(4.32) sup
y∈Q50R(x0)

h(y) ≤ R/(80Λ).

Moreover, if Λ is sufficiently large, then for every y ∈ Q50R(x0) we have

(4.33) 0 ≤ ψ(h(y); y) − ψ(y) ≈ h(y) ≈ dist(y, F),

where the implicit constants depend on Λ, ϵ, and the structural constants, and

(4.34) ψ(h(y); y) < x0
0 + 300M0

√
nR.

Proof. Recall that d = n+ 1 is the homogeneous dimension of parabolic Rn. Since h ≡ 0 on F, and
F ⊂ Q50R(x0), we deduce from the definition of h and (4.18) that

h(x) ≈ dist(x, F) ≲ ϵ1/dR , ∀ x ∈ Q50R(x0) ,

which yields (4.32) by choice of ϵ small enough, depending on Λ. We will henceforth assume that
ϵ is at least small enough to ensure that (4.32) holds with Λ = 2Λ0, but with the freedom to take Λ
larger (thus, ϵ smaller, depending on Λ, but with each ultimately fixed).

We next prove (4.33) and (4.34). Let y ∈ Q50R(x0). Observe that the case y ∈ F is trivial since
h(y) ≈ dist(y, F) = 0 and ψ(0; y) = ψ(y). We may then assume that y < F, hence h(y) > 0. Pick
ŷ ∈ F so that ∥ŷ − y∥ = dist(y, F) ≈n h(y). Set Y := (ψ(y), y) ∈ Σ, Ŷ := (ψ(ŷ), ŷ) ∈ F⋆, and
Ỹ := (ψ(h(y); y), y) ∈ Ω. By Lemma 4.9,

(4.35)
ω(∆ρ(Ŷ))

σ(∆ρ(Ŷ))
≈ 1 , 0 < ρ < M1R/8 ,

since Ŷ ∈ F⋆. Here the implicit constant depends on the constant M of Lemma 4.9, and hence on
ϵ.

In particular, note that ∆h(y)(Y) ⊂ ∆Ch(y)(Ŷ) ⊂ ∆C2h(y)(Y) for some harmless constant C > 1
depending on dimension. Thus, if Λ is sufficiently large we can use (4.32) to obtain h(y) ≤ C−2R,
and then use (4.10) and the local doubling of ω (see Lemma 3.12) to conclude that

(4.36)
ω(∆h(y)(Y))
σ(∆h(y)(Y))

≈
ω(∆Ch(y)(Ŷ))

σ(∆Ch(y)(Ŷ))
≈M 1 .

Let N be a large constant to be chosen momentarily. If Z ∈ Ih(y)/N(Y) ∩ Ω, we can then invoke
Lemma 3.5, Lemma 3.10, and (4.36), to deduce that

u(Z) ≲
(δ(Z)

h(y)

)α
u(A+h(y)(Y)) ≲ N−α h(y)

ω(∆h(y)(Y))
σ(∆h(y)(Y))

≈ N−α h(y) <
1
2

h(y),

for N = N(n,M,M0) large enough. Consequently, using that u(Ỹ) = u(ψ(h(y); y)y) = h(y) by
construction (see Lemma 4.24), we conclude that Ỹ < Ih(y)/N(Y). Hence,

ψ(h(y); y) > ψ(y) + 3M0
√

nh(y)/N,

that is, since M depends on ϵ,

(4.37) δ(Ỹ) ≈n,M0 ψ(h(y); y) − ψ(y) ≥ c1h(y) > 0 , c1 = c(n, ϵ,M0) .

To obtain the converse inequality we observe that what we have just obtained implies that

(4.38) ∥Ỹ − Ŷ∥ ≤ |ψ(h(y); y) − ψ(y)| + |ψ(y) − ψ(ŷ)| + ∥y − ŷ∥ ≲ δ(Ỹ) + (1 + M0)∥y − ŷ∥
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= δ(Ỹ) + (1 + M0) dist(y, F) ≈n δ(Ỹ) + (1 + M0)h(y) ≲n,M0 δ(Ỹ).

Recall that, as before, x0
0 = ψ(x0). Note that by Lemma 4.24 and (4.32) we have

ψ(y) < ψ(h(y); y) < x0
0 + 300M0

√
nR,

so that (4.34) holds. In particular, Ỹ = (ψ(h(y); y), y) ∈ I100R(X0), and therefore

(4.39) 0 < δ(Ỹ) = δ(ψ(h(y); y), y) ≤ ∥Ỹ − X0∥ ≤ 500M0
√

nR ≪ M1R/8 ,

by (2.10), with a possibly smaller choice of η, depending on n and M0 (see (4.2)). We now claim
that

h(y)
ψ(h(y); y) − ψ(y)

≈
h(y)

δ(ψ(h(y); y), y)
=

u(ψ(h(y); y), y)
δ(ψ(h(y); y), y)

≈
ω
(
∆δ(Ỹ)(Ŷ)

)
σ
(
∆δ(Ỹ)(Ŷ)

) ≈ 1 ,

which yields (4.33). Indeed, in the string of inequalities above we first used that Σ is a Lip(1,1/2)
graph so that ψ(h(y); y) − ψ(y) ≈ δ(ψ(h(y); y), y), then that u(ψr(y), y) = r (with r = h(y)), and then
(4.38), Lemma 3.10, and the strong Harnack inequality applied to u. The last estimate is (4.35) and
(4.39). □

We let Λ1 := Λ, where Λ from now on is fixed so that Lemma 4.31 holds. This imposes a
condition on ϵ, and with this condition met, along with (4.19), we have fixed ϵ. Next, we introduce
the region

(4.40) S :=
{

(r, y) ∈ I50R(0, x0) : h(y) < r < R/Λ1
}
,

which can be understood as a local sawtooth relative to F since h(y) ≈ dist(y, F). By Lemma 4.31
we have that h(y) ≤ R/(80Λ1), hence the top of S (at height R/Λ1) is above h(y). Moreover, there
exists c1 ∈ (0, 1) so that ψ(h(y); y) − ψ(y) ≥ c1h(y) for every y ∈ Q50R(x0) (see (4.37)). Here c1
depends on ϵ, which is now fixed. We set

(4.41) Ω⋆ :=
{

(y0, y) ∈ I100R(X0) : y0 > ψ⋆(y)
}
, ψ⋆ := ψ + c1h.

We define

(4.42) ΩS = {(ψ(r; y), y) : (r, y) ∈ S}.

Lemma 4.43. If (r, y) ∈ S then (ψ(r; y), y) ∈ Ω⋆, that is, ΩS ⊆ Ω⋆.

Proof. Let (r, y) ∈ S, that is, y ∈ Q50R(x0) and h(y) < r < R/Λ1. Lemma 4.24 yields that r 7→ ψr(y)
is strictly increasing for y ∈ Q100R(x0) and 0 < r < R/Λ0. Hence, (4.37) gives

ψ(r; y) > ψ(h(y); y) ≥ ψ(y) + c1h(y) = ψ⋆(y).

It remains to show that (ψ(r; y), y) ∈ I100R(X0). To this end, note that since ψ(r; y) is increasing in
r, and since x0

0 = ψ(x0) by definition, it holds

ψ(r; y) − ψ(x0) ≤ ψ(R/Λ1; y) − x0
0 ≤ ψ(R/Λ0; y) − x0

0 ≤ 300M0
√

nR ,

where we used Lemma 4.24, specifically (4.25). On the other hand, since also ψ(r; y) ≥ ψ(y), and

|ψ(y) − ψ(x0)| ≤ M0∥y − x0∥ < 100M0
√

nR ,

we find that ψ(r; y) − ψ(x0) ≥ −100M0
√

nR, and hence that (ψ(r; y), y) ∈ Ω⋆. □
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5. Square function estimates

Recall the region S introduced in (4.40). The purpose of this section is to prove the following
square function estimate. Recall that d := n + 1 is the homogeneous dimension of parabolic Rn.

Proposition 5.1. We have

(5.2)
∫∫∫
S

(
|r ∂sψr(y, s)|2 + |r∇2

y,rψr(y, s)|2 + |r2 ∇y,r∂sψr(y, s)|2
) dr

r
dy ds ≲ Rd.

To prove Proposition 5.1 we will use several auxiliary domains which we next introduce. Recall
that the domain

Ω⋆ :=
{

(y0, y) ∈ I100R(X0) : y0 > ψ⋆(y)
}
, ψ⋆ := ψ + c1 h.

was introduced in (4.41). Ω⋆ is a pseudo-sawtooth relative to F⋆ whose boundary agrees with Σ
above F, that is, on F⋆. In the following we will also use the domains

Ω⋆⋆ :=
{

(y0, y) ∈ I125R(X0) : y0 > ψ⋆⋆(y)
}
, ψ⋆⋆ := ψ + c1h/2,

Ω⋆⋆⋆ :=
{

(y0, y) ∈ I150R(X0) : y0 > ψ⋆⋆⋆(y)
}
, ψ⋆⋆⋆ := ψ + c1h/4,

Ω⋆⋆⋆⋆ :=
{

(y0, y) ∈ I175R(X0) : y0 > ψ⋆⋆⋆⋆(y)
}
, ψ⋆⋆⋆⋆ := ψ + c1h/8.

By construction
Ω⋆ ⊂ Ω⋆⋆ ⊂ Ω⋆⋆⋆ ⊂ Ω⋆⋆⋆⋆.

We first prove the following lemma which shows that by the construction u behaves like the distance
to Σ in Ω⋆⋆⋆⋆.

Lemma 5.3. It holds that

(5.4) u(X) ≈ δ(X), ∀X ∈ Ω⋆⋆⋆⋆.

Furthermore,

(5.5) h(x) ≲ δ(X), ∀X = (x0, x) ∈ Ω⋆⋆⋆⋆.

Proof. Since Σ is a Lip(1,1/2) graph, δ(X) ≈ x0 −ψ(x) ≥ c1h(x)/8, by the very definition of Ω⋆⋆⋆⋆,
which gives (5.5).

To prove (5.4), consider X = (x0, x) = (x0, x, t) ∈ Ω⋆⋆⋆⋆. Using that dist(x, F) ≈ h(x), we
deduce from (5.5) that

(5.6) dist(x, F) ≤ Cδ(X)

for a uniform constant C > 1. We introduce c := C−1.
Assume first that δ(X) = δ(x0, x) ≤ cR, and let X̃ = (ψ(x), x) ∈ Σ be the point on the graph below

X. Let y ∈ F be such that ∥x − y∥ = dist(x, F), and let Y = (ψ(y), y) be the corresponding point on
the graph. Since M0 = ∥ψ∥Lip(1,1/2) + 1, by Lemma 2.16 we have

∥X − Y∥ ≤ ∥X̃ − Y∥ + ∥X̃ − X∥
≤ M0∥x − y∥ + M0δ(X) ≤ 2CM0δ(X) ≤ 2M0R ,

provided δ(X) ≤ cR. Now using Lemma 3.10, Harnack’s inequality, and doubling, we have

u(X)
δ(X)

≈
ω
(
∆(X̃, δ(X))

)
σ
(
∆(X̃, δ(X))

) ≈ ω
(
∆(Y, δ(X))

)
σ
(
∆(Y, δ(X))

) ≈ 1 .

In the last step, we used that Y ∈ F⋆ and that δ(X) < M1R/8, hence (4.10) holds.
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Next, assume that δ(X) = δ(x0, x) ≥ cR. In this case we don’t need to use the set F. Since
X ∈ I175R(X0), we have ∥X − X0∥ ≤ 875

√
nM0R and hence

cR ≤ δ(x0, x) ≤ 875
√

nM0R ≤ M1R/4.

Let again X̃ = (ψ(x), x) ∈ Σ be the point on the graph below X. In this case we have, using Lemma
3.10, the strong Harnack inequality and the doubling property of ω and σ, that

u(X)
δ(X)

≈
ω
(
∆(X̃, δ(X))

)
σ
(
∆(X̃, δ(X))

) ≈ ω
(
∆M1R/4(X0)

)
σ
(
∆M1R/4(X0)

) ≈ 1.

Here we have used (4.5) in the final step. We can justify the use of doubling up to the scale here,
see Remark 3.20 and Lemma 3.12. □

We will make use of the following lemma. Recall that the closed, standard parabolic cubeJr(X)
(note to be confused with the vertically elongated open cube Ir) was introduced in (2.3).

Lemma 5.7. There is a uniform positive constant θ ≪ 1, such that if J := Jρ(Z) ⊂ Ω, with
diam(J) ≤ θ dist(J ,Σ), and J ∩Ω⋆ , Ø, then

100J = J100ρ(Z) ⊂ Ω⋆⋆.

Furthermore, the same statement is true if the pair of domains (Ω⋆,Ω⋆⋆) is replaced by either
(Ω⋆⋆,Ω⋆⋆⋆) or (Ω⋆⋆⋆,Ω⋆⋆⋆⋆).

Proof. We prove the statement only for the pair (Ω⋆,Ω⋆⋆), as the arguments for the other pairs
are entirely analogous. First note that diam(J) ≤ θδ(X) for all X ∈ J . Fix X ∈ J ∩ Ω⋆. Then
X ∈ I100R(X0), hence δ(X) ≲ M0R, so that for θ ≪ M−1

0 ,

100ρ < 200 diam(J) ≤ 200θδ(X) ≪ R ,

whence it follows that 100J ⊂ I125R(X0).
It remains only to show that 100J stays above the function defining the lower boundary of Ω⋆⋆.

To this end, for future reference, we note that for X ∈ J ∩Ω⋆,

(5.8) ∥X − Y∥ ≤ 100 diam(J) ≤ 100θ dist(J ,Σ) ≤ 100θδ(X) , ∀Y ∈ 100J .

We consider two cases.
With X = (x0, x, t) ∈ J ∩Ω⋆ fixed as above, we first suppose that δ(X) ≥ h(x, t). We then have

(5.9) x0 − ψ⋆⋆(x, t) = x0 − ψ(x, t) − c1h(x, t)/2 ≥ δ(X) − c1h(x, t)/2 ≥ δ(X)/2 ,

since c1 < 1. Using Lemma 2.16 (applied inΩ⋆⋆, so M0 is replaced by ∥ψ⋆⋆∥Lip(1,1/2)+1 ≲ M0+1),
along with (5.9), we deduce that

(5.10) dist(X,Σ′) ≤ δ(X) ≲ (M0 + 1) dist(X,Σ′),
where Σ′ := ∂Ω⋆⋆ = {(ψ(x, t) + (c1/2) h(x, t), x, t) : (x, t) ∈ Rn}. Here, dist(X,Σ′) ≤ δ(X) trivially,
since Σ′ lies at or above Σ.

We now claim that δ′(Y) := dist(Y,Σ′) > 0, for all Y ∈ 100J . Indeed, since δ′ is parabolically
Lipschitz with norm 1, for Y ∈ 100J , by (5.8), we find that∣∣δ′(X) − δ′(Y)

∣∣ ≤ 100θδ(X) ≲ θδ′(X) ,

where we used (5.10) and the definition of δ′ in the last step. Consequently,

δ′(Y) = δ′(X) −
(
δ′(X) − δ′(Y)

)
≥ (1 −Cθ)δ′(X) > 0 ,

provided that θ is chosen small enough. Since 100J is convex and contains a point X in Ω⋆⋆, it
then follows that 100J ⊂ Ω⋆⋆.
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Now suppose that δ(X) ≤ h(x, t). In this case, we first note that

x0 − (ψ(x, t) + (c1/2)h(x, t)) > (c1/2)h(x, t) ,

as X ∈ Ω⋆. For Y = (y0, y, s) ∈ 100J , write

y0 − (ψ(y, s) + c1h(y, s)/2)

=
(

x0 − (ψ(x, t) + c1h(x, t)/2)
)
+
(
(ψ(x, t) + c1h(x, t)/2) − (ψ(y, s) + c1h(y, s)/2)

)
+ (y0 − x0),

so that, using (5.8), we have

y0 − (ψ(y, s) + c1h(y, s)/2) ≥ (c1/2)h(x, t) −C∥Y − X∥
≥ (c1/2)h(x, t) −Cθδ(X) ≥ (c1/2)h(x, t) −Cθh(x, t) > 0,

provided θ is sufficiently small; i.e., we conclude that Y lies above the graph defining Ω⋆⋆. □

5.1. Whitney decompositions. We here introduce Whitney decompositions. Let θ be as in Lemma
5.7, chosen small enough that the conclusion of the Lemma holds for each pair of sub-domains
(Ω⋆,Ω⋆⋆), (Ω⋆⋆,Ω⋆⋆⋆), and (Ω⋆⋆⋆,Ω⋆⋆⋆⋆). We letW = {J} be a (parabolic) Whitney decom-
position of Ω in parabolic dyadic cubes (see e.g. [Ste70, Chapter 6] for the classical construction,
which adapts readily to the parabolic setting) with the additional property that

(5.11) θ−1 diam(J) ≤ dist(2J ,Ωc) ≤ dist(J ,Ωc) ≤ Cnθ
−1 diam(J).

This means that each J ∈ W is a (closed) parabolic dyadic cube and whenever J and J ′ are
distinct they have disjoint interiors. Moreover, taking θ smaller if need be, we can insist that when
10J ∩ 10J ′ , Ø then ℓ(J) ≈ ℓ(J ′), and that the collection {10J} have bounded overlap.

Note that by Lemma 5.7, if J ∈ W and J meets Ω⋆, then 10J ∈ Ω⋆⋆. Similarly, if J meets
Ω⋆⋆, then 10J ∈ Ω⋆⋆⋆ and finally, if J meets Ω⋆⋆⋆, then 10J ∈ Ω⋆⋆⋆⋆.

5.2. Pointwise estimates. We now present some preliminary estimates for the Green function and
to be used in the proof of Proposition 5.1.

Lemma 5.12. It holds that

(5.13) ∂y0u(Y) ≈
u(Y)
δ(Y)

≈ 1, ∀Y ∈ Ω⋆⋆⋆,

and

(5.14) δ(Y)k |∇k+1
Y u(Y)| + δ(Y)k+1 |∇k

Y∂su(Y)| ≲k 1, ∀Y ∈ Ω⋆⋆⋆,

and for every k ≥ 0. Moreover, if J ∈W, and J meets Ω⋆⋆, then

(5.15)
∫∫∫
J

(
|δ ∂su|2 + |δ∇2

Yu|2 + |δ2 ∇Y∂su|2 + |δ2 ∂su∇2
Yu|2

) dY
δ(Y)

≲

∫∫∫
4J

(
|∂su|2 + |∇2

Yu|2
)
δ(Y) dY ≈

∫∫∫
4J

(
|∂su|2 + |∇2

Yu|2
)
u dY.

Proof. The estimate in (5.13) is just a combination of (4.23) and (5.4). The proof of the remaining
estimates stated in the lemma follows from standard interior estimates for the heat/adjoint heat
equation, Lemma 5.3 and Lemma 5.7. We omit the routine details. □
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To proceed we introduce

Ψr(y) := (ψr(y), y), r ∈ (0,R/Λ0), y ∈ Q100R(x0).

Then for any fixed r ∈ (0,R/Λ0), Ψr(y) is the point on the r-level set of u above y ∈ Q100R(x0), i.e.,

(5.16) r = u(Ψr(y)) = u(ψr(y), y) ∀r ∈ (0,R/Λ0), y ∈ Q100R(x0).

Furthermore, as the set S is contained in the domain of Ψr(y), Lemma 4.43 and Lemma 5.3 imply
that

(5.17) r = u(Ψr(y)) ≈ δ(Ψr(y)) ≈ ψr(y) − ψ(y), ∀(r, y) ∈ S,

where the last equivalence comes from Lemma 2.16 and we have used that Ω⋆ ⊂ Ω⋆⋆⋆.
The following lemma allows us to relate our estimates on the normalized Green function u to

corresponding estimates on ψr.

Lemma 5.18. Let (r, y, s) ∈ S. Then,

(5.19) |∂sψr(y, s)| ≲ |(∂su)(Ψr(y, s))|, |∇y,rψr(y, s)| ≲ 1, |∇2
y,rψr(y, s)| ≲ |(∇2

Yu)(Ψr(y, s))|,

(5.20) |∇y,r∂sψr(y, s)| ≲ |(∇Y∂su)(Ψr(y, s))| + |(∂su)(Ψr(y, s))| |(∇2
Yu)(Ψr(y, s))|

(5.21) r |∂sψr(y, s)| + r |∇2
y,rψr(y, s)| + r2 |∇3

y,rψr(y, s)| + r2 |∇y,r∂sψr(y, s)| ≲ 1.

Proof. For (r, y, s) ∈ S, we have Ψr(y, s) ∈ Ω⋆, by Lemma 4.43. Thus, by (5.13),

(5.22) (∂y0u)(Ψr(y, s)) ≈ 1 , ∀ (r, y, s) ∈ S .

Differentiating (5.16) with respect to s, we obtain

0 = ∂s
(
u(ψr(y, s), y, s)

)
= (∂su)(Ψr(y, s)) + (∂y0u)(Ψr(y, s)) ∂sψr(y, s).

I.e.,

(5.23) ∂sψr(y, s) = −
(∂su)(Ψr(y, s))
(∂y0u)(Ψr(y, s))

.

Similarly, if we differentiate (5.16) with respect either to r, or to yi with 1 ≤ i ≤ n − 1, we obtain

(5.24) ∂rψr(y, s) =
1

(∂y0u)(Ψr(y, s))
, ∂yiψr(y, s) = −

(∂yiu)(Ψr(y, s))
(∂y0u)(Ψr(y, s))

.

We readily obtain the first two estimates in (5.19) from (5.22) and (5.14). The last estimate in
(5.19), and also (5.20), follow by differentiating the formulas (5.23) and (5.24), and by invoking
again (5.22) and (5.14). Finally (5.21) follows using the previous estimates, the same kind of
arguments, and (5.17). Details are left to the interested reader. □

5.3. Proof of Proposition 5.1. With the preceeding preliminaries in hand, we are now ready to
prove Proposition 5.1. By Lemma 5.18, (5.13), and (5.17), we derive

(5.25)
∫∫∫
S

(
|r ∂sψr(y, s)|2 + |r∇2

y,rψr(y, s)|2 + |r2 ∇y,r∂sψr(y, s)|2
) dr

r
dy ds

≲

∫∫∫
S

(
|δ ∂su|2 + |δ∇2

Yu|2
)
(Ψr(y, s))

dr dy ds
δ(Ψr(y, s))

+

∫∫∫
S

(
|δ2 ∇Y∂su|2 + |δ2 ∂su∇2

Yu|2
)
(Ψr(y, s))

dr dy ds
δ(Ψr(y, s))

=: I + II.

Next, we use the definition of ΩS, see (4.42), and the change of variable Y = Ψr(y, s), which
amounts to the 1-dimensional change of variable y0 = ψr(y, s), with (y, s) fixed. By (5.22) and
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(5.24), the Jacobian of this change of variable is uniformly bounded above and below. Hence, by
Lemma 4.43,

(5.26) I + II ≲
∫∫∫
Ω⋆

(
|δ ∂su|2 + |δ∇2

Yu|2 + |δ2 ∇Y∂su|2 + |δ2 ∂su∇2
Yu|2

)
(Y)

dY
δ(Y)

=: III .

LetW⋆ = {J ∈ W : J ∩ Ω⋆ , Ø}. As {10J}J∈W⋆
have bounded overlap, we can use (5.15)

and then Lemma 5.7 (along with the definition ofW, specifically (5.11)) to deduce that

(5.27) III ≲
∑
J∈W⋆

∫∫∫
J

(
|δ ∂su|2 + |δ∇2

Yu|2 + |δ2 ∇Y∂su|2 + |δ2 ∂su∇2
Yu|2

)
(Y)

dY
δ(Y)

≲
∑
J∈W⋆

∫∫∫
4J

(
u|∂su|2 + u|∇2

Yu|2
)
(Y) dY ≲

∫∫∫
Ω⋆⋆

(
u|∂su|2 + u|∇2

Yu|2
)
(Y) dY.

Combining (5.25), (5.26) and (5.27), we have reduced the proof of Proposition 5.1 to proving
that

(5.28)
∫∫∫
Ω⋆⋆

(
u|∂su|2 + u|∇2

Yu|2
)
(Y) dY ≲ Rd.

To this end, for N ∈ N, with N ≫ Λ1/R, we set

(5.29) Ω⋆⋆,N :=
{

(y0, y) ∈ I125R(X0) : y0 > ψN(y)
}
, ψN := ψ + c1 h/2 + 1/N,

that is, Ω⋆⋆,N is the domain formed by pushing the lower boundary of Ω⋆⋆ up by a distance of 1/N.
By the monotone convergence theorem we see that to prove (5.28), it is enough to prove that

(5.30)
∫∫∫
Ω⋆⋆,N

(
u|∂su|2 + u|∇2

Yu|2
)
(Y) dY ≲ Rd ,

uniformly in N.
Using the collection of Whitney-type cubes W = {J}, we form a partition of unity. That is,

using the fact that

(5.31) δ(X) ≈ θ−1ℓ(J), ∀X ∈ 2J , J ∈W ,

we construct ηJ ∈ C∞0 (2J), with the properties

(5.32) ℓ(J)|∇ηJ | + ℓ(J)2|∂tηJ | ≲ 1 ,

such that

(5.33)
∑
J∈W

ηJ (X) = 1, ∀X ∈ Ω .

The well known construction in [Ste70, Chapter 6] adapts routinely to the parabolic setting. We
omit the details.

Now we set

(5.34) W⋆⋆,N = {J ∈ W : 2J ∩Ω⋆⋆,N , Ø}

and

(5.35) η := ηN :=
∑

J∈W⋆⋆,N

ηJ .

Since supp ηJ ⊂ 2J , and 1 =
∑
J ηJ on Ω, we have η ≡ 1 on Ω⋆⋆,N . Moreover, by Lemma 5.7

and (5.11), we see that if J ∈ W⋆⋆,N , then 10J ∈ Ω⋆⋆⋆. Hence

(5.36) 1Ω⋆⋆,N ≤ η ≤ 1Ω⋆⋆⋆ .
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In particular,

(5.37)
∫∫∫
Ω⋆⋆,N

(
u|∂su|2 + u|∇2

Yu|2
)
(Y) dY ≤ A + B ≤ A + 2B,

where

A :=
∑

0≤i, j≤n−1

∫∫∫
u(uyiy j)

2η dY, B :=
∫∫∫

uu2
sη dY .

The following square function estimate is adapted from [LN07], and is crucial to our ability to
impose an assumption only on the caloric measure, or only on the adjoint caloric measure, but not
on both simultaneously. For the convenience of the reader we include a proof in the next subsection.

Lemma 5.38 (essentially, [LN07]). Let A and B be defined as above. Then

A + 2B ≲
∫∫∫ (

|∇Yη(Y)| + δ(Y)|∂sη(Y)|
)

dY.

We take the lemma for granted momentarily, and defer the proof to Subsection 5.4.
We claim that

(5.39)
∫∫∫ (

|∇Yη(Y)| + δ(Y)|∂sη(Y)|
)

dY ≲ Rd.

Taking (5.39) for granted momentarily, we observe that (5.39), Lemma 5.38 and (5.37) combine to
give (5.30). Therefore we have, modulo Lemma 5.38, reduced matters to verifying (5.39).

To start the proof of (5.39), recall the definition of η (5.35) and W⋆⋆,N (5.34). Note that by
(5.36), if D is any partial derivative operator (in X or t), then Dη(X) = 0 if X ∈ Ω⋆⋆,N . Hence

|Dη| ≤
∑

J∈W⋆⋆,N
2J∩(Ω⋆⋆,N )c,Ø

|DηJ |.

By definition 2J ∩Ω⋆⋆,N , Ø for all J ∈W⋆⋆,N , and for such J ,

2J ∩ (Ω⋆⋆,N)c , Ø =⇒ 2J ∩ ∂Ω⋆⋆,N , Ø .

Thus, if we define
BN = {J ∈ W⋆⋆,N : 2J ∩ ∂Ω⋆⋆,N , Ø},

then it holds that
|Dη| ≤

∑
J∈BN

|DηJ | .

Therefore, to prove (5.39) it is enough to show

(5.40)
∑
J∈BN

∫∫∫ (
|∇YηJ (Y)| + δ(Y)|∂sηJ (Y)|

)
dY ≲ Rd.

Let ΣN := {(ψN(x, t), (x, t)) : (x, t) ∈ Rn}, where ψN is defined in (5.29). Then

∂Ω⋆⋆,N = (∂Ω⋆⋆,N ∩ ΣN) ∪
(
∂Ω⋆⋆,N ∩ ∂I125R(X0)

)
,

and we can further decompose BN = B
(1)
N ∪ B

(2)
N , where

B
(1)
N = {J ∈ W⋆⋆,N : 2J ∩ (∂Ω⋆⋆,N ∩ ΣN) , Ø},

and
B

(2)
N = {J ∈ W⋆⋆,N : 2J ∩

(
∂Ω⋆⋆,N ∩ ∂I125R(X0)

)
, Ø}.
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We will handle contributions to (5.40) coming from each of these families similarly, but with a
small difference which we point out later. Let us start with B(1)

N . For each J ∈ B(1)
N we have that

σN(EJ ) ≈ ℓ(J)d where EJ := 4J ∩ ΣN and σN := Hd
p |ΣN , The sets {EJ }J∈B(1)

N
have bounded

overlap, since the fattened cubes in {10J}J∈W have bounded overlap. Moreover,⋃
J∈B

(1)
N

4J ⊂ ICR(X0),

where C can be taken to depend only on n and M0. Thus, since σN is a parabolic ADR measure,
with constants also depending only on n and M0, we have∑

J∈B
(1)
N

ℓ(J)d ≈
∑
J∈B

(1)
N

σN(EJ ) ≈ σN

( ⋃
J∈B

(1)
N

EJ

)
≲ Rd.

Now using (5.31) and (5.32), we have

(5.41)
∑
J∈B

(1)
N

∫∫∫ (
|∇YηJ (Y)| + δ(Y)|∂sηJ (Y)|

)
dY ≲

∑
J∈B

(1)
N

ℓ(J)d ≲ Rd.

This controls the contribution of B(1)
N to (5.40).

For each cube J ∈ B(2)
N , we have that 2J meets a face of ∂I125R(X0). We can handle the ‘space-

time’ faces (the ones not perpendicular to the time direction) in the same way as we handled the
cubes in B(1)

N . In the case that 2J meets a face perpendicular to the time direction, we need to do
something a little different.

Let us sketch the argument. Recall that X0 := (x0
0, x

0, t0). Consider, e.g., the time-forward face,
call it F+, where t = t∗ := t0 + (125R)2, and let B̃N be the collection of cubes in B(2)

N such that
2J meets this face. In a similar manner as above, we set EJ := 4J ∩ F+, which is simply the
time-slice cross-section of a parabolic cube, i.e., an n-dimensional standard cube. Consequently,
the n-dimensional Lebesgue measure of EJ satisfies |EJ |n = ℓ(J)n = ℓ(J)d−1. Note that for
X = (x0, x, t∗) ∈ EJ , it holds that ℓ(J) ≈ θδ(X), and furthermore, for all J ∈ BN , we have
4J ⊂ ICR(X0), and therefore ℓ(J) ≲ R. Then by (5.32), since d = n + 1 by definition,∑
J∈B̃N

∫∫∫ (
|∇YηJ (Y)| + δ(Y)|∂sηJ (Y)|

)
dY ≲

∑
J∈B̃N

ℓ(J)d =
∑
J∈B̃N

ℓ(J)|EJ |n

≲ R
∑
J∈B̃N

|EJ |n ≲ Rn+1 = Rd ,

where in the last inequality, we have used that the sets {EJ } have bounded overlap, and are all
contained in F+, which is an n-dimensional standard cube of side length ℓ(F+) ≈ R.

The time backwards face, where t = t0 − (125R)2, can be handled by essentially the same argu-
ment. This proves (5.40) and concludes the proof of Proposition 5.1 modulo Lemma 5.38.

5.4. Proof of Lemma 5.38. We follow [LN07]. Recall that u and its derivatives solve the adjoint
equation (we will just say ‘the equation’ below), that is, ∂su + ∆u = 0 = ∂suy j + ∆uy j . Here and
below we use fy j to denote the partial derivative of a function f with respect to y j and we will fs to
denote the s-derivative of f . We shall use the standard summation convention for repeated indices.
Integrating by parts and using the equation, we have

A = −
∫∫∫

uyiuy juyiy jη dY −
∫∫∫

uuy j∆uy jη dY −
∫∫∫

uuy juyiy jηyi dY
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= −
1
2

∫∫∫
∂

∂y j
|∇Yu|2uy jη dY +

1
2

∫∫∫
u
∂

∂s
|∇Yu|2η dY −

∫∫∫
uuy juyiy jηyi dY.

Using integration by parts once more, as well as the equation,

A =
1
2

∫∫∫
|∇Yu|2∆u η dY +

1
2

∫∫∫
|∇Yu|2uy jηy j dY +

1
2

∫∫∫
∆u|∇Yu|2η dY

−
1
2

∫∫∫
u|∇Yu|2ηs dY −

∫∫∫
uuy juyiy jηyi dY

=

∫∫∫
|∇Yu|2∆u η dY + E ,

where E represents a sum of error terms satisfying

(5.42) |E| ≲

∫∫∫ (
|∇Yu|3|∇Yη| + u|∇Yu|2|ηs| + u|∇Yu| |∇2

Yu| |∇Yη|
)

dY .

We similarly manipulate the term B:

B =
∫∫∫

uu2
sη dY =

∫∫∫
u(∆u)2η dY

= −

∫∫∫
|∇Yu|2∆uη dY −

∫∫∫
uuyi∆uyiη dY −

∫∫∫
uuyi∆uηyi dY.

By further manipulations, integration by parts and using the equation satisfied by u,

B = −
∫∫∫

|∇Yu|2∆u η dY +
1
2

∫∫∫
u
∂

∂s
|∇Yu|2η dY −

∫∫∫
uuyi∆uηyi dY

= −

∫∫∫
|∇Yu|2∆u η dY +

1
2

∫∫∫
∆u|∇Yu|2η dY + E

= −
1
2

∫∫∫
|∇Yu|2∆u η dY + E ,

where E is a sum of two error terms, again controlled by (5.42). Adding, we conclude that

A + 2B = E .

Hence, using (5.13), (5.14), and (5.36), we deduce from the nature of the error terms that

(5.43) A + 2B ≲
∫∫∫ (

|∇Yη(Y)| + δ(Y)|∂sη(Y)|
)

dY.

6. Proof of Theorem 1.1

As mentioned at the beginning of Section 4, to prove Theorem 1.1 it suffices to prove, for the
fixed cube QR = QR(x0), that there exists N⋆, depending only on the structural constants, such that

(6.1) inf
C

∣∣{y ∈ QR : |Dtψ(y) −C| > N⋆

}∣∣ ≤ (1/4)|QR|.

With this goal in mind, recall that Π(y) := (0, y, s) for each y = (y0, y, s) ∈ Rn+1, and that the closed
set F = Π(F⋆) ⊂ Q50R(x0) was introduced in (4.17). By (4.19) and Chebyshev’s inequality,∣∣{y ∈ QR : |Dtψ(y) −C| > N⋆

}∣∣ ≤ 1
N⋆

∫∫
F∩QR

|Dtψ(Y) −C| dy + (1/8)|QR|.
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We claim that

(6.2)
1
|QR|

∫∫
F∩QR

|Dtψ(y) −C| dy ≤ C1,

where C1 depends only on the structural constants. We then choose N⋆ = 1/(8C1) to deduce (6.1)
from (6.2). Our goal is therefore to obtain (6.2). We divide the proof into steps.

6.1. Step 1: Localization. Let φ ∈ C∞c (R) be an even function with 1(−9,9) ≤ φ ≤ 1(−10,10)
and set Φ(x, t) := φ(x1)φ(x2) . . . φ(xn−1)φ(t/10) for x = (x, t) = (x1, . . . xn−1, t) ∈ Rn. We set
ΦR(x) := Φ(x/R, t/R2) for x = (x, t) ∈ Rn. Recalling the definition of IP in (2.18), we write
VR = ΦR V for the locally truncated kernel, and we consider the localized parabolic fractional
integral

(6.3) IR
Ph(x) :=

∫∫
Rn

VR(x − y) h(y) dy =
∫∫
Rn
ΦR(x − y) V(x − y) h(y) dy.

We can then define the localized half-order time derivative

(6.4) DR
t ψ(x) := ∂t ◦ IR

Pψ(x) =
∫∫
Rn

KR(x − y)ψ(y) dy :=
∫∫
Rn
∂t
(
VR(x − y)

)
ψ(y) dy

=

∫∫
Rn
∂t
(
V(x − y)ΦR(x − y)

)
ψ(y) dy, x = (x, t) ∈ Rn.

This operator should be viewed as a principal value operator, or ∂t should be considered in the weak
sense. Let ER := Dt −D

R
t and set KR := ∂tV − KR. Thus

ERψ(x) =
∫∫
Rn
∂t
(
V(x − y) (1 − ΦR(x − y))

)
ψ(y) dy =

∫∫
Rn

KR(x − y)ψ(y) dy

for all x = (x, t) ∈ Rn. Recalling that d = n + 1, we observe that

|KR(x)| ≲ ∥x∥−d−1
1(Q9R(0))c(x),

|KR(x) − KR(x′)| ≲
R

(∥x∥ + R)d+2 , if ∥x − x′∥ ≲ R,∫∫
Rn

KR(x) dx = 0, (i.e., ER1 = 0).

(6.5)

These estimates imply that if ∥x − x′∥ ≲ R, then

|ERψ(x) − ERψ(x′)| =
∣∣∣ ∫∫

Rn

(
KR(x − y) − KR(x′ − y)

) (
ψ(y) − ψ(x)

)
dy
∣∣∣

≲

∫∫
Rn

R
(∥x − y∥ + R)d+2 ∥y − x∥ dy ≲

∫∫
Rn

R
(∥x − y∥ + R)d+1 dy ≲ 1.

Thus, if we pick C = ERψ(x0), then

1
|QR|

∫∫
F∩QR

|Dtψ(y) −C| dy

=
1
|QR|

∫∫
F∩QR

∣∣DR
t ψ(y) + ERψ(y) − ERψ(x0)

∣∣ dy ≲
1
|QR|

∫∫
F∩QR

∣∣DR
t ψ(y)

∣∣ dy + 1.

As a result, (6.2) follows once we can prove its localized version

(6.6)
1
|QR|

∫∫
F∩QR

|DR
t ψ(y)| dy ≤ C2,
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for a constant C2 depending only on the structural constants. Having reduced matters to proving
(6.6), we make a further reduction in the next step.

6.2. Step 2: Replacing ψ by ψ along a contour. To begin, for x ∈ Q50R(x0) we define

(6.7) ψh(x) := ψ(h(x); x),

where h(x) ≈ dist(x, F) is as introduced in Lemma 4.26 and ψ(r; x) is defined in (4.30). Note that
the function ψh(x) is well defined. Indeed, by Lemma 4.31 it holds h(x) ≤ R/(80Λ1) ≤ R/Λ0 for
x ∈ Q50R(x0), so that Lemma 4.24 allows us to plug-in r = h(x) into ψr(x).

Recalling that KR(x) = ∂t
(
VR(x)

)
= ∂t

(
V(x)ΦR(x)

)
is the kernel ofDR

t , that h ≡ 0 in F, and that
KR(z) ≲ ∥z∥−d−1

1Q10R(0)(z), we see that if x ∈ QR ∩ F = QR(x0) ∩ F, then

(6.8) |DR
t ψ(x) −DR

t ψ
h(x)|

=

∣∣∣ ∫∫
Rn

KR(x − y)
(
ψ(y) − ψh(y)

)
dy
∣∣∣ ≲ ∫∫

Q10R(x)\F

∣∣ψ(y) − ψ(h(y); y)
∣∣

∥x − y∥d+1 dy.

Furthermore, using (4.33) we can estimate the last term and deduce that for x ∈ QR∩F = QR(x0)∩F,

(6.9) |DR
t ψ(x) −DR

t ψ
h(x)| ≲

∫∫
Q10R(x)\F

dist(y, F)
∥x − y∥d+1 dy ≤

∫∫
Q20R(x0)\F

dist(y, F)
∥x − y∥d+1 dy ,

which is a parabolic Marcinkiewicz integral; thus, since dist(y, F) ≤ ∥x − y∥ for x ∈ F,∫∫
QR∩F

|DR
t ψ(x) −DR

t ψ
h(x)| dx ≲

∫∫
Q20R(x0)

∫∫
∥x−y∥≥dist(y,F)

dist(y, F)
∥x − y∥d+1 dx dy ≲ |QR| .

Having previously reduced matters to proving (6.6), and using Cauchy-Schwarz, we can now
conclude that it suffices to prove that

(6.10)
1
|QR|

∫∫
QR

|DR
t ψ

h(y)|2 dy ≤ C3,

for a constant C3 depending only on the structural constants.

6.3. Step 3: Proof of (6.10). We let ζ ∈ C∞0 ([−1, 1]) be an even function with 1[−1/2,1/2] ≤ ζ ≤
1[−1,1] and set

(6.11) p(x, t) = cnζ(x1)ζ(x2) . . . ζ(xn−1)ζ(t), ∀x = (x, t) = (x1, . . . , xn−1, t) ∈ Rn,

where cn is chosen so that
∫∫
Rn p(x, t) dx dt = 1. We define, for (x, t) ∈ Rn,

(6.12) Pr f (x, t) := (pr ∗ f )(x, t),

where pr(x, t) := r−d p(x/r, t/r2), Thus, Pr is a nice parabolic approximation to the identity on Rn.
Since h is Lip(1,1/2) with ∥h∥Lip (1,1/2) ≲n 1, there exists γ ≪n 1/100 such that

|h(x) − Pγrh(x)| ≤ r/4, ∀r > 0, x ∈ Rn,

and therefore

(6.13) r + Pγrh(x) ≥ 3r/4 + h(x) > h(x), ∀ r > 0, x ∈ Rn.

Moreover, by (4.32), recalling that Λ in Lemma 4.31 has been fixed equal to Λ1, we have

(6.14) h(x) ≤ R/(80Λ1) , ∀ x ∈ Q50R(x0) .

Consequently, for r < R/(10Λ1),

(6.15) r + Pγrh(x) ≤ 5r/4 + h(x) ≤ R/(8Λ1) + R/(80Λ1) < R/Λ1 .
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In particular, if we set

(6.16) S̃ = {(r, x), r ∈ (0,R/(10Λ1)), x ∈ Q20R(x0)},

then (6.13)-(6.15) imply that

(6.17) (r, x) ∈ S̃ =⇒
(
r + Pγrh(x), x

)
∈ S,

where S is defined in (4.40). Hence, by Lemma 4.43,

(6.18) (r, x) ∈ S̃ =⇒
(
ψ(r + Pγrh(x); x), x

)
∈ Ω⋆.

We now define

(6.19) ψ̃(r; x) := ψ(r + Pγrh(x); x)

creating a map (r, x) 7→ (ψ̃(r; x), x) from S̃ to Ω⋆. We also introduce

(6.20) λ := 1/(1000Λ1)

Thus, if r ∈ (0, 100λR), then r < R/(10Λ1), which is the condition appearing in S̃.
Based on Lemma 4.26, see also Remark 4.29, we refer to [HL96, Lemma 2.8] for the proof of

the following lemma.

Lemma 6.21. Define Pr as in (6.11)-(6.12). We have∣∣1
r

(Pr − I)h(x)
∣∣ + ∣∣∂rPrh(x)

∣∣ + ∣∣r2 j+m−1∇m
x,r∂

j
t Prh(x)

∣∣ ≲ 1,

where the implicit constant depends at most on (n,m, j). Furthermore, the following estimates holds
for all Q ⊂ Rn,

(i)
∫ ℓ(Q)

0

∫∫
Q

∣∣∣∣1r (Pr − I)h(x)
∣∣∣∣2 dx

dr
r
≲ |Q|,

(ii)
∫ ℓ(Q)

0

∫∫
Q
|∂rPrh(x)|2 dx

dr
r
≲ |Q|,

(iii)
∫ ℓ(Q)

0

∫∫
Q

∣∣∣r2 j+m−1∇m
x,r∂

j
t Prh(x)

∣∣∣2 dx
dr
r
≲ |Q|,

where in (iii) we require that j,m ≥ 0, and that either j ≥ 1, or that m ≥ 2. Again the implicit
constants depend at most on (n,m, j).

The following lemma is really the heart of the matter and it is a consequence of Proposition 5.1
and Lemma 6.21. The proof of the lemma is postponed to the next subsection.

Lemma 6.22. Let ψ̃ be defined as in (6.19), and λ as in (6.20). Then

(6.23) |r∂2
r ψ̃(r; x)| + |r∂tψ̃(r; x)| + |r2∂t∂rψ̃(r; x)| ≲ 1, ∀ r ∈ (0, 10λR), x ∈ Q20R ,

and

(6.24)
∫ 10λR

0

∫∫
Q20R

[
|r∂2

r ψ̃(r; x)|2 + |r∂tψ̃(r; x)|2 + |r2∂t∂rψ̃(r; x)|2
]

dx
dr
r
≲ |QR|.

Here the implicit constants depend only on the structural constants.
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Recall (see (6.3)-(6.4)) thatDR
t := ∂t ◦ IR

P , where IR
P is the localized parabolic fractional integral.

Armed with Lemma 6.22, we shall prove (6.10) by showing, for f ∈ C∞0 (QR) with ∥ f ∥L2 ≤ 1, that

(6.25)
∣∣∣∣∫∫

QR

DR
t ψ

h(x) f (x) dx
∣∣∣∣ =:

∣∣∣∣∫∫ IR
Pψ

h(x) ∂t f (x) dx
∣∣∣∣ ≲ |QR|

1/2 .

To this end, let f ∈ C∞0 (QR) be as stated. Note that ψ̃(0; x) = ψ(h(x); x) = ψh(x), by definition of ψ̃,
since Pr is an approximate identity. Integrating by parts twice vertically, and once in t, we have

(6.26) −

∫∫
IR
Pψ

h(x) ∂t f (x) dx = −
∫∫

IR
Pψ̃(0; x) ∂t f (x) dx

= −

∫ λR

0

∫∫
Q5R

∂r[DR
t ψ̃(r; x)Pγr f (x)] dx dr + b1

=

∫ λR

0

∫∫
Q5R

∂2
r [DR

t ψ̃(r; x)Pγr f (x)] dx r dr + b1 − b2 =: I + b1 − b2,

where we may justify integration by parts in t in the second line using (6.23) to make sense of
DR

t ψ̃(r; x) for r > 0, and where the boundary terms b1 and b2 are defined by

(6.27) b1 :=
∫∫

Q5R

DR
t ψ̃(λR; x)PγλR f (x) dx,

and

(6.28) b2 :=
∫∫

Q5R

∂r[DR
t ψ̃(r; x)Pγr f (x)]

∣∣
r=λR λR dx.

Note that in (6.26), we used that supp Pγr f (·) ⊆ Q5R, whenever r ≤ λR, since f is supported in QR
and the kernel of Pγr is supported in QR(0) whenever r < λR (recall γ ≪n 1/100). We claim, and
will prove in subsection 6.5 below, that

(6.29) |b1| + |b2| ≲ |QR|
1/2.

This leaves the contribution of the main term I, in which we distribute the r-derivatives:

(6.30) I =
∫ λR

0

∫∫
Q5R

DR
t ∂

2
r ψ̃(r; x)Pγr f (x) dx r dr + 2

∫ λR

0

∫∫
Q5R

DR
t ∂rψ̃(r; x)∂rPγr f (x) dx r dr

+

∫ λR

0

∫∫
Q5R

DR
t ψ̃(r; x)∂2

r Pγr f (x) dx r dr =: I1 + I2 + I3.

By parabolic Littlewood Paley theory3 we have

(6.31)
∫ ∞

0

∫∫
Rn
|Q(1)

r f (x)|2 + |Q(2)
r f (x)|2 + |Q(3)

r f (x)|2 dx
dr
r
≲ ∥ f ∥2L2 ≤ 1,

where Q( j)
r = Q

( j,R)
r are defined by

Q(1)
r = rDR

t Pγr, Q(2)
r = IR

P ∂rPγr, Q(3)
r = r IR

P ∂
2
r Pγr ,

and where the implicit constant in (6.31) is independent of R. Here we recall that IR
P is the smoothly

truncated fractional integral operator of order 1 (see (6.3)), and is self-adjoint, and thatDR
t = ∂t ◦IR

P.
Note that the cancellation for Q(1)

r comes from this t-derivative.
Now we estimate I1. Using Lemma 6.22 and (6.31), and the fact thatDR

t is localized, we have

3Estimate (6.31) may be proved via Plancherel’s theorem. We omit the standard argument.
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|I1| =

∣∣∣∣∫ λR

0

∫∫
Q20R

r∂2
r ψ̃(r; x)Q(1)

r f (x) dx
dr
r

∣∣∣∣
≤

(∫ λR

0

∫∫
Q20R

|r∂2
r ψ̃(r; x)|2 dx

dr
r

)1/2(∫ λR

0

∫∫
Q20R

|Q(1)
r f (x)|2 dx

dr
r

)1/2

≲ |QR|
1/2.

Similarly, using Lemma 6.22 and (6.31), we find that

|I2| + |I3| ≲ |QR|
1/2.

Combing our estimates for I1, I2, I3, b1, b2, we can conclude that (6.25) holds. This proves (6.10)
and hence Theorem 1.1 modulo, Lemma 6.22, and the claimed bounds for b1, b2 in (6.29). The
proof of these claims are given in the next two subsections.

6.4. Proof of Lemma 6.22. We note that by the definition of λ (see (6.20)), we are always working
with (r, x) ∈ S̃ (see (6.16)). We start by proving (6.23). We will only handle the first term to the left
in (6.23) as the rest of the terms can be handled analogously. We have

∂rψ̃(r; x) = ∂r
[
ψ(r + Pγrh(x); x)

]
= (∂rψ)(r + Pγrh(x); x)(1 + ∂rPγrh(x)),

and hence

(6.32) r∂2
r ψ̃(r; x) = r(∂2

rψ)(r+Pγrh(x); x)
(
1 + ∂rPγrh(x)

)2
+ (∂rψ)(r+Pγrh(x); x) r

(
∂2

r Pγrh(x)
)
.

The bound for |r∂2
r ψ̃(r; x)| now follows from Lemma 5.18, specifically (5.19) and (5.21), and

Lemma 6.21. In particular, to apply Lemma 5.18, we use (6.17), and make the observation that
r ≤ r + Pγrh(x), since h is non-negative.

Next we turn our attention to (6.24), which is a little more delicate. Again, we will only handle
the first term (in the integral) as the others terms can be handled analogously. First, we control a
closely related expression. We observe, using Proposition 5.1, that∫ 10λR

0

∫∫
Q20R

|r∂2
rψ(r + h(x); x)|2 dx

dr
r
=

∫ 10λR

0

∫∫
Q20R

|∂2
rψ(r + h(x); x)|2 r dx dr

=

∫ h(x)+10λR

h(x)

∫∫
Q20R

|∂2
rψ(r; x)|2

(
r − h(x)

)
dx dr

≤

∫ h(x)+10λR

h(x)

∫∫
Q20R

|∂2
rψ(r; x)|2 r dx dr

≤

∫∫∫
S

|∂2
rψ(r; x)|2r dx dr ≲ Rd ,

where in the last step we used (5.2), and in the next-to-last inequality, we used (6.14) and (6.20)
to see that h(x) + 10λR ≤ R/(80Λ1) + R/(10Λ1) < R/Λ1, so that we may change the domain of
integration to the region S. With the preceeding estimate in hand, we see that to obtain the bound∫ 10λR

0

∫∫
Q20R

|r∂2
r ψ̃(r; x)|2 dx

dr
r
≲ |QR|,

it is enough to prove

(6.33)
∫ 10λR

0

∫∫
Q20R

|r∂2
r [ψ̃(r; x) − ψ(r + h(x); x)]|2 dx

dr
r
≲ |QR|.

To do this, we first note that by (6.32), Lemma 5.18, and Lemma 6.21,

r∂2
r ψ̃(r; x) = r(∂2

rψ)(r + Pγrh(x); x) + O
(∣∣∂rPγrh(x)

∣∣ + r
∣∣∂2

r Pγrh(x)
∣∣) ,
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and observe further that the “big-O” term may be handled via Lemma 6.21. To treat the contribution
to (6.33) of the remaining term, we use the mean value theorem: for (r, x) ∈ (0, 10λR)×Q20R, there
exists r̃ between r + h(x) and r + Pγrh(x), such that

(6.34) |(∂2
rψ)(r + Pγrh(x); x) − ∂2

rψ(r + h(x); x)| = |(Pγr − I)h(x)||(∂3
rψ)(r̃; x)| ≲ r−2|(Pγr − I)h(x)|.

The use of (5.21) to derive the last inequality in this display may be justified by the fact that r̃ is
between r + h(x) and r + Pγrh(x); in particular, (r̃, x) lies in S. Multiplying (6.34) by r, and using
Lemma 6.21 (i), we obtain (6.33), thus completing the proof of the lemma.

6.5. Proof of the bounds for b1, b2. Recall that ∥ f ∥L2 ≤ 1, and that, for r > 0, the operator Pr is
bounded on L2, uniformly in r. Hence, by the definition of b1 in (6.27),

(6.35) |b1| ≤

(∫∫
Q5R

|DR
t ψ̃(λR; x)|2 dx

)1/2(∫∫
Q5R

|PγλR f (x)|2 dx
)1/2

≲

(∫∫
Q5R

|DR
t ψ̃(λR; x)|2 dx

)1/2

≲ ∥DR
t ψ̃(λR; x)∥L∞ |QR|

1/2 .

Next, recall that DR
t is a convolution operator with kernel KR = ∂tVR, where VR is the truncated

version of the kernel of IP, localized at scale R (see subsection 6.1). Hence, passing the t-derivative
onto ψ̃(λR; x), and then using (6.23), we have

|DR
t ψ̃(λR; x)| = |VR ∗ ∂tψ̃(λR; x)| ≲

1
R

∫∫
Q10R(x)

∥x − y∥1−d dy ≲ 1 .

Plugging the latter bound into (6.35) gives |b1| ≲ |QR|
1/2, as desired. The proof in the case of b2

proceeds analogously and we omit the details.

Appendix A. Proof of Lemma 3.15

Here we give the proof of Lemma 3.15. For the most part, we follow the ideas of [CS05, Chapter
13] (see also [ACS]), but with some simplifications: see Remark A.11 below.

Before proceeding, we recall that the “vertically elongated” box IR is defined in (2.9), and that
for X ∈ Σ, the time forward corkscrew point A+R(X) and the subdomain Ω2R(X) are defined in
(2.12) and (2.14). We fix X = (x0, x, t) ∈ Σ, set Ω2R = Ω2R(X), and let ∂PΩ2R denote the parabolic
boundary of Ω2R, i.e.,

(A.1) ∂PΩ2R := ∂Ω2R \
{

s = t + (2R)2}.
We split the parabolic boundary of Ω2R into

(A.2) ∂PΩ2R = B ∪ S ,

where B := Ω2R ∩ {(y0, y, s) : s = t − (2R)2} is the bottom boundary of Ω2R, and S := ∂PΩ2R \ B is
the lateral boundary.

With Ω3R = Ω3R(X), we also set

(A.3) Ω∗ := Ω3R ∩
{

Y = (y0, y, s) : y0 < x0 + 6M0
√

nR
}

(i.e., Ω∗ is a “shortened” version of Ω3R, for which the “ceiling”, with y0 ≡ 6M0
√

nR, overlaps that
of Ω2R). Thus

∂PΩ∗ = ∂Ω∗ \
{

s = t + (3R)2},
and

(A.4) ∂PΩ∗ = B∗ ∪ S∗ ,
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where B∗ := Ω∗ ∩ {(y0, y, s) : s = −(3R)2} is the bottom boundary of Ω∗, and S∗ := ∂PΩ∗ \ B∗ is
the lateral boundary. We further define

(A.5) S′ := S∗ ∩
{

(y0, y, s) : y0 = x0 + 6M0
√

nR, −8R2 < s − t < −5R2}
Let ω∗ denote caloric measure for Ω∗.

We then have the Bourgain-type estimate

(A.6) ωY
∗ (S′) ≥ c0 , ∀Y ∈ S′′ := Ω2R ∩

{
(y0, y, s) : y0 = x0 + 5M0

√
nR
}
.

for some uniform constant c0 = c0(n,M0) > 0. Estimate (A.6) is well known; see e.g., [GH20,
Lemma 2.2] for a more general result.

Let us recall the boundary Harnack principle.

Lemma A.7 (Boundary Harnack inequality [LM95, Chapter 3, Lemma 6.5]). Let u and v satisfy
the hypothesis of the previous Lemma (3.5) . Then there exists a constant C ≥ 1 depending only on
dimension and the Lip(1, 1/2) constant of the graph function a such that

u(Y)
v(Y)

≤ C
u(A+R(X))
v(A−R(X))

,

whenever Y ∈ IR/2(X) ∩Ω.

An alternative, streamlined proof of Lemma A.7 can be found in [DSS21].
Next, we prove a backwards Harnack inequality for certain solutions vanishing on a surface box

on Σ. Let B,S be as in (A.2).

Lemma A.8. Fix X ∈ Σ. Let u be a positive, bounded caloric function in Ω2R = Ω2R(X), vanishing
continuously on Σ ∩ S, with u ≡ 1 on B, and ∥h∥∞ ≤ 1. Then for all r < R/2, and for every
Z ∈ ∆R(X), we have the strong Harnack inequality

(A.9) u
(
A−r (Z

)
≲ u
(
A+r (Z)

)
≲ u
(
A−r (Z)

)
,

where the implicit constants depend only upon n and M0.

Remark A.10. For solutions vanishing on all of S, i.e., on the entire lateral boundary of Ω2R,
the result appeared previously as [FGS84, Theorem 4]. The point here is that we do not require
vanishing on S \ Σ.

Remark A.11. A similar result appears as [CS05, Theorem 13.7] (see also [ACS]), without the
restrictions that ∥h∥∞ ≤ 1, and that h ≡ 1 on B (or even that h ≈ 1 on B, which would work just as
well), but without those restrictions one obtains worse dependence for the implicit constant in the
right hand inequality in (A.9). Specialized to our setting, the result in [CS05, Theorem 13.7] yields
ours, but the proof that we present is rather different to that of [CS05, Theorem 13.7], and is shorter
and a bit simpler.

Proof of Lemma A.8. The left hand inequality is simply the standard parabolic Harnack inequality.
To prove the right hand inequality, we proceed as follows.

Fix X ∈ Σ. Define Ω∗,B∗,S∗ and S′ as in (A.3), (A.4) and (A.5). We define two positive
auxiliary solutions: let v be caloric in Ω2R, with v ≡ 1 on B, v ≡ 0 on S, and set

w(Y) := ωY
∗ (S′) ,

Then by the maximum principle,

(A.12) w ≤ v ≤ u in Ω2R ,
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and by (A.6), we have
v(Y) ≥ w(Y) ≥ c0 , ∀Y ∈ S′′ .

Consequently, by the maximum principle,

u(Y) ≲ v(Y) , ∀Y ∈ Ω′′ := Ω2R ∩
{

(y0, y, s) : y0 < x0 + 5M0
√

nR
}
.

where the implicit constants depend only on n and M0. Combining the latter bound with (A.12),
and using that by [FGS84, Theorem 4], the estimate (A.9) applies to v (since the latter vanishes on
all of S), we obtain

u
(
A+r (Z)

)
≲ v
(
A+r (Z)

)
≲ v
(
A−r (Z)

)
≤ u
(
A−r (Z)

)
,

for all r < R/2, and for every Z ∈ ∆R(X), since in that caseA±r (Z) ∈ Ω′′. □

We continue to define B, S as in (A.2). As a consequence of Lemma A.8, we have the following.

Lemma A.13. Fix X ∈ Σ. Let u, v be a positive, bounded caloric functions in Ω2R = Ω2R(X), each
vanishing continuously on Σ ∩ S, satisfying the strong Harnack inequality (A.9) for all r < R/2,
and for every Z ∈ ∆R(X). We then have

(A.14)
u(Y)
v(Y)

≈
u
(
A+R(X)

)
v
(
A+R(X)

) , ∀Y ∈ ΩR/2(X) ,

and for all r < R/2, and for every Z ∈ ∆R/2(X),

(A.15)
∣∣∣∣u(Y)
v(Y)

−
u(Y′)
v(Y′)

∣∣∣∣ ≲ ( r
R

)α u
(
A+R(X)

)
v
(
A+R(X)

) , ∀Y,Y′ ∈ Ωr(Z) ,

where the implicit constants and α depend only upon n, M0, and the implicit constants in (A.9).

Estimate (A.14) follows from Lemma A.7 and the strong Harnack inequality. The estimates
(A.14) and (A.15) are both stated without proof (and more generally, in parabolic NTA domains) in
[HLN04] as Lemma 3.18 and Lemma 3.19, respectively. As observed in [HLN04], the strong Har-
nack inequality (A.9) allows one to repeat the proof given in the elliptic case in [JK82, Theorem 5.1
and Theorem 7.9], mutatis mutandis; in particular, (A.15) follows from (A.14) and a standard iter-
ation argument. For solutions vanishing continuously on all of S, these results appeared previously
in [FGS84] (see also [FSY99]).

From this point onward, we follow very closely the proofs in [CS05] (or [ACS] or [Nys06]). We
include the remaining arguments for the reader’s convenience.

Lemma A.16. Let X ∈ Σ and R > 0. Assume that 0 ≤ u ∈ W1,2(I2 R(X) ∩ Ω) ∩ C(I2 R(X) ∩Ω)
satisfies ∂tu−Lu = 0 in I2 R(X)∩Ω with u ≡ 0 in ∆2 R(X). Suppose further that u satisfies the strong
Harnack inequality (A.9) for all r < R/2, and for every Z ∈ ∆R(X). If ∂y0u ≥ 0 in I2 R(X) ∩Ω, then

(A.17) ∂y0u(Y) ≈
u(Y)
δ(Y)

, for every Y ∈ IR(X) ∩Ω.

Proof. Let X = (ψ(x), x) ∈ Σ and Y = (y0, y) ∈ IR(X) ∩ Ω where y = (y, t). Choose r > 0 so that
y0 = ψ(y) + 10M0

√
nr, i.e., r := (y0 − ψ(y))/(10M0

√
n). Note that δ(Y) ≈ r. Since Y ∈ IR(X), we

see that 0 < r < R/2. Indeed:

10M0
√

nr = y0 − ψ(y) = y0 − ψ(x) + ψ(x) − ψ(y) < 3M0
√

nR + M0 ∥x − y∥ < 5M0
√

nR.

Set y− = (y, t−) := (y, t − r2), and given 0 ≤ µ ≤ M0, let Y−(µ) = (ψ(y−) + µr, y−) so that
δ(Y−(µ)) ≈ µr. Note that since Y ∈ IR(X) we have

|yi − xi| < R , 1 ≤ i ≤ n,
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and
|t− − t(x)|

1
2 = |t − r2 − t(x)|

1
2 ≤ r + |t − t(x)|

1
2 < r + R < 3R/2,

so that in particular, y− ∈ Q3R/2(x), and ∥y− − x∥ ≤
√

nR + 3R/2. Hence for 0 < µ ≤ M0, we have

|ψ(y−) + µr − ψ(x)| < µr + M0∥y− − x∥ < µr + 3M0
√

nR < 4M0
√

nR ,

and therefore Y−(µ) ∈ I3R/2(X) ∩Ω for every 0 < µ ≤ M0.
Applying (3.7) (which combines Hölder continuity at the boundary with Carleson’s estimate),

with center Y−(0) in place of X and at scale r/16 instead of R, and using Harnack’s inequality and
the backward Harnack inequality in (A.9), we obtain

u(Y−(η)) ≤ C
(δ(Y−(η))

r

)α
u(ψ(y) + r, y) ≤ Cηα u(Y−(M0)) <

1
2

u(Y−(M0))

provided we fix η = η(n,M0) ≪ 1 sufficiently small. Thus, by the backward Harnack inequality,

u(Y) ≲
1
2

u(Y−(M0)) < u(Y−(M0)) − u(Y−(η)) = r
∫ M0

η
∂y0u(Y−(µ)) dµ.

Using next that (∂t−L)(∂y0u) = 0 in I2 R(X)∩Ω, since ∂y0u ≥ 0, we may apply Harnack’s inequality
to conclude that

u(Y) ≲ r ∂y0u(Y) ≈ δ(Y) ∂y0u(Y).

To prove the opposite inequality in (A.17), set y+ = (y, t+ r2) and let Y+ := (ψ(y+)+ r, y+). Then
by a standard interior estimate for derivatives of caloric functions, combined with the backward
Harnack inequality in (A.9), we have

∂y0u(Y) ≲ δ(Y)−1u(Y+) ≲ δ(Y)−1u(Y) .

□

Lemma A.18. Let X ∈ Σ and R > 0. Assume that 0 ≤ u ∈ W1,2(I2R(X) ∩ Ω) ∩ C(I2R(X) ∩Ω)
satisfies ∂tu − Lu = 0 in I2R(X) ∩ Ω, with u ≡ 0 in ∆2R(X). Suppose further that u satisfies the
strong Harnack inequality (A.9) for all r < R/2, and for every Z ∈ ∆R(X). Then, there exists
η = η(n,M0) ∈ (0, 1/16) such that

(A.19) ∂y0u(Y) ≥ 0, for every Y ∈ IR/2(X) ∩Ω with δ(Y) < ηR.

Proof. We follow very closely the proof of [CS05, Lemma 11.12]. The strong Harnack inequality
(A.9) allows one to follow the elliptic argument.

Write X = (x0, x, t) = (ψ(x, t), x, t) ∈ Σ. As above, we set Ω2R := I2R(X) ∩ Ω, and let ∂PΩ2R
denote the parabolic boundary ofΩ2R (see (A.1)). As in (A.2), we make the splitting ∂PΩ2R = B∪S.
We set F = ∂PΩ2R \Σ, and let h be the solution of the initial-Dirichlet problem for the heat equation
in Ω2R, with data h ≡ 1 on F, and h ≡ 0 on ∂PΩ2R ∩ Σ = ∆2R(X). Thus, Lemma A.8 applies to h.
We note that

(A.20) ∂y0h(Y) ≥ 0 , ∀Y ∈ Ω2R ,

as may be seen by the fact that for 0 < ρ < 1,

hρ(y0, y) := h(y0 − ρ, y) ≤ h(y0, y) , if (y0, y), (y0 − ρ, y) ∈ Ω2R ,

by the maximum principle.
Set v := ch, where c is a positive constant chosen so that u

(
A+R(X)

)
= v

(
A+R(X)

)
. Of course,

Lemma A.8 and (A.20) apply also to v. Since both u and v satisfy the strong Harnack inequality
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(A.9), we may apply Lemma A.13 to the ratio u/v. In particular, for any fixed Y ∈ ΩR/2(X), with
δ(Y) =: r < R/2, and for ∥Z − Y∥ ≤ r/2, we have

(A.21)
∣∣∣∣u(Z) −

u(Y)
v(Y)

v(Z)
∣∣∣∣ ≲ ( r

R

)α
v(Z) ≲ rα+1R−α ∂z0v(Z) ,

where in the last inequality we have used Lemma A.16 applied to v. Set Θ = Θ(Y) = u(Y)/v(Y).
Then by (A.14), and our normalization, Θ ≈ 1. Combining (A.21) with standard interior estimates
for spatial derivatives of the caloric function u(·)−Θv(·), we see that for ∥Z−Y∥ ≤ r/2 and r < ηR,

|∂z0u(Z) − Θ ∂z0v(Z)| ≲ ηα∂z0v(Z) .

In particular, the latter bound holds with Z = Y, so that

∂y0u(Y) ≥
(
Θ − Cηα

)
∂y0v(Y) .

Choosing η small enough, we obtain (A.19). □

Lemmas A.16 and A.18 can be combined to give a version of the former on which the non-
negativity of ∂y0u needs not be assumed:

Lemma A.22. Let X ∈ Σ and R > 0. Assume that 0 ≤ u ∈ W1,2(I2 R(X) ∩ Ω) ∩ C(I2 R(X) ∩Ω)
satisfies ∂tu − Lu = 0 in I2 R(X) ∩ Ω with u ≡ 0 in ∆2 R(X). Suppose further that u satisfies the
strong Harnack inequality (A.9) for all r < R/2, and for every Z ∈ ∆R(X). Then, there exists
η = η(n,M0) > 0 such that

(A.23) ∂y0u(Y) ≈
u(Y)
δ(Y)

, for every Y ∈ IR/4(X) ∩Ω with δ(Y) < ηR.

Remark A.24. Estimate (A.23) holds also for solutions of the adjoint caloric equation, that is for u
as above, but satisfying ∂tu +Lu = 0. This follows immediately from Lemma 3.15 and the change
of variable t → −t.

Proof of Lemma A.22. Let η0 denote the constant η in Lemma A.18. Observe that the current hy-
potheses are identical to those of Lemma A.18, so ∂y0u ≥ 0 in IR/2(X) ∩ {Y ∈ Ω : δ(Y) <
η0R}. Hence, for each X′ ∈ ∆R/4(X), we may apply Lemma A.16 in I2λR(X′) ∩ Ω, with λR ≈
η0(M0

√
n)−1R, to obtain (A.23) with η ≈ η0. □

Proof of Lemma 3.15. The proof follows immediately from Lemma A.22 (and its adjoint caloric
version). □

Appendix B. Parabolic SIO bounds on Lip(1,1/2) graphs imply parabolic uniform rectifiability.

As noted in the introduction, all sufficiently nice parabolic singular integral operators (SIOs)
are L2 bounded on any parabolic uniformly rectifiable set [BHH+b, Corollary 4.9]. The converse
remains open, in general, but in this appendix, we obtain a restricted version of the converse in the
setting of the present paper; i.e., we observe that L2 boundedness of SIOs on a Lip(1,1/2) graph,
implies that the graph is regular Lip(1,1/2). We remark that we actually require only L2 bounds for
parabolic SIOs with homogeneous kernels.

Definition B.1. We shall say that K = K(X, t) is a “nice” (homogeneous) parabolic C-Z kernel (of
homogeneous dimension d = n + 1) if it satisfies the following properties:

(i) Parabolic Homogeneity: K(λX, λ2t) = λ−dK(X, t), for all λ > 0.
(ii) Smoothness: K ∈ C∞

(
Rn+1 \ {0}

)
.

(iii) Oddness in spatial variables: K(X, t) = −K(−X, t), for each (X, t) ∈ Rn × R.



Lp SOLVABILITY IMPLIES REGULARITY FOR GRAPHS 39

Corresponding to any such “nice” kernel, and given a Lip(1,1/2) graph Σ with surface measure
σ, we define for each ε > 0 the corresponding truncated SIO on Σ in the usual way:

Tε f (x, t) = Tε(K) f (x, t) :=
∫
∥(x−y,t−s)∥>ε

K(x − y, t − s) f (y, s) dσ(y, s) .

Proposition B.2. Suppose that Σ ⊂ Rn+1 is a Lip(1,1/2) graph, on which, for every “nice” kernel
K as in Definition B.1, the corresponding truncated SIOs Tε(K) are bounded on L2(Σ), uniformly
in ε > 0, i.e.,

(B.3) sup
ε>0
∥Tε(K) f ∥L2(Σ) ≤ CK∥ f ∥L2(Σ) .

Then Σ is a regular Lip(1,1/2) graph.

To prove the proposition, we shall make use of the following fact, established in [Hof95].

Theorem B.4 ([Hof95]). Let Tψ denote the parabolic Calderón commutator

(B.5) Tψ f (x, t) := p.v.
∫
Rn

ψ(x, t) − ψ(y, s)
(t − s)1+(n/2) exp

(
−|x − y|2

4(t − s)

)
1{t>s} f (y, s) dy ds.

Then T : L2(Rn)→ L2(Rn) if and only if ψ is a regular Lip(1,1/2) function.

Remark. Up to a multiplicative constant, Tψ = [H1/2, ψ], where H = ∂t − ∆ is the usual heat
operator in Rn (see [Hof95] for details).

It will be convenient to let Rn
sp denote spatial Rn.

Proof of Proposition B.2. Let Φ ∈ C∞0 (R), with 0 ≤ Φ ≤ 1, Φ(r) ≡ 1 if |r| ≤ 1, and Φ(r) ≡ 0, if
r ≥ 2. Given a positive number M < ∞, set ΦM := Φ(·/M). Given a unit vector ν ⊂ S n−1 ⊂ Rn

sp,
and a point X ∈ Rn, set

xν := (X · ν)ν , x⊥ν := X − xν .

For each such ν and M, we define the kernels

Kν,M(X, t) :=
xν

t1+(n/2) exp
(
−|x⊥ν |

2

4t

)
1{t>0}ΦM

(
xν

∥(x⊥ν , t)∥

)
.

Note that Kν,M is a “nice” kernel in the sense of Definition B.1, for each ν and M, with quantitative
bounds that are uniform in ν, but of course depend upon M. Thus, by hypothesis, (B.3) holds for
every ν,M, for the truncated SIO T ν,M

ε := Tε(Kν,M), with a quantitative bound CK that is uniform in
ν, and depends quantitatively on M.

After a possible rotation of the spatial co-ordinates, we may suppose that Σ = {(ψ(x, t), x, t)},
where ψ is a Lip(1,1/2) function defined on Rn. Thus, for some positive constant Mψ < ∞, we have

|ψ(x, t) − ψ(y, s)| ≤ Mψ ∥(x − y, t − s)∥ , ∀ (x, t), (y, s) ∈ Rn .

Let ν0 := (1, 0, ..., 0) denote the unit basis vector in the x0 direction in Rn
sp. Choosing ν = ν0,

and M = Mψ, and merging the surface area element
√

1 + |∇yψ(y, s)|2 into f (y, s), we find that
T ν0,Mψ
ε , defined on L2(Σ) and written in the graph co-ordinates, is merely the truncated version

of the parabolic Calderón commutator Tψ defined in (B.5). By hypothesis, these truncations are
uniformly bounded on L2(Rn), and thus by Theorem B.4, we obtain that ψ is a regular Lip(1,1/2)
function, equivalently, that Σ is a regular Lip(1,1/2) graph. □
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