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ABSTRACT
We present an in-depth, high-resolution spectroscopic analysis ofthe M dwarf K2-18 that hosts

a sub-Neptune exoplanet in its habitable zone.We show our technique to accurately normalize the
observed spectrum, which is crucial for a proper spectral fitting.We also introduce a new automatic,
line-by-line model-fitting code,AutoSpecFit, that performs an iterative χ2 minimization process to
measure individualelementalabundances of cooldwarfs. We apply this code to the star K2-18, and
measure the abundance of10 elements - C, O, Na, Mg, Al, K, Ca, Sc, Ti, and Fe. We find these
abundances moderately supersolar,except for Fe with a slightly subsolar abundance.The accuracy
of the inferred abundances is limited by the systematic errors due to uncertain stellar parameters.
We also derive the abundance ratios associated with several planet-building elements such as Al/Mg,
Ca/Mg, Fe/Mg, and (a solar-like) C/O=0.568 ± 0.026, which can be used to constrain the chemical
composition and the formation location ofthe exoplanet. On the other hand, the planet K2-18 b
has attracted considerable interest,given the JWST measurements of its atmospheric composition.
Early JWST studies reveal an unusual chemistry for the atmosphere of this planet,which is unlikely
to be driven by formation in a disk of unusualcomposition. The comparison between the chemical
abundances of K2-18 b from future JWST analyses and those of the host star can provide fundamental
insights into the formation of this planetary system.

Keywords: Cool dwarfs — Planet-host stars — Elemental abundances — Model atmospheres — Spec-
tral synthesis — Planet formation

1. INTRODUCTION
Cool dwarfs (M≲0.75M⊙ ) are optimal and primary

targets for transit and radial velocity surveys of planets
beyond our Solar system, since their lower mass, ra-
dius, and luminosity make planetary signatures easier

nhejazi@ku.edu

to detect compared to those exoplanets orbiting more
massive dwarfs.M dwarfs (M≲0.6M⊙ ) are particularly
the most abundant stars in the Galaxy (70% by num-
ber, Reid & Gizis 1997; Henry et al. 2006), and there
is likely at least one planet orbiting around these stars
(e.g. Dressing & Charbonneau 2013, 2015; Tuomi et al.
2014; Hardegree-Ullman et al.2019). M dwarfs there-

fore dominate the generaloccurrence rates ofplanets
around main sequence stars.The presence and proper-
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ties of planets are believed to be linked to the chemi-
cal composition oftheir host stars (e.g. Santos et al.
2004; Fische & Valenti2005; Beauge & Nesvorny 2013).
Accordingly,M dwarfs provide idealsites to probe the
formation mechanisms of planetary systems.

Planets are formed in a protoplanetary disk around a
new star, which are all embedded in a larger molecular
cloud. As a result, there is a mutual interaction be-
tween planets and their host stars,which can alter the
properties of the two components over their lifetimes.In
particular, the accretion of material from protoplanetary
disk into the star as well as post-formation events, such
as planet engulfment, may imprint planetary signatures
in stellar chemical abundances (e.g. Pinsonneault et al.
2001; Oh et al. 2018; Nagar et al. 2020; Spina et al.
2021). The detailed abundance measurements of host

stars are, therefore, of vital importance to characterizing
planetary systems and can provide fundamental insights
into planetary formation, evolution, and composition.

Although significant progress has been made in under-
standing star-planet chemical connections, most studies
have been focused on more massive FGK-type dwarfs
rather than M dwarfs.The spectra of cool M dwarfs are
dominated by millions of molecular lines in both the op-
tical (e.g., TiO and CaH) and near-infrared (NIR, e.g.,
H2O) regions, which are blended with each other and
many atomic lines.This causes a significant flux depres-
sion and, in turn, makes identifying the continuum level
in many wavelength areas challenging.Combined with
the substantial line crowding, established methodologies
for FGK-type dwarfs and giant stars, such as equivalent
width measurements, are therefore inappropriate for M
dwarfs. As a result, most spectroscopic studies ofM
dwarfs rely on the spectralsynthesis and modelfitting
(e.g. Rajpurohit et al. 2014; Lindgren et al. 2016; Souto
et al. 2022).

Recently, high-resolution NIR spectroscopy has
opened the way for detailed elemental abundance mea-
surements ofM dwarfs with a reasonable accuracy (≲
0.2 dex). Modern spectrographs, along with methods to
correct spectra for telluric contamination,have made
it possible to detect and analyze various atomic and
molecular lines and scrutinize the effect of physical pa-
rameters on their shape. Parallel advances in model-
ing the atmospheres of low-mass M dwarfs and calculat-
ing atomic and molecular line lists are of great impor-
tance in measuring the parameters and chemical abun-
dances of these stars.Various previous studies have at-
tempted to model M-dwarf atmospheres assuming one-
dimensionalradiative-convective equilibrium (e.g.Al-
lard & Hauschildt 1995; Tsuji et al. 1996; Gustafsson
et al. 2008;Kurucz 2011;Husser et al. 2013). How-

ever, the synthetic spectra associated with the same set
of physical parameters and elementalabundances us-
ing different modelatmospheres and spectralsynthe-
sis methods show discrepancies over many wavelength
ranges.These are likely due to differences in model as-
sumptions and opacity calculations as well as atomic and
molecular line lists incorporated in synthesizing spec-
tra (Iyer et al. 2023, specifically see Figure 1). All
these complicationsmotivate more profound and de-
tailed studies to understand any missing source of line
and continuum opacity and better characterize the at-
mosphere of M dwarfs.Nevertheless, significant progress
has been made in determining the physical parameters of
M dwarfs using high-resolution NIR spectroscopy with
synthetic model fitting (e.g. Lindgren et al. 2016; Lind-
gren & Heiter 2017; Rajpurohit et al. 2018; Passegger
et al. 2018, 2019; L´opez-Valdivia et al.2019; Souto et
al. 2017, 2020, 2021, 2022; Marfil et al. 2021; Wan-
derley et al. 2023) using different methods and vari-
ous combinations ofmodelatmospheres and line data.
Although these studies have shown agreement between
their own observed and best-fit model spectra, the con-
sistency in parameter values among different analyses is
still under debate (e.g.Olander et al. 2021;Passegger
et al. 2022).

In contrast to the numerous efforts aimed at the de-
termination of M-dwarf physical parameters, measuring
the individual elemental abundances of these cool dwarfs
using line-by-line model fitting, particularly in high-
resolution NIR spectra, is still in the early stage (e.g.
Souto et al. 2017; Abia et al. 2020; Shan et al. 2021;
Souto et al. 2022). The accuracy of inferred elemental
abundances from such methods highly depends on model
atmospheres and atomic and molecular line lists used
in spectral synthesis, as well as the continuum/pseudo-
continuum normalization of observed spectra.Souto et
al. (2017, 2022) derived the abundances of13-14 ele-
ments for a few M-dwarf samples by synthesizing spectra
using the widely-used radiative transfer code Turbospec-
trum (Alvarez & Plez 1998; Plez 2012) along with
one-dimensional (1D) plane-parallel MARCS model at-
mospheres (Gustafsson et al.2008), and then perform-
ing a χ2 minimization approach for each single selected
spectral line.In our previous work (Hejazi et al. 2023,
hereafter Paper I), we further extended this method by
carrying out an iterative χ2 minimization process, where
after each iteration,a new grid of synthetic spectra for
each element was generated based on the new inferred
abundances, which were then used in the next iteration.
This procedure was repeated until the abundance of all
elements converged to their finalvalues. In Paper I,
the transition from one iteration to the next was imple-
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mented manually,but we have developed a modelfit-
ting code, AutoSpecFit, that automatically allows Tur-
bospectrum to produce the synthetic spectra required
for each iteration “on the fly” without interrupting the
run. In this paper, we apply this automatic code to the
planet-hosting M dwarfK2-18 to obtain its elemental
abundances. The sub-Neptune K2-18b has been tar-
geted by several James Webb Space Telescope (JWST)
observing programs,and the comparison between the
composition ofthis planet and its host star can shed
light on its formation history.

This paper is outlined as follows. In Section 2, we
describe the properties ofthe exoplanet K2-18 b that
has been observed by both the Hubble Space Telescope
(HST) and JWST. We summarize the spectroscopic ob-
servations ofthe host star K2-18, the data reduction
method,and the pre-processing needed to prepare the
spectra for the analysis in Section 3.The spectral syn-
thesis and the line lists used in this study are described
in Section 4. The process ofline selection and contin-
uum/pseudocontinuum normalization are presented in
Section 5. Physical parameters of the target K2-18 de-
termined from other independent methods,except for
microturbulent velocity that is obtained from this spec-
troscopic analysis,are shown in Section 6. All steps
of AutoSpecFit for measuring elemental abundances are
detailed in Section 7.In Section 8, we utilize our abun-
dance technique to derive the abundances of 10 elements
as well as the abundance ratios associated with several
planet-building elements for K2-18.The error analysis
of the inferred abundances and abundance ratios is also
demonstrated in this section.The summary and con-
clusion of this study,particularly in the context of the
star-planet connection, are presented in Section 9.

2. EXOPLANET K2-18 b
The K2-18 system is host to two planets, one of which

(K2-18 b) is a transiting super-Earth/sub-Neptune (2.61
± 0.09 R ⊕ , 9.51+1.57

−1.89 M⊕
1; Benneke et al. 2019; Rad-

ica et al. 2022) in the star’s habitable zone (Montet
et al. 2015; Crossfield et al. 2016), and the other
(K2-18 c) is a non-transiting planet of similar mass
(6.92+0.96

−0.99 M⊕ sin i; Radica et al. 2022). Given K2-18
b’s amenability to transit spectroscopy and its temper-
ate instellation, it has been a high-priority target for
observational and theoretical characterization.

Initial HST/WFC3 transmission spectroscopy re-
vealed a clear atmosphere forthe planet, as well as

1 The earlier study of Cloutier et al. (2017) inferred a planet mass
of 8.63 ± 1.35 M ⊕ , which is consistent with the planet mass from
Radica et al. (2022) within the uncertainties.

the presence of water vapor (Benneke et al. 2019;
Tsiaras et al. 2019). The prospect of water vapor on
a habitable zone world spurred a flurry of further mod-
eling to explain the observed data and more thoroughly
modelthe planet’s upper atmosphere and deeper inte-
rior. Madhusudhan et al. (2020) modeled the interior
structure of the planet and how varying interior com-
positions would affect the planet’s observed spectrum,
finding that, while their modeling effortsare consis-
tent with rocky planets, classical gas dwarfs, and water-
dominated ocean worlds, K2-18 b is likely to have a small
(≲ 6%) H/He fraction, and the planet could still sup-
port habitable conditions.B´ezard et al. (2022) noted
that methane has strong absorption features that over-
lap with water vapor in the HST/WFC3 near-IR band-
pass and found that, after reanalyzing the data, methane
is a much more likely absorber given self-consistent
radiative-equilibrium models of K2-18 b’s atmosphere.

This predicted methane signalwas confirmed with
JWST observations of the planet, clearly detecting
methane and carbon dioxide (and not detecting wa-
ter vapor) at wavelengths without contaminating fea-
tures from other absorbers (Madhusudhan et al.2023).
Again, many more theoretical investigationsfollowed
this reversal of the previous observational results, focus-
ing on the potential for K2-18 b to be a “Hycean” (water
ocean under a hydrogen atmosphere) planet compared
to a more typical Neptune-like gas-dwarf.By modeling
the convective processes on K2-18 b,Leconte et al.
(2024) predict that the planet may not be Hycean, as
its clear atmosphere would allow too much incident ra-
diation to maintain a liquid water ocean, while Shorttle
et al. (2024) show that a magma ocean interior could
also reproduce the current observed JWST spectrum.

Finally, Wogan et al. (2024) model the planet and
favor a typical Neptune-like composition over Hycean
compositionsas Hycean planets may not be able to
produce sufficient methane through photochemical pro-
cesses to match the observed methane abundance in the
JWST data. Other similar exoplanets have also been
observed in the same mass/radius/temperature range
as K2-18 b, such as TOI-270 d, another habitable-zone
sub-Neptune with methane and carbon dioxide, but also
water vapor (Benneke et al. 2024; Holmberg & Mad-
husudhan 2024). The persistent uncertainties around
K2-18 b’s true nature and the infancy of panchromatic,
high-precision studies ofthese temperate worlds both
motivate deeper studies ofthe system itself,especially
this work.

3. SPECTROSCOPIC OBSERVATIONS AND
PRE-PROCESSING
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We observed K2-18 with the IGRINS high-resolution
(R∼45,000) spectrograph (Yuk et al. 2010; Park et al.
2014) at the Gemini-South Observatory as part of pro-

gram GS-2023A-Q-203 (PI: Ian Crossfield). The star
was observed on 2023-01-20 with a single ABBA nod
sequence;each frame had an exposure time of245 s.
For telluric corrections, the facility observers selected
the nearby A0V star HIP 61628 and observed a sin-
gle ABBA sequence with 50 s integration times. The
data were processed in the same way as described in
Paper I. In brief, the raw 2D echelleograms were pro-
cessed and reduced by the standard IGRINS Pipeline
Package (Lee et al. 2017), with the order-by-order 1D
spectra provided through the Raw & Reduced IGRINS
Spectral Archive (Sawczynec et al. 2022). We then
further processed the spectra by running the spectra
of K2-18 and its A0V calibrator through the SpeXTool
pipeline’s xtellcor general routine (Cushing et al.
2004) to account for any small wavelength offset between
the spectra of K2-18 and the A0V star, and then through
xmerge orders to combine the individual echelle orders
into a single, 1D spectrum.The final spectrum spans a
wavelength range of 1.45-2.45 µm covering both H- and
K- bands, with a median S/N of 270 per pixel, which is
higher than the minimum median S/N (∼200) required
for detailed abundance measurements of cool dwarfs at
the resolution provided by IGRINS spectra (or even at
the lower resolution of APOGEE spectra, i.e., ∼22,500).

In order to flatten the observed spectrum,we divide
the spectrum into smaller parts,typically ranging be-
tween 50 and 150̊A, and fit a low-order polynomialto
the data points of each part. We then exclude those
wavelengths whose fluxes are less than the respective
values of the polynomial.We further fit a new low-order
polynomialto the remaining data points and again ex-
clude those wavelengths with fluxes less than the rel-
evant polynomialvalues. This procedure is repeated
until a final polynomial,that passes only through the
spectralpeaks and does not cross any absorption line,
is reached.Lastly, we divide the spectrum of each part
to the corresponding final polynomial to obtain the flat-
tened spectrum normalized to unity,and then combine
all the flattened parts back together.It should be noted
that the resulting flattened spectrum does not present a
continuum-normalized spectrum as the continuum level
of M-dwarf spectra cannot be identified in many spectral
regions.

4. SPECTRAL SYNTHESIS AND LINE DATA

We generate the synthetic, continuum-normalized
spectra2 (hereafter, “synthetic models/spectra” or
“model spectra”, for simplicity) required for our analy-
sis by employing Turbospectrum (version v15.1) assum-
ing local thermodynamic equilibrium (LTE)3, which can
consistently handle very large line lists including mil-
lions of spectral lines related to all atoms and tens of
molecules. We use 1D hydrostatic MARCS model at-
mospheres that were computed in LTE and solves the
radiative transfer equation in plane-parallelgeometry
for dwarf stars. The MARCS model grid is based on
the solar abundances from Grevesse et al.(2007), but
the abundances of α-elements are enhanced for models
with subsolar metallicities ([M/H]<0) following the typ-
ical trends of [α/Fe] as a function of metallicity for stars
in the Solar neighborhood.To synthesize model spectra,
we also use a set of atomic and molecular line lists that
are described in Paper I, but with some improvements,
as shown below.

To examine our selected atomic line list (and also to
choose the best spectrallines and perform the pseudo-
continuum normalization process,Section 5), we need
to compare our observed spectrum to an initialguess
of best-fit model. To this end, We use the interpo-
lation routine developed by Thomas Masseron4 to in-
terpolate the MARCS model associated with the star’s
physical parameters(see Section 6.1). Using the in-
terpolated model,we then produce the synthetic spec-
trum with the star’s parameters,assuming microtur-
bulence ξ=1.0 km/s, and the absolute abundances
equal to the solar values plus the overall metallicity,
i.e., A(X)=A(X) ⊙+[M/H], or equivalently,the relative

2 The synthetic continuum-normalized spectra are calculated by
dividing the absolute flux line spectrum by the absolute flux con-
tinuum spectrum. The continuum is calculated in the same way
as the line spectrum, but instead of line opacities, only continu-
ous opacities are used. This approach is a standard practice in
high-resolution spectroscopic analyses,as the continuum gener-
ally exhibits smooth variations on scales longer than the width of
a spectral order. The continuum is calculated on a more coarse
wavelength scale than the line spectrum, and then interpolated
onto the exact same wavelengths.

3 The non-LTE version of Turbospectrum (Gerber et al. 2023)
has also been publicly available.

4 https://marcs.astro.uu.se/software.php
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abundances5 equal to the solar values, i.e., [X/Fe]=0,
where X denotes the element X. These solar relative
abundancesare the default values when using Tur-
bospectrum without any abundance customization.Al-
though we first assume a microturbulence value of ξ=1.0
km/s based on previous studies of M dwarfs (e.g. Souto
et al. 2017), we later find this value as the best-fit pa-
rameter for K2-18 (see Section 6.2). This synthesized
spectrum represents a first-order approximation ofthe
star’s best-fit model (hereafter “(Model)approx”).

For Radial velocity correction, we compare this model
with the observed spectrum that is Doppler shifted to
obtain the star’s radial velocity.We first visually exam-
ine different radial velocities (RVs) with a large step of
10.0 km/s over severalspectralregions,and after find-
ing a rough estimate of RV, we determine the best-fit RV
value by fine tuning using smallsteps between 0.5 and
1.0 km/s. However, smaller RV adjustments which can
be as small as ± 0.1 km/s) may still be needed for some
spectral lines before synthetic model fitting.This slight
radial velocity offset may be due to the uncertainty of
the best-fit value, the inaccuracy of the line lists, or the
insufficiency of the wavelength calibration in data reduc-
tion. The observed wavelengths are shifted according to
the inferred radialvelocity, which are used in the fol-
lowing steps of our analysis whenever the observed and
model spectra are compared together.

On occasion, the line parameters such as oscillator
strength log(gf ) drawn from some line databases are not
accurate enough or updated using more recent studies
to well reproduce some specific observed spectrallines.
To inspect the atomic line list, we have compared the
log(gf ) of all identified atomic lines in the spectra of our
target from the Vienna Atomic Line Database (VALD3,
Ryabchikova et al. 2015; Pakhomov et al. 2017, 2019)
with those from Linemake6 (an open-source atomic and
molecular line list generator,Placco et al. 2021). We
have found 11 lines that have different values of log(gf )
in these two line databases: Ti I (15334.85Å), Ti I
(15602.84Å), Ti I (15715.57 Å), Mg I (15748.99 Å), Ca
I (16197.07 Å), Ca I (19853.09 Å), Ca I (19933.73 Å),

5 In this paper, we use several abundance notations that are de-
fined as follows:
“absolute abundance” A(X) = log(N X /N H ) star + 12,
“abundance” [X/H] = log(N X /N H ) star − log(NX /N H )⊙ ,
or [X/H] = A(X) star − A(X) ⊙ ,
“relative abundance” [X/Fe]=[X/H]−[M/H],
“abundance ratio” X/Y = 10 (A(X)−A(Y)) = N X /N Y ,
where X and Y indicate the elements X and Y, NX means the
number density of element X, and [M/H] shows the overall metal-
licity.

6 https://github.com/vmplacco/linemake

Sc I (22052.14Å), Sc I (22065.23Å), Sc I (22266.73
Å), and Ca I (22651.18 Å). We have noted that only
the three Ti I lines show better consistency between the
observed spectrum and (Model)approxif log(gf ) values
from Linemake, rather than from the VALD3, are used.
We have accordingly updated the log(gf ) of these three
lines in the VALD3 line list using the values from Line-
make that are originally from Lawler et al. (2013).
We have also replaced the FeH line list in our previ-
ous set used in Paper I (Dulick et al. 2003) with the
more recent one from Hargreaves et al.(2010). This
new line list reproduces synthetic models that are in sig-
nificantly better agreement with observed spectra over
regions dominated by FeH lines.

5. SPECTRAL LINE SELECTION AND
CONTINUUM/PSEUDOCONTINUUM

NORMALIZATION
For our spectral fitting analysis, the ideal atomic and

molecular lines are those that show consistency between
the observed spectrum and the best-fit model. Since
the best-fit model is undetermined before performing
the fitting code, we compare the observed spectrum
with (Model)approx over the spectral line candidates
and select the best lines for the analysis.However, for a
reasonable comparison, the observed spectrum needs to
be locally continuum-normalized, or pseudo continuum-
normalized for most regions where the flux level is lower
than unity due to a large number of H2O lines and
the continuum cannot be identified.The reliability of
inferred abundances therefore strongly depends on the
propriety ofspectral line selection,which relies on the
accuracy of the normalization process.

Prior to normalizing the observed spectrum, the syn-
thetic spectra are smoothed at the observed spectral
resolution using a Gaussian kerneland then interpo-
lated at the shifted observed wavelengths.The contin-
uum/pseudocontinuum normalization is performed us-
ing the method described in Paper I, which is based on
the generalconcept presented in Santos-Peralet al.
(2020), but with some modifications.The most appro-
priate data points on the continuum/pseudocontinuum
around the analyzed spectrallines are chosen using a
routine that implementsa linear fit to the residuals
R=O/S, where O is the observed flux and S is the syn-
thetic flux, both at shifted, observed wavelengths,fol-
lowed by two or three iterative σ-clippings.The value
of the clippings changes from the first to the third iter-
ation as 2σ, 1.5σ, and 1σ.For the cases where the three
σ-clippings do not end up with enough number of nor-
malizing data points,only the first two σ-clippings are
performed.The normalized spectrum is obtained after
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dividing the observed spectrum by the linear fit to the
residuals of the final data points.

We identify the well-defined and almost isolated spec-
tral lines that have a proper shape (e.g.,not deformed
by noise or bad pixels) and that are strong enough to
be distinguished from the prevalent background molec-
ular opacities (while these lines might still be weakly
blended with molecular lines).We then look for the con-
tinuum/pseudocontinuum regions on both sides around
these line candidates. Often, a few lines are close to-
gether,and common normalizing regions around,and
in some cases, also between these lines, are determined.
We test different pairs of continuum/pseudocontinuum
ranges for each studied line (or a few lines ifthey are
close together) and then normalize the observed spec-
trum using the process described above.We choose the
pair of continuum/pseudocontinuum regions that lead to
a normalized spectrum consistent with (Model)approx
within those regions.It should be noted that at least
two normalizing data points (one each side) are required
to perform the final linear fit and normalize the observed
spectrum.

We further test the selected pairs of ranges by chang-
ing the corresponding elemental abundances and check-
ing whether the normalizing points stillremain on the
continuum/pseudocontinuum.This inspection is impor-
tant because, in the model fitting procedure,the ob-
served spectrum is normalized relative to a number of
model spectra with varying abundances before calcu-
lating χ 2 values (see Section 7). As the abundance of
an element varies while the physical parameters remain
unchanged,the flux may be slightly changed over the
neighboring regions around or even beyond ofthe re-
spective spectrallines. This flux redistribution could
reshape the pseudocontinuum levels around some spec-
tral lines and even cause some weak absorption lines to
appear. For example, after increasing the abundance
of oxygen (that is linked to the abundance of H2O),
some H2O absorption lines may arise within pseudocon-
tinuum regions.In this case, the determined normaliz-
ing data points may show up inside the absorption lines
that emerge after changing elemental abundances.

We illustrate the normalizing regionsand normal-
izing data points for a few spectral lines using the
spectrum of our target in Figures 1 and 2. Figure
1 shows the synthetic flux of the normalizing data
points (black circles at the edges of the panels) within
the selected pseudocontinuum ranges on both sides of
the K I 15168.38 Å line (left panels) and the OH
16526.25Å (right panels), which are separated from
the inner spectral regions by green dashed-lines.The
observed spectrum (red lines and circles) is normal-

ized relative to (Model) approx (blue lines) as shown
in the middle panels. The top and bottom left panels
present the observed spectrum that is normalized rel-
ative to the model spectra similar to (Model)approx,
but with the relative abundance of potassium equal
to [K/Fe]=−0.20 dex and [K/Fe]=+0.20 dex (or
[K/H]=−0.03 dex and [K/H]=+0.37 dex, following the
equation [X/H]=[X/Fe]+[M/H]), respectively. In the
same way, the top and bottom right panels demon-
strate the observed spectrum normalized with respect
to the synthetic spectra similar to (Model)approx,
except for the relative oxygen abundance that is
equalto [O/Fe]=−0.20 dex and [O/Fe]=+0.20 dex (or
[O/H]=−0.03 dex and [O/H]=+0.37 dex), respectively.
For both lines, although there is a slight change in the
overall flux level with abundance variation,the shape
of the pseudocontinuum in the selected ranges does not
change,and the already chosen data points remain the
most suitable normalizing points.If this was not the
case,we would explore other ranges on the pseudocon-
tinuum to find those that would meet the above condi-
tion.

Figure 2 shows the same plots as Figure 1, but for
two neighboring spectrallines, Sc I 22266.73 Å and Ti
I 22274.02Å. Clearly, there is no observed pseudocon-
tinuum region between these two lines that is in agree-
ment with the synthetic models,and we,therefore,de-
termine common normalizing ranges around both sides
of the lines. The middle panels again display the ob-
served spectrum normalized relative to (Model)approx
(the two middle panels are repeated for better compari-
son between different abundances of each line, from top
to bottom). In the top and bottom left panels, the rel-
ative abundance ofSc changes in the same way as in
Figure 1, while the relative abundance ofTi is fixed,
equalto the solar value. Similarly, in the top and bot-
tom right panels, the relative abundance of Ti varies in
the same manner as above,but the relative abundance
of Sc is constant,equalto the solar value. For the two
cases, the chosen normalizing ranges and data points re-
main on the pseudocontinuum level and continue to be
the best for the analysis.

We examine the atomic and molecular (CO, OH, and
FeH) line candidates and identify their best normaliz-
ing ranges, while adjusting for radial velocity if needed.
We then normalize the observed spectrum according to
the synthetic spectra with different relative abundances
spanning from [X/Fe]=−0.30 dex to [X/Fe]=+0.30 dex
with steps of 0.10 dex7 for the lines associated with

7 We find this range of abundances sufficiently broad to examine
all the studied lines and determine the best-fit model.
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the element X. We visually compare the resulting nor-
malized observed spectrum with the respective models,
which gives us an early understanding ofhow consis-
tently the synthetic models can reproduce the observed
spectrallines assuming 1D LTE. For example,the two
alkali lines, K I 15163.07 Å and Na I 22056.4 Å, show
no adequate agreement with model spectra, which may
be due to the insufficiency in the line lists, the NLTE
effect (Olander et al. 2021), or other factors.For this
reason, we removed these two lines from our analysis.

After a careful examination,we selected 148 spectral
lines for 10 different species,CO, OH, Na, Mg, Al, K,
Ca, Sc, Ti, and FeH, as listed in Table 1. We then man-
ually determine a fitting or χ2 window for the selected
lines (the third column of Table 1),mainly around the
cores and far from the outermost part of the wings (that
are more influenced by spectralnoise), to perform the
χ 2 minimization. For some adjoining doublet lines of
the same species (e.g., some OH lines), a single common
χ 2 window is defined. We use the adopted normaliz-
ing ranges and χ2 windows of the lines as input to run
AutoSpecFit in the next step.

As presented in the last column of Table 1, four atomic
lines in our line set (Na I 22083.66Å, Al I 16718.96Å, Al
I 16750.56̊A, and Sc I 22266.73̊A) are a combination of
multiple lines,including lines from hyperfine structure
(HFS) splitting. HFS data have been included to the
VALD3 database (Pakhomov et al. 2017, 2019), and
have shown to properly model the HFS lines in M dwarfs
(Shan et al. 2021). In addition, severalatomic lines
(Mg I 15765.84 Å, Ti I 15334.85 Å, Ti I 15715.57 Å,
Ti I 21782.94 Å, Ti I 22211.24 Å, Ti I 23441.48 Å) are
blended with a few other lines associated with the same
elements,most of which are too weak to influence the
shape of the main (central) lines (Table 1).It should be
pointed out that every single line is included in the line
list and modeled by our spectral synthesis.

6. PHYSICAL PARAMETERS OF PLANET-HOST
M DWARF K2-18

6.1. Effective Temperature, Metallicity, and Surface
Gravity

K2-18, an M2.5V dwarf star (Schweitzer et al.2019),
resides in the Solar vicinity at a distance of 38 pc (Gaia
Collaboration et al.2021). Due to its proximity, numer-
ous studies in the literature have determined its stellar
parameters.These studies report an effective tempera-
ture of approximately 3500 K (Montet et al.2015, Stas-
sun et al. 2019, Martinez et al. 2017, Schweitzer et al.
2019, Zhang et al. 2020, Reiners et al. 2022), surface

gravity around 4.70 (Stassun et al. 2019, Schweitzer
et al. 2019, Shan et al. 2021, Queiroz et al. 2023),

and metallicity varying notably across different works,
from −0.30 (Ding et al.2022) to +0.26 dex (Hardegree-
Ullman et al. 2020).

We use our H−band spectra to determine the atmo-
spheric parameters of K2-18 (Teff and log g) using the
methodology ofSouto et al. (2020). To summarize,
we derive oxygen abundances from two species (H2O
and OH lines) for a set of effective temperatures ranging
from 3200 to 3800 K in steps of 100 K. Because the H2O
and OH lines display different sensitivity to changes in
Teff, there will be a unique solution yielding the oxygen
abundance to a Teff value. To derive the surface grav-
ity, we employ the same methodology but determine the
oxygen abundance for a set of log(g) from 4.50 to 5.00 in
steps of 0.10 dex.The abundances are inferred from the
best-fit synthetic models compared to the observed spec-
trum that was generated in the same way as described
in this study, i.e., employing the Turbospectrum code in
conjunction with MARCS models, as well as using the
APOGEE line list (Smith et al. 2021). To derive the
uncertainties in the atmospheric parameters (Teff and
log g), we propagate the oxygen abundance uncertainty
into the atmospheric parameter determination method-
ology.For K2-18, we obtain Teff = 3547 ± 85 and log g
= 4.9 ± 0.10. Another product from this analysis is the
stellar overall metallicity, which is determined from the
Fe I and FeH lines available in the H−band (see Souto
et al. 2020, Souto et al. 2021). We obtain that K2-18
is metal-rich, where [Fe/H] = +0.17 ± 0.10 dex. We
adopt the uncertainty ofmetallicity from Melo et al.
(2024).

It is important to emphasize that all steps of the pa-
rameter determination procedure are completely differ-
ent from our abundance analysis described in this pa-
per. Nevertheless, we find very good agreement between
(Model)approxassociated with the derived physical pa-
rameters and the observed spectrum, which assures the
reliability of the abundances based on these parameters.

6.2. Microturbulent Velocity
Low-mass stars generally have microturbulence be-

tween 0 and 2 km/s (e.g. Reid & Hawley 2005; Bean et
al. 2006; Tsuji & Nakajima 2014; Pavlenko 2017; Souto
et al. 2017; Olander et al. 2021; Recio-Blanco et al.
2023). We determine the microturbulence ξ using the

approach described in Paper I. We start with the three
species having the most abundant selected lines, i.e., CO
(whose abundance is an indicator of carbon abundance),
OH (whose abundance is an indicator of oxygen abun-
dance), and FeH (whose abundance is an indicator of
iron abundance). We use the molecular FeH lines to
measure iron abundance because they are significantly
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more numerous than atomic Fe I lines.It is important
to note that there is a difference between the iron abun-
dance inferred from the methodology ofSouto et al.
2020 and Souto et al. 2021 (Section 6.1) and that de-
rived from this analysis (Section 8), though consistent
within the errors. However,the former abundance has
shown to be a very good estimate of the overallmetal-
licity of the target and has been used to measure the
abundances of the analyzed elements.

For any of these three species,we generate a grid of
models, all associated with the target’s parameters but
having different values ofξ ranging from 0 to 2 km/s
with steps of 0.1 km/s, and different relative abundances
spanning from [X/Fe]=-0.30 dex to [X/Fe]=+0.30 dex
with steps of 0.01 dex, where X denotes C, O, or Fe,
while assuming the solar relative abundance for all other
elements Y (([Y/Fe]=0), leading to 1281 synthetic spec-
tra in total for each species.We then perform a single
χ 2 minimization routine (Section 7) over all the spectral
lines corresponding to each of the three aforementioned
molecules individually.To this end, the observed lines
are normalized relative to the model spectra that corre-
spond to a specific value of ξ and varied abundances of
the respective element and then compared to those mod-
els to obtain the best-fit abundance.We calculate the
average and the standard deviation ofabundances for
each species and each ξ value. We find the CO lines
the most sensitive to ξ, as the average of CO abun-
dances shows the largest variation as a function ofξ.
The standard deviation of CO abundances is minimum
when ξ=1 km/s, and we therefore adopt ξ=1.0 ± 0.1
km/s for K2-18 in our analysis. As we see in Section
8, the CO spectral lines are indeed the most sensitive
to microturbulent velocity as compared to the lines of
all other studied species (Table 2).It should be noted
that the effect of rotational velocity and magnetic field
on the target’s spectrum is negligible,and we do not
include these two physical parameters in our study.

6.3. Mass, Radius, and Age
Since M-dwarf seismology is infeasible (Rodriguez-

Lopez 2019), the mass and age of M dwarfs are de-
termined using some indirect techniques.For example,
Guinan & Engle (2019) estimated an age of ∼2.4±0.6
Gyr for K2-18 using the Prot -Age relation for M2.5–6.0
stars (Engle & Guinan 2018), as K2-18 has a well-
determined rotation-period Prot = 39.6 ± 0.9 days
(Sarkis et al. 2018). One may consider a theoreti-
cal method using stellar isochrones and evolution tracks
to infer M-dwarf age. However,M dwarfs evolve very
slowly once they reach the main sequence and there is
no age dependence associated with these methods.

M-dwarf Mass can be estimated using mass-luminosity
relation (MLR, e.g., Benedict et al. 2016; Mann et
al. 2019) that connect the luminosity of a lower-main-
sequence star to its mass.Cloutier et al. (2019) derived
a mass of 0.495 ± 0.004 M⊙ for the host star K2-18 using
the MLR from Benedict et al. (2016) based on absolute
K-band magnitudes (which is favored over the V-band
whose dispersion about the relation is twice that in the
K-band.)

Interferometry can be used to accurately measure the
angular diameter, which together with a well-measured
bolometric flux can yield an accurate Teff measurement.
However,this technique is expensive in terms oftime
and analysis, and limited to stars that are sufficiently
large (≳0.3 mas) and bright (≳8 mag).Empirical rela-
tions are therefore more appropriate to derive M-dwarf
radius. For instance, Cloutier et al. (2019) estimated a
radius of 0.469 ± 0.010 R⊙ for our target K2-18 using
the mass-radius relationship for M dwarfs from Boyajian
et al. (2012).

The above inferred mass and radius of K2-18 from
empiricalrelations are not accurate enough to improve
our inferred values of Teff and log g using high-resolution
spectroscopy.The advantage of our method is that these
two parameterscan be derived consistently from the
same spectra using the same diagnostic features.This is
possible, thanks to the excellent quality of our IGRINS
spectra, which allows deriving consistent parameters for
similar stars observed with the same instrument.

7. AUTOSPECFIT: AN AUTOMATIC MODEL
FITTING CODE FOR ELEMENTAL

ABUNDANCE MEASUREMENTS
We present the AutoSpecFit code that carries out an

automatic line-by-line χ2 minimization in an iterative
manner and allows Turbospectrum to generate the re-
quired synthetic spectra for each iteration without in-
terrupting the run. The abundances of the selected
lines are determined separately and modified in each
iteration until the final abundances are reached.The
selected normalizing ranges and χ2 windows are used
as input for running the code. Physical parameters,
i.e., effective temperature Teff, metallicity [M/H], sur-
face gravity log(g), and microturbulent velocity ξ) are
also required in advance to execute AutoSpecFit,and
these parameters are not changed during the run.We
find the spectral lines sensitive to variations in physical
parameters, and as a result, these parameter can be de-
generate with chemicalabundances,causing significant
uncertainties in inferred abundance values.We accord-
ingly use the derived parameters from other independent
methods (see Section 6.1 and also Section 6.2 for the mi-
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croturbulence parameter inferred from an examination
independent of AutoSpecFit) and keep them fixed with
no further adjustment when measuring elemental abun-
dances.

The pipeline first generatesa number of synthetic
spectra for each studied element X associated with the
physical parametersof the star (T eff, [M/H], log(g),
and ξ), but varied relative abundances ofthat partic-
ular element usually ranging from [X/Fe]=−0.30 dex to
[X/Fe]=+0.30 dex in steps of 0.01 dex (61 models for
each element) that are needed for a detailed abundance
analysis,and the solar relative abundances ([Y/Fe]=0)
for all other elements Y.These spectra are used in the
first iteration of χ 2 minimization as follows. The ob-
served spectrum is normalized relative to allthe syn-
thetic models over each spectralline. We perform the
normalization process during each iteration,i.e., nor-
malizing the observed spectrum with respect to each
modelunder examination before calculating χ2. This
is in contrast with some other studies in which the ob-
served spectrum is normalized relative to a first-guess
modelspectrum and then used in the χ2 minimization
routine without any further change (e.g.Kirby et al.
2010; Sarmento et al.2021; Recio-Blanco et al. 2023).
However,it is important to note that the variation of
abundances generally results in a change in the flux level
of model spectra.For example, the right panels of Fig-
ure 1 show a noticeable shift in the overall flux level
of the models around the OH line by changing the rel-
ative abundance ofoxygen from [O/Fe]=−0.20 dex to
[O/Fe]=+0.20 dex. Since the observed spectrum is nor-
malized relative to each of these three models, it is also
scaled in the same way as the models, and a proper com-
parison can thus be made between the observed spec-
trum and the models for different abundances.This is
the reason why we prefer to normalize the observed spec-
trum relative to all the models used in each minimization
to have a meaningful comparison.

The observed flux errors are also normalized with the
same linear fit used to normalize the observed spectrum.
These normalized errors are then included in the χ2 for-
mula as below:

χ 2 =
X

i

(O i − Si )2

(Oerr)i
2 (1)

where Oi is the continuum/pseudocontinuum-
normalized, observed flux, Si is the continuum-
normalized,synthetic flux, and Oerri is the normal-
ized, observed flux error (as described above), all at the
observed,shifted wavelength “i”. The χ 2 value is cal-
culated within the defined χ2 window ofeach spectral
line (Section 5). Using the generated models,the χ 2

related to each modelwithin the chosen χ2 or fitting
window of any selected spectral line is calculated, and a
polynomial fit is implemented to the resulting χ2 values
as a function of abundances.The abundance that mini-
mizes the polynomial function is recorded as the best-fit
abundance ofeach particular line. For those elements
that have more than one spectral line, we calculate the
average abundance following the approach described in
Adibekyan et al. (2015). We use a weighted mean with
the inverse of the distance from the median abundance
as a weight, where the distance is expressed in terms of
the standard deviation (SD) of the abundances.Since
the weights corresponding to the lines with abundances
close to the median abundance are very high, we bin the
distances with a size of0.1×SD. In this way, a weight
of 1/(0.1×SD) is given to the lines with abundances
that are between 0 and 0.1×SD away from the median
abundance, a weight of 1/(0.2×SD) is given to the lines
with abundances that are between 0.1×SD and 0.2×SD
away from the median abundance, and so on.We prefer
this method,which reduces the impact ofoutlier lines
without removing them.Adibekyan et al. (2015) argue
that the detection of real outliers is a difficult task, and
the commonly-used outlier-removal methods (e.g. Tukey
1977; Shiffler 1988; Iglewicz & Hoaglin 1993; Carling
2000) are dependent on the models and the applied

thresholds,and also are not based on a clear prescrip-
tion or a theoretical foundation.The authors, therefore,
recommend the use of a weighted mean instead of any
outlier-removal technique.

The abundance of elements with a single line or the av-
erage abundance of elements with multiple lines inferred
from the first iteration is used for the second iteration.
A number of modelspectra are generated for each ele-
ment X, again associated with the target’s parameters
and varied relative abundances of that specific element
ranging from [X/Fe]=−0.30 dex to [X/Fe]=+0.30 dex
in steps of 0.01 dex, but with relative abundances of all
the other studied elements Y inferred from the first it-
eration8. These new synthetic spectra are used in the
model fitting process exactly in the same way as the first
iteration, and an average abundance for each element of
interest is derived using the procedure as outlined above.
The algorithm is repeated,and every time a series of
modelspectra are generated that are optimized by the
abundances obtained from the previous iteration and
employed in the next one until the abundances converge

8 It should be noted that the relative abundance of the non-studied
elements remain to be the solar values, which are the default
abundances when running Turbospectrum without any abun-
dance customization.
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to their final values, i.e., the difference in inferred abun-
dance between two consecutive iterations is less than
0.01 dex.When this condition is met for all the studied
elements simultaneously,the abundances are recorded
as the final best-fit values, and the code stops.Figure 3
shows a flowchart of the performance of AutoSpecFit.

AutoSpecFit allows Turbospectrum to automatically
produce the modelspectra required for each iteration
“on the fly”. This is an advantage over traditional meth-
ods in which the models with all possible combinations
of elementalabundances need to be generated in ad-
vance because the abundances obtained from each itera-
tion are unknown prior to running the fitting code.How-
ever, for a detailed abundance measurement, this would
lead to an extremely large number of model spectra.For
example, in this study, the combinations of the 61 abun-
dances for 10 elements would require 6110 ≃ 7 × 10 17

spectra with traditional grid sampling. The genera-
tion of this number of synthetic spectra would be com-
putationally intensive and exceedingly time-consuming,
even using high-performance computing systems, which
is practically impossible.Instead, our pipeline produces
61 × 10 = 610 models for each iteration, and for in-
stance, an analysis with 15 iterations (which is more
than enough for a typical abundance measurement, see
Section 8) would require 9150 models in total, which is
computationally manageable to generate9.

In addition, AutoSpecFit enables us to take into ac-
count the complex impact ofthe abundance variation
of different elements on each other.A change in the
abundance ofan element (while the physicalparame-
ters are kept constant) may cause a slight flux redistri-
bution over different regions,which can be reflected in
the abundance measurements ofother elements.That
is why we use an iterative spectral fitting routine to
account for this effect,which can be perceived by the
abundance change ofan element from one iteration to
another (Figures 4 and A.1-A.8). The code proceeds
until all elements reach their finalabundances that are
globally consistent.

8. APPLICATION OF AUTOSPECFIT TO THE
PLANET-HOST M DWARF K2-18

8.1. Chemical Abundances

9 We make use of a high-performance computing system which
enables us to produce 610 model spectra within around 6 hours
through 10 parallel jobs (corresponding to 10 elements).With an
additional (less than) one hour for the fitting process (given that
our original code is in MATLAB), each iteration takes around 7
hours, on average. For a typical analysis with 8 iterations, the
total time to perform the AutoSpecFit is ∼56 hours or ∼2.3 days.

We apply our technique to the planet-host M dwarf
K2-18 to measure the abundances of10 elements: C
(using CO lines), O (using OH lines), Na, Mg, Al, K,
Ca, Sc, Ti, and Fe (using FeH lines), as listed in the first
column of Table 2.The number of the lines correspond-
ing to each species, N, is presented in the second column
of this table. As already mentioned, the star’s physical
parameters,i.e., Teff = 3547 ± 85 K, [M/H] = 0.17 ±
0.10 dex, log(g) = 4.90 ± 0.10 dex, and ξ = 1.0 ± 0.1
km/s, as well as the selected normalizing ranges and χ2

windows are used as input to run the AutoSpecFit.The
fitting process converges after five iterations.Figure 4
shows how the elementalabundances change from one
iteration to another untilreaching their finalbest val-
ues, which clearly indicates the correlation between the
abundances of different elements.

The number of lines corresponding to each element
is shown in the second column, and the resulting
abundances([X/H]) are shown in the third column
of Table 2. We obtain a carbon-to-oxygen ratio for
our target C/O=0.568 (for reference,the solar ra-
tio is (C/O) ⊙=0.540 using the solar abundances from
Grevesse et al. (2007)). We also determined the
abundance ratios associated with several planet-building
elementssuch as Al/Mg=0.080, Ca/Mg=0.065, and
Fe/Mg=0.698. Figure 5 compares the normalized ob-
served spectrum (red lines and circles) and the final
best-fit model(blue lines) that corresponds to the tar-
get’s parameters and the derived abundances over 10
spectral lines related to the 10 analyzed elements.

8.2. Abundance Errors
To determine the parameter sensitivity and the sys-

tematic uncertainties of the derived abundances, we de-
viate the physical parameters by their errors (Sections
6.1 and 6.2), in both positive and negative direction one
at a time, i.e., Teff + 85 = 3632 K, Teff − 85 = 3462
K, [M/H] + 0.10 = 0.27 dex, [M/H] − 0.10 = 0.07 dex,
log(g) + 0.10 = 5.00 dex, log(g) - 0.10 = 4.80 dex, ξ +
0.10 = 1.10 km/s, and ξ - 0.10 = 0.90 km/s. We then
perform the AutoSpecFit code eight times,in each of
which only one parameter is deviated while the other
parameters remain the same as the target’s parameter
values, and the abundances ofthe analyzed elements
are obtained from each run.Using the synthetic mod-
els associated with the targets’ parameters but only one
parameter departed by its error, we visually inspect the
normalizing ranges over the selected spectrallines and
find these regions are stillappropriate for normalizing
observed spectrum even with abundance variation.This
assures us, for our future studies, that once we determine
the best normalizing ranges relative to the models with
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the target’s parameters, they can also be used for mod-
els with parameters that are deviated by their errors.
Large departures beyond typicalparameter uncertain-
ties would definitely require a new set of normalizing
ranges.

Figures A.1-A.8 in the Appendix display the abun-
dance of the 10 studied elements as a function of itera-
tion number for eight AutoSpecFit runs using different
input parameters,as shown in the captions.The num-
ber of iterations required for performing the AutoSpec-
Fit using the deviated parameters is generally equalor
more than that required for running the code using the
target’s parameters (Figure 4).For each case, the abun-
dances change more significantly in the first few itera-
tions, and then smoothly converge towards their final
values.

In Table 1, the columns 4-11 show the abundance vari-
ation due to the deviated parameters relative to the
abundances obtained from the models with the star’s
parameters.The abundance variation ofeach element
depends on the deviated parameter, as elemental abun-
dances show different sensitivities to different parame-
ters as well as the direction these parameters change.
In addition, the abundance variation differs from one el-
ement to another for the same parameter change.For
example, the abundance of the elements Ca, Al, and Mg
are most sensitive to Teff, while the abundance ofthe
light element C (from CO lines) is least sensitive to Teff.
The abundance of the element Na shows the highest sen-
sitivity to [M/H], but the abundance of the elements C,
O, K, and Sc shows no significant sensitivity to [M/H].
The abundances of all the 10 studied elements are rather
sensitive to log(g), with the elements Al and Ca having
the highest and K having the lowest sensitivity. The
variation of microturbulence velocity ξ generally has a
weaker influence on the elemental abundances compared
to other parameters (e.g.Souto et al. 2022;Hejazi et
al. 2023), with the abundance ofelement C showing
the highest sensitivity to ξ.

We take an average of the absolute values of the two
abundance variations related to the change of each pa-
rameter in two directions (i.e.,negative and positive).
We then calculate the quadrature sum of these four aver-
ages for each element as the systematic abundance error,
σsys , which is shown in the column 12 of Table 2. We
also obtain the random (statistical) abundance error of
the four species, CO, OH, Ti, and FeH that have a sta-
tistically large number of lines,i.e., N ≥ 10, using the
standard error ofthe mean, i.e., σran=std/

√
N, where

std is the standard deviation of the abundances from
different lines ofeach species,as shown in the column
13 of Table 2.The last column of the table presents the

quadrature sum ofthe systematic and random (if ap-
plicable) errors,as the total error of the derived abun-
dances. It should be noted that random errors are too
small to significantly contribute to the total errors.For
those elements with no random error,the total error
may be slightly underestimated.

Figure 6 presents the abundances of the 10 analyzed
elementsas a function of their atomic number, and
their total abundance errors are shown as verticaler-
ror bars. Using the abundance errors,we obtain the
uncertainty of the abundanceratios: C/O=0.568 ±
0.026, Al/Mg=0.080 ± 0.011, Ca/Mg=0.065 ± 0.010,
and Fe/Mg=0.698 ± 0.178. We recall that the abun-
dance ratio of two elements depends on the subtraction
of their absolute abundances, i.e., X/Y = 10(A(X)−A(Y)) ,
and as a result, their systematic uncertainties related to
the variation of different stellar parameters largely can-
cel. In addition, the (uncorrelated) random uncertain-
ties (if applicable) are very small (see Table 2).All these
have led to relatively smalluncertainties of abundance
ratios, other than Fe/Mg for which the rather large dif-
ference between the systematic errors ofthe two ele-
ments Fe and Mg associated with effective temperature
has resulted in a significantly larger uncertainty.

It is important to note that abundance errors highly
depend on the uncertainty of input physical parameters.
Smaller deviations of parameters, in particular effective
temperature, would give rise to smaller abundance errors
(Melo et al. 2024). To derive more accurate elemen-
tal abundances,we need to have more accurate input
stellar parameters,which requires more reliable model
atmospheres and line lists as wellas more robust tech-
niques for parameter determination.

9. SUMMARY AND CONCLUSION
9.1. High-resolution Spectroscopic Analysis of K2-18
We introduce AutoSpecFit, a new automatic line-by-

line synthetic model fitting code, to measure the chem-
ical abundancesof cool dwarfs. The code performs
a series of iterative χ2 minimization processes and al-
lows Turbospectrum to generate the synthetic spectra
required for each iteration,which are optimized using
the abundancesinferred from the previous iteration.
We illustrate how the abundances of different elements
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Table 1. 148 atomic and molecular lines selected for this
analysis

Species Central wavelength ( Å) χ 2 window ( Å) Comments

CO 23006.89 23006.25-23007.40
CO 23015.00 23014.50-23015.50
CO 23023.52 23023.00-23024.10
CO 23032.43 23032.00-23033.15
CO 23061.59 23061.05-23062.10
CO 23083.04 23082.60-23083.50
CO 23094.37 23093.95-23094.80
CO 23118.23 23117.75-23118.75
CO 23170.81 23170.35-23171.40
CO 23184.97 23184.50-23185.45
CO 23341.22 23340.70-23341.95
CO 23351.41 23350.95-23352.05
CO 23421.19 23420.77-23421.70
CO 23426.30 23425.78-23426.70
CO 23447.76 23447.40-23448.25
CO 23461.67 23461.20-23462.10
CO 23476.00 23475.60-23476.40
CO 23505.90 23505.40-23506.55
CO 23637.61 23637.20-23638.00
CO 23658.53 23658.15-23658.95
CO 23661.26 23660.78-23661.73
CO 23724.24 23723.73-23724.75
CO 23745.10 23744.65-23745.60
CO 23759.17 23758.70-23759.70
CO 24009.23 24008.50-24009.75
CO 24023.59 24023.10-24024.00
CO 24128.68 24128.20-24129.15
CO 24198.13 24197.60-24198.70
OH 15002.15 15001.85-15003.45
OH 15003.12 15001.85-15003.45
OH 15145.77 15145.50-15146.10
OH 15147.94 15147.60-15148.30
OH 15264.60 15264.30-15264.90
OH 15266.17 15265.90-15266.45
OH 15278.52 15278.16-15278.85
OH 15281.05 15280.70-15281.41
OH 15409.17 15408.90-15409.40
OH 15419.46 15419.10-15419.72
OH 15422.37 15421.97-15422.70
OH 15558.02 15557.73-15558.37
OH 15560.24 15559.90-15560.55
OH 15568.78 15568.45-15569.11
OH 15572.08 15571.72-15572.40
OH 15626.70 15626.42-15627.70
OH 15627.41 15626.42-15627.70
OH 15651.90 15651.55-15652.20
OH 15653.48 15653.20-15653.75
OH 15719.70 15719.30-15720.10
OH 15726.72 15726.44-15727.00
OH 15755.52 15755.27-15755.77
OH 15756.53 15756.20-15756.85
OH 15884.90 15884.50-15885.30
OH 15892.13 15891.80-15892.50
OH 15893.53 15893.15-15893.80
OH 15897.70 15897.30-15898.10
OH 15910.42 15910.05-15910.80
OH 15912.73 15912.33-15913.10
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Figure 1. Comparison between the normalized observed spectrum (red lines and circles) of K2-18 and the model spectra (blue
lines) associated with the target’s parameters but varying abundances of the element K (left panels) and the element O (right
panels), while assuming solar relative abundances for allother elements.The black circles (at the edges of the panels) show
the normalizing points within the selected continuum/pseudocontinuum normalizing ranges that are separated from the inner
spectral regions by green dashed lines.
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Table 1. Continued

Species Central wavelength ( Å) χ 2 window ( Å) Comments

OH 16036.89 16036.43-16037.20
OH 16038.54 16038.20-16038.85
OH 16052.76 16052.43-16053.10
OH 16055.46 16055.10-16055.78
OH 16065.05 16064.80-16065.40
OH 16069.52 16069.17-16069.90
OH 16190.13 16189.80-16190.50
OH 16192.13 16191.80-16192.40
OH 16207.19 16206.70-16207.50
OH 16247.88 16247.53-16248.27
OH 16260.15 16259.74-16260.56
OH 16346.18 16345.81-16346.57
OH 16352.22 16351.75-16352.65
OH 16354.58 16354.22-16354.96
OH 16364.59 16364.20-16364.95
OH 16368.13 16367.78-16368.53
OH 16448.05 16447.70-16448.50
OH 16450.37 16449.98-16450.80
OH 16456.04 16455.70-16456.40
OH 16471.15 16470.82-16471.50
OH 16523.50 16523.15-16523.80
OH 16526.25 16525.90-16526.60
OH 16534.58 16534.28-16534.93
OH 16538.59 16538.10-16538.88
OH 16581.27 16580.95-16581.70
OH 16582.32 16581.98-16582.60
OH 16649.95 16649.60-16650.40
OH 16654.65 16654.32-16654.98
OH 16655.99 16655.65-16656.37
OH 16662.20 16661.87-16662.55
OH 16704.36 16703.95-16704.90
OH 16866.69 16866.30-16867.05
OH 16879.09 16878.70-16879.52
OH 16895.18 16894.68-16895.64
OH 16902.73 16902.32-16903.17
OH 16904.28 16903.90-16904.75
OH 16905.63 16905.25-16905.95
OH 16909.29 16908.90-16909.75
OH 17052.20 17051.85-17052.60
OH 17066.13 17065.77-17066.50
OH 17069.48 17069.15-17069.78
OH 17094.52 17094.20-17094.95
OH 17096.39 17095.97-17096.80
OH 17239.72 17239.45-17240.00
OH 17767.06 17766.75-17767.35
Na I 22083.66 22082.35-22085.00 The combination of four Na I lines:

22083.617, 22083.627*, 22083.684*, 22083.694*,
including three HFS lines

Mg I 15040.25 15039.80-15040.65
Mg I 15047.71 15047.20-15048.10
Mg I 15765.84 15765.30-15766.32 Blended with two Mg I lines:

15765.645, 15765.747,
significantly weaker than the main, central line (i.e., 15765.84),
the three blended lines have different J values of the upper levels

Mg I 17108.63 17108.10-17109.05
Al I 16718.96 16718.10-16719.70 The combination of six Al I lines:

16718.911, 16718.925*, 16718.943*,
16718.945*, 16718.963*, 16718.990*,
including five HFS lines

Al I 16750.56 16750.00-16751.10 The combination of 12 Al I lines:
16750.455, 16750.539*, 16750.550*, 16750.608*,
16750.616*, 16750.627*, 16750.660*, 16750.665*,
16750.673*, 16750.698*, 16750.703*, 16750.717*
including 11 HFS lines

Note—* denotes a line resulted from hyperfine structure (HFS) splitting.
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Figure 2. Comparison between the normalized observed spectrum (red lines and circles) of K2-18 and the model spectra (blue
lines) associated with the target’s parameters but varying abundances of the element Sc (left panels) and the element Ti (right
panels), while assuming solar relative abundances for allother elements.The black circles (at the edges of the panels) show
the normalizing points within the selected continuum/pseudocontinuum normalizing ranges that are separated from the inner
spectral regions by green dashed lines.
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Table 1. Continued

Species Central wavelength ( Å) χ 2 window ( Å) Comments

K I 15168.38 15167.95-15168.80
Ca I 19853.09 19852.57-19853.70
Ca I 19933.73 19933.20-19934.30
Ca I 22607.94 22607.20-22608.65
Sc I 22266.73 22266.25-22267.25 The combination of six Sc I lines:

22266.533, 22266.637*, 22266.715*,
22266.739*, 22266.871*, 22266.975*,
including five HFS lines

Ti I 15334.85 15334.47-15335.20 Blended with three weak Ti I lines:
15334.139, 15335.039, 15335.458,
too weak to influence the shape of the main, central line (i.e., 15334.85),
the four blended lines have different J values of the lower and/or upper levels

Ti I 15715.57 15715.10-15716.20 Blended with four weak Ti I:
15715.758, 15715.887, 15716.008, 15716.484,
too weak to influence the shape of the main, central line (i.e., 15715.57),
the five blended lines have different J values of the lower and/or upper levels

Ti I 21782.94 21782.20-21783.75 Blended with three Ti I lines:
21782.555, 21782.560, 21782.996,
too weak to influence the shape of the main, central line (i.e., 21782.94)
the four blended lines have different J values of the lower and/or upper levels

Ti I 21897.39 21896.75-21898.15
Ti I 22004.51 22004.00-22004.95
Ti I 22211.24 22210.55-22211.95 Blended with one Ti I line:

22210.631,
too weak to influence the shape of the main, central line (i.e., 22211.24),
the two blended lines have different J value of the lower levels

Ti I 22232.86 22232.20-22233.50
Ti I 22274.02 22273.45-22274.55
Ti I 22963.33 22962.67-22963.94
Ti I 23441.48 23441.15-23441.95 Blended with two Ti I:

23440.630, 23441.669,
too weak to influence the shape of the main line, central (i.e., 23441.48),
the three blended lines have different J values of the lower and/or upper levels

FeH 15872.67 15872.31-15873.00
FeH 15915.94 15915.70-15916.22
FeH 15945.71 15945.39-15946.00
FeH 15993.22 15992.93-15993.60
FeH 16058.56 16058.27-16058.89
FeH 16067.85 16067.60-16068.20
FeH 16172.62 16172.35-16173.00
FeH 16182.95 16182.70-16183.25
FeH 16184.38 16184.10-16184.80
FeH 16249.70 16249.30-16249.98
FeH 16319.36 16319.08-16319.70
FeH 16330.67 16330.20-16330.93
FeH 16361.74 16361.45-16362.08
FeH 16466.93 16466.45-16467.20
FeH 16682.00 16681.70-16682.30
FeH 16735.42 16735.15-16735.65
FeH 16738.29 16737.97-16738.58
FeH 16796.38 16796.05-16796.68
FeH 16862.14 16861.77-16862.42
FeH 16922.75 16922.40-16923.00
FeH 17068.40 17068.05-17068.75
FeH 17277.76 17277.40-17278.10
FeH 17293.38 17292.90-17293.70
FeH 17544.47 17544.12-17544.75

Note—* denotes a line resulted from hyperfine structure (HFS) splitting.
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Table 2. The chemical abundances and their corresponding uncertainties for the ten studied elements

Species N [X/H] ∆T eff ∆[M/H] ∆log(g) ∆ξ σsys σran = std/
√

N σ[X/H] tot

−85 +85 −0.10 +0.10 −0.10 +0.10 −0.10 +0.10

(dex) (K) (K) (dex) (dex) (dex) (dex) km/s km/s (dex) (dex) (dex)

C (CO) 28 +0.104 −0.003 −0.004 +0.004 −0.006 −0.084 +0.081 +0.027 −0.029 0.088 0.011 0.089
O (OH) 74 +0.080 +0.014 −0.019 −0.005 +0.007 −0.079 +0.077 +0.018 −0.021 0.083 0.002 0.083
Na 1 +0.066 +0.064 −0.076 +0.073 −0.085 −0.080 +0.076 +0.010 −0.012 0.132 – 0.132
Mg 4 +0.043 +0.174 −0.142 +0.005 +0.023 −0.075 +0.096 +0.005 −0.004 0.181 – 0.181
Al 2 +0.105 +0.177 −0.156 +0.056 −0.038 −0.130 +0.133 +0.003 −0.007 0.218 – 0.218
K 1 +0.040 −0.019 +0.025 +0.002 −0.007 −0.026 +0.025 +0.002 −0.003 0.035 – 0.035
Ca 3 +0.074 +0.183 −0.176 +0.018 −0.007 −0.138 +0.122 +0.012 −0.002 0.223 – 0.223
Sc 1 +0.134 +0.039 −0.028 −0.002 +0.001 −0.083 +0.083 +0.003 −0.006 0.090 – 0.090
Ti 10 +0.088 +0.105 −0.091 +0.025 −0.028 −0.103 +0.103 +0.011 −0.016 0.145 0.016 0.146
Fe (FeH) 24 −0.033 +0.051 −0.048 +0.053 +0.007 −0.082 +0.100 +0.012 −0.023 0.110 0.012 0.111

AutoSpecFit

Correcting the observed spectrum for 
RV shift

Generating models with a variable 
[X/Fe] for each  specific element  X 

while assuming [Y/Fe]=0 for the other 
elements Y

Smoothing the models to the observed 
spectral resolution

Interpolating the models at the shifted 
observed wavelengths  

Normalizing the observed spectrum for each 
single line relative to the synthetic models 

with the variable abundance of the respective 
element

Measuring the abundances of all spectral lines 
using  𝜒2 approach and taking average over the 

lines associated with each element

Generating models with a variable [X/Fe] for 
each specific element X while optimizing 
[Y/Fe] for the other elements Y using the 

values inferred from the step 6

1

2

3

4

7

6

5

Figure 3. The flowchart of the AutoSpecFit performance from step 1 to step 7.The first two steps are run only in the first
iteration. The pipeline returns back to step 3 to start the next iteration.
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Figure 4. The abundance of the 10 analyzed elements as a function ofthe iteration number. The abundances are inferred
using the models associated with the target’s parameters, i.e., Teff = 3547 K, [M/H] = 0.17 dex, log(g) = 4.90 dex, and ξ = 1.0
km/s. The total number of iterations is 5.

are dependent on each other and pass through multi-
ple iterations to reach their finalabundances that are
globally consistent. Our abundance analysisoffersa
technique that carefully takes into account the com-
plex dependency between different elements when vary-
ing their abundances in a timely manner.In addition,
we present our method for continuum/pseudocontinuum
normalization to make a meaningful comparison be-
tween the observed and model spectrum in the χ2 mini-
mization. Since the continuum level cannot be identified
in many spectral regions ofcool dwarfs,we normalize
the observed spectrum relative to synthetic, continuum-
normalized spectra using several wavelength data points
around the spectral lines of interest.

We apply our technique to the high-resolution IGRINS
H- and K-band spectra of the sub-Neptune K2-18’s host
M dwarf and measure the abundances of 10 elements, C
(using CO lines), O (using OH lines), Na, Mg, Al, K,
Ca, Sc, Ti, and Fe (using FeH lines), along with their
detailed error analysis.We find near-solar abundances
and carbon-to-oxygen ratio,C/O=0.568 ± 0.026. We
also obtain the abundance ratios ofsome key planet-
building elements, such as Al/Mg, Ca/Mg, and Fe/Mg.
We emphasize that the accuracy of inferred abundances

depends on the accuracy of the input physical parame-
ters as well as the normalization procedure.In particu-
lar, more accurate parameters, especially effective tem-
perature,would lead to more accurate elemental abun-
dances.

9.2. Star-Planet Connection
The exoplanet K2-18 b has been targeted by several

JWST programs, and its atmosphere is being character-
ized more accurately than from previous studies, for ex-
ample,using HST observations.Historically, exoplanet
abundanceshave been derived assuming Solarabun-
dances,however,it is the stellar abundances that are
the relevant benchmark (Turriniet al. 2021; Pacetti
et al. 2022). The assumption of Solar vs. stellar
abundancescan significantly affect the inferred plan-
etary abundances,leading to abundance errors larger
than the expected JWST atmospheric measurement pre-
cision (Greene et al. 2016). The detailed elemental
abundances of the host star k2-18 will be beneficial for
future JWST analyses to accurately measure the chem-
ical composition of the exoplanet K2-18 b.

The abundance ratios of volatile elements such as C/O
play an important role in the location of planet forma-
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Figure 5. Comparison between the normalized observed spectrum (red lines and circles) and the finalbest-fit model (blue
lines) over 10 spectral lines corresponding to the 10 analyzed elements.
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Figure 6. The final inferred abundances ofthe 10 analyzed elements versus their corresponding atomic number.The error
bars show the uncertainty of the abundances (as presented in the last column of Table 2).The blue dashed line shows the zero
abundance level.

tion within the protoplanetary disk (Öberg et al. 2011).
A planet with a sub-stellar C/O ratio is likely to have
a water-rich atmosphere (Madhusudhan 2012; Teske et
al. 2014) with a formation location within the H2O ice
line. On the other hand, a planet with a super-stellar
C/O ratio is likely to be rich in carbonaceous compounds
and have a formation location beyond the H2O ice line,
which has then experienced an inward migration to its
current place (e.g. Reggiani et al.2022). Furthermore,
an overabundance of alkali metals, Na and K, has been
found in the atmospheres of some hot gas giants relative
to their host stars (Hands & Helled 2022). Such an
enhancement of alkalispecies is thought to be a result
of planet formation exterior to the H2O ice line followed
by inward migration.

However, due to the uncertainties on K2-18 b’s inter-
nal structure, its C/O ratio has not yet been confidently
measured. For example, the observed carbon-bearing
species combined with no observed water vapor would
imply a relatively high C/O ratio, but this only holds for
classical gas-dominated models.If instead, the observed
atmosphere is blanketing a planetary ocean, we wouldn’t
observe any of the water present in the planet and would
erroneously infer a high C/O ratio.Madhusudhan et al.
(2023) did not present a C/O ratio in their atmospheric

observations,and Wogan et al. (2024) assumed a so-
lar C/O ratio in their planetary atmosphere models.As

of now,we are unable to measure K2-18 b’s C/O ratio
with confidence, but hopefully our understanding of the
planet and its interior structure will improve with future
observations and modeling efforts.This, together with
stellar C/O ratio measured in this study, will help us to
better understand the formation pathway of the planet.

For our follow-up research, we will attempt to develop
an alternative method to determine stellar parameters
by performing a deep analysis of parameter sensitivity
and the correlation between parameters and elemental
abundances. The degeneracy effect is one ofthe ma-
jor issues in the spectroscopic determination ofstellar
parameters,in particular for cool dwarfs. Many spec-
troscopic studies use inferred values ofone or two pa-
rameters from empirical photometric relations and take
them out of synthetic spectral fitting.However, current
photometric calibrations may result in unreliable param-
eter values for some stars, causing large uncertainties in
determining the free parameters.One way to overcome
this problem is to find the spectral regions/features that
are mostly sensitive to only one parameter. Utilizing
such collected wavelength intervals will isolate the con-
tribution of each parameter to the respective spectral
lines and features during modelfitting. This may en-
able us to determine the input parameters with higher
accuracy, which can yield more accurate elemental abun-
dances.
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In our future work, We will also apply our abun-
dance measurementtechnique to other observed cool
JWST host stars and measure their chemical abun-
dances, which can then be used to determine the prop-
erties of their exoplanet in upcoming JWST analyses.
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Figure A.1. Identical to Figure 3, except that abundances are inferred using the models associated with the deviated effective
temperature by +85 K, i.e., Teff = 3632 K, [M/H] = 0.17 dex, log(g) = 4.90 dex, and ξ = 1.0 km/s. The total number of
iterations is 5.
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Figure A.6. Identical to Figure 3, except that abundances are inferred using the models associated with the deviated overall
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Figure A.7. Identical to Figure 3, except that abundances are inferred using the models associated with the deviated surface
gravity by −0.10 dex, i.e., Teff = 3547 K, [M/H] = 0.17 dex, log(g) = 4.80 dex, and ξ = 1.0 km/s. The total number of iterations
is 8.
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Figure A.8. Identical to Figure 3, except that abundances are inferred using the models associated with the deviated micro-
turbulence by −0.10 km/s,i.e., Teff = 3547 K, [M/H] = 0.17 dex, log(g) = 4.90 dex, and ξ = 0.9 km/s. The total number of
iterations is 6.
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