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Abstract

In this paper we consider the problem of recovering a low-rank Tucker approximation
to a massive tensor based solely on structured random compressive measurements (i.e.,
a sketch). Crucially, the proposed random measurement ensembles are both designed
to be compactly represented (i.e., low-memory), and can also be efficiently computed
in one-pass over the tensor. Thus, the proposed compressive sensing approach may
be used to produce a low-rank factorization of a huge tensor that is too large to store
in memory with a total memory footprint on the order of the much smaller desired
low-rank factorization. In addition, the compressive sensing recovery algorithm itself
(which takes the compressive measurements as input, and then outputs a low-rank
factorization) also runs in a time which principally depends only on the size of the
sought factorization, making its runtime sub-linear in the size of the large tensor one
is approximating. Finally, unlike prior works related to (streaming) algorithms for
low-rank tensor approximation from such compressive measurements, we present a
unified analysis of both Kronecker and Khatri-Rao structured measurement ensem-
bles culminating in error guarantees comparing the error of our recovery algorithm’s
approximation of the input tensor to the best possible low-rank Tucker approximation
error achievable for the tensor by any possible algorithm. We further include an empir-
ical study of the proposed approach that verifies our theoretical findings and explores
various trade-offs of parameters of interest.
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1 Introduction

With the rapid increase in data acquisition and data-driven applications comes the
need for efficient methods to acquire, store, reconstruct, and analyze large-scale data.
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In many settings, this data is multi-modal, making a tensor representation the most nat-
ural. These settings range from medical to communications to a widespread use in data
science in general [1-5]. Although the tensor is a higher mode analogue of the matrix,
linear algebraic and computational results for matrices generally do not extend beyond
two modes. However, as with matrices, tensor data often has an implicit low-rank struc-
ture that can be utilized for efficient computation. In contrast to matrices, there are
several non-equivalent notions of low-rankness for tensors. Such low-rank structures
structures arise from factorizations such as Tucker, CANDECOMP/PARAFAC (CP),
tubal, and tensor train [1].

Because of the large-scale nature of tensor data — both in the number of modes
and the dimensionality of each mode — computationally efficient methods are critical
for computing such factorizations, as well as recovering the data from compressed
measurements. An ideal framework for this recovery should reduce overall memory
requirements, involve measurement schemes with fast matrix-vector multiplies, apply
to a wide range of low-rank decompositions, be robust to non-exact low-rankness,
and provide a computationally tractable, provably accurate recovery scheme. The
framework should apply to both static and streaming settings, the latter occurring
when the tensor data is being updated sequentially over time (e.g. slice by slice, entry-
wise, or rank-one updates) and when one wishes to save on space by only storing a
compressed version of the data.

1.1 Prior work

A number of papers aim to obtain low-rank tensor decompositions in a fast an effi-
cient way, often using randomization. Some of the Tucker-rank related works include
[6-9]. Here, we assume that the tensor is received as part of a stream of data, i.e.,
the complete raw tensor is not stored and we minimize the number of visits to each
tensor entry (to at most one or two times each, referring to the one-pass or two-pass
algorithms, respectively). In the earlier work [10], the authors describe a variant of
Tucker-Alternating Least Squares (aka Higher Order Orthogonal Iteration, multi-pass
scenario) that employed TensorSketch to produce the necessary measurements. How-
ever, the quality of reconstruction for iterative schemes is sensitive to the initialization
used for the factors and core, as well as requiring possibly many iterations to converge
or overcome “swamps”, a well documented issue with the ALS approach.

Herein we aim to recover a low-rank tensor from oblivious linear measurements
such as those employed in compressive sensing tasks. Some of these measurements
satisfy the Tensor Restricted Isometry Property (TRIP) and are amenable to provable
recovery by iterative algorithms like the measurements and recovery procedures dis-
cussed in [11-13]. One of the main goals of this work is to make related measurement
maps and recovery algorithms more memory-efficient by using more structured linear
measurements. It is known to be hard to design such measurements that also satisfy
the TRIP [13, 14]. As a result, in this work we employ direct recovery procedures that
allow for error analysis that does not rely on the TRIP.

In the prior work of Hendrikx and De Lathauwer [15], the authors describe an
algorithm that recovers a tensor from linear combinations of its entries where the
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measurement operations themselves are constrained to be Kronecker-structured. In
that work they give necessary and sufficient conditions for perfect recovery of exactly
low-rank tensors. They also describe some relevant heuristics and provide empirical
results for the performance of the recovery when the tensor or its measurements are
subject to white noise. Additionally they demonstrate how to adapt their method to
two other tensor formats: CP and tensor train.

In the work of Sun et al. [16], a comparable low Tucker-rank recovery procedure to
[15] was described (Algorithm 4.1, Tucker Sketch). However, the measurement ensem-
bles analyzed therein were both random and structurally less constrained, allowing for
atractable probabilistic analysis (i.e., the Gaussian measurements used to estimate fac-
tors in [16] were not constrained to be strictly modewise as in the Kronecker-structured
case considered in [15]). As aresult, quasi-optimal low-rank approximation guarantees
for unstructured Gaussian linear measurements of the recovered tensor are proven in
expectation in [16]. Furthermore, motivated by huge memory requirements of unstruc-
tured Gaussian measurement maps analyzed therein (which will generally take up as
much storage as the data tensor itself), the authors also empirically investigate the per-
formance of more structured measurement maps constructed via Khatri-Rao products
of smaller Gaussian matrices. In those experiments they show that these Khatri-Rao
structured measurements deliver nearly as good approximations in practice as the
unstructured memory-hungry maps they analyzed theoretically, with the additional
benefit of also requiring significantly less space to store. Prior to the work of [16, 17]
applied similar ideas to develop a single-pass sketch for PCA in the two-mode (matrix)
case, but also required a Gaussian sketch. While our focus is on tensors, we expect
that our approach will also make the analysis of a wide variety of related one-pass
PCA methods for 2-mode tensors, such as those discussed in [17], more tractable.

1.2 Contribution

In this work, we further study recovery from the Kronecker and Khatri-Rao measure-
ment ensembles introduced in [15, 16]. Our analysis unifies and adds to both of these
works in several ways. First, unlike in [15], our error analysis applies in the non-exact
low-rank case, and quantifies how our low-rank approximation error bounds depend
on the relevant parameters of the problem. Second, though the overarching structure of
our theoretical analysis employs a similar strategy to thatin [16], it is instead applied to
more structured, memory efficient, and difficult to analyze Kronecker and Khatri-Rao
structured measurement ensembles. The acquired measurements can then be used in
a single unified recovery method (see Algorithm 1, which effectively matches those
utilized in both [16] and [15]) to produce a low-rank factorization.

Among other differences from [16], we believe it is important to emphasize that the
more structured measurement ensembles analyzed herein can operate on the tensor data
in subtly different modewise manners than the measurements analyzed there. That is,
our measurements yield several smaller tensors whose entries are obtained by matrix-
vector operations involving measurement matrices operating on various fibers or slices
of the tensor data. This can have significant practical advantages since neither the entire
original tensor nor the entire measurement operator need to be kept in working mem-
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ory in order to obtain such measurements. Additionally, besides applying the analysis
to these more structured measurement ensembles, we remove the theoretical assump-
tion in [16] that the entries of the sketching matrices are drawn independently from
a Gaussian distribution, and instead rely on a more general Johnson-Lindenstrauss
property-based analysis in order to derive with-high-probability recovery guarantees
for more general measurement ensembles. The advantage of this is that there are several
well known distributions of random matrices with, e.g., fast matrix-vector multiplies
that are known to satisfy this property, and our alternate analysis makes it a straightfor-
ward exercise to derive measurement requirements and error bounds for measurement
ensembles constructed from such different choices of sketching matrices.

Theorem 5 summarizes our main results. In order to state it, we will first describe
some tensor concepts and operations related to the measurement process. The precise
statements of the results are given in Theorem 39 (for generic measurement ensembles)
and Theorems 41 and 43 (specialized for sub-gaussian measurement ensembles).

1.3 Tensor and measurement preliminaries

Here we recall terminology and set notation that will be useful in describing the
tensor operations used in stating our main result and throughout this paper. For a more
thorough introduction we refer the reader to, e.g., [1, 18].

Tensor order, fibers, and unfoldings The order of a tensor is its number of modes.
That is, X € R"1*~"d jg an order d tensor, or a d-mode tensor. Mode- | fibers are the
tensor analogue of rows and columns in the matrix case. They are the vectors given
by fixing all but one of the indices and varying the j-th coordinate. For example,
the 3-mode tensor tensor X' € R"1*"2*/3 will have nyn3 mode-1 fibers x. ; , € R™
indexed by j € [n2]and k € [n3], n1n3 mode-2 fibers x; . x € R"2 indexed by i € [n1]
and k € [n3], and n1ny mode-3 fibers x; ;. € R"? indexed by i € [n1] and j € [n2].
The mode- j unfolding of atensor X' € R"*"" jsann; x Hle’k#.j ny matrix, Xpj,
formed by arranging the mode-j fibers of A’ as the columns of X|;;. The ordering of
these columns is not important so long as it is consistent across calculations.

Inner product and norm The set of all d-mode tensors X € R"1*>*"d forms a vector
space when equipped with component-wise addition and scalar multiplication. The
standard inner product of two tensors X, Y € R"1>>" jg

(X,)) = Z lew~~’jdyjlw~~ajd :

J1€lnil,...ja€lnal

The standard tensor norm is then defined by this inner product as || X, :=
J/{X, X). Note that the standard tensor inner product and norm above correspond
to the standard dot product and Euclidean norm as applied to vectorized tensors in
RN, where N = ]_[‘;?:1 nj.

Random variables It will also be useful to discuss probabilistic quantities. We denote
the probability that a random variable Y belongs to a set E by P(Y € E). We further
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write the expectation of a random variable Y by E(Y), and refer to E(|Y|?) as its p-th
absolute moment. The p-th root of the p-th absolute moment of a random variable Y
is also referred to as its L” norm. It is denoted by

1Y llLp = (E|Y|P)/P

for all p € [1, o0).

Definition 1 (Modewise product) The j-mode product of a d-mode tensor X €
R>xMd with a matrix @ € R™/*" is denoted as X' x; ®, and defined compo-
nentwise as

(X x;®), = Z Qi Xiy i (1)

LSRN IS IR N PO 7

for¢ € [m;landi; € [n;]. Equivalently, for the respective unfoldings, (X x; ®) ; =
DX

Additionally, we let o denote the outer product of two tensors. That is, if X €
RM>Xnd gnd ) e RMIXXmf then X o) € RIUIX-Xnaxmixximf yith entries
givenby (X0 V), jpi..ip = XjpojaViris-

1.3.1 The Tucker decomposition and low-rank approximation

Next, we define the Tucker decomposition of tensors which decomposes a tensor into
a core tensor that is multiplied by a factor matrix along each of its modes. Crucially,
this decomposition relates to the proposed modewise measurement operations in a
convenient fashion as we detail in Section 3.

Definition 2 (Tucker decomposition) Let X' € R"™1**"d_We say that X" has a Tucker
decompositionof rankr = (rq, ..., rg) ifthereexists G € R >4 andU; € R" >
with orthonormal columns for all j € [d], so that

1 2 d

X =Gx U xaUsx3---xqUy = Z gi'“l(l)ougz)"""’“gd),
i€{(i1,....iq) | ij€lrj] Vjeld]}

(2)

where ug) denotes the i j-th column of U;, and G; := G;;....;, € R. We will also use
the shorthand X =[G, Uy, ..., U]l := G x1 Uy x2 Uz X3 - -+ x4 Uy when referring
to the rank-r Tucker decomposition of a given rank-r tensor X.

There is an equivalent formulation to (2) using unfoldings of X and of G in terms
of matrix-matrix products:

T
Xij1=UiGjj(Us® - @Uj 1 ®U;_1 ®---QUj) , (3)

where ® denotes the standard Kronecker matrix product (see (6) and, e.g., [19]).
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Given an arbitrary tensor X € R" > of unknown Tucker rank it is often of
interest to compute a good rank-r approximation of X. In fact, an optimal Tucker
rank-r minimizer [XgY € R1* X0 satisfying

= _inf X —1G. V..., Udl )
2 geerx»»»xrd’
Ujeaner

| — g

always exists (see, e.g., Theorems 10.3 and Theorem 10.8 in [20]). However, com-
puting such an [X 1" (which is not unique) is generally a challenging task that is
accomplished only approximately via iterative techniques (see, e.g., [1]). As a result,
in such situations one usually seeks to instead compute a quasi-optimal rank-r tensor
X satisfying

HX—QEH <C inf X =[G U ....Udll. )
2 geerx»--xrd’
UjeR" i

where C € R is a positive constant independent of X
The next lemma can be used to demonstrate that one can recover a quasi-optimal
rank-r approximation of an arbitrary tensor X € R"!*"*" by simply computing the
left singular vectors of X;) for all j € [d]. That is, the resulting modewise-defined
rank-r projection (playing the role of X’ in (5) above) can be shown to be quasi-optimal
by first bounding the error between X} and its best rank-r; projection from above by
the optimal Tucker approximation error (4) Vj € [d]. The error between X|; and its
bestrank-r; projection s, in turn, equal to the sum of the squares of the trailing singular
values of X[;) Vj € [d] by the Eckart-Young Theorem. The following related lemma
is a variant of [20, Theorem 10.3] which we prove here for the sake of completeness.
Lemma3 Let X € R"™*"*% denote the i"-largest singular value of Xij) by
oi (X{j1), and define A, ; := Z;er gl (X[j])2 for all j € [d] and r €
nj 1= min {nj, ]_[j#k nk}] Fix r € [fi1] x --- x [A4] and suppose that [[X]]fl”
satisfies (4). Then,

2
> A <d X - AP
j=1

.
Proof Let P; e R">" be a rank r; orthogonal projection matrix satisfying
| X1 — PjX[j]H?, = Ayj < Ix01 — Y”fF for all rank at most r; matrices Y.!
Noting that ¥ = ([[X ]]Opt>

v ) will be a rank at most r; matrix by (3), we then have
j
that

2 2
Aryj < ”X[j] - () | = | — ™| vietal

L.

I The Eckart-Young Theorem guarantees that we can compute such a P; from the left singular values of
Xij1-
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Summing over the d values of j above now finishes the proof. O

Note, in order to simplify notation moving forward, we will assume that n; = n
andr; = r forall j € [d]; thatis our tensors will have equal side lengths and the rank
will likewise be the same in every mode, thus suppressing the need for additional level
of sub-scripting.

1.4 Kronecker products, Khatri-Rao products, and leave-one-out modewise
measurement notation and examples

We now will describe and provide some notation for the measurement operators used
throughout the rest of this paper. The general concept we are able to specialize to
several cases is the following:

Definition 4 (Leave-One-Out Measurements) Given a d-mode tensor X with side-
lengths n, leave-one-out measurements are the result of reducing all but one mode
using linear operations on the unfolding of the tensor. That is,

T
Bj = QX1

are leave one out measurements whenever Q(; ;) € R"*" and full-rank, Q_; €
R 1" where m' < nd=1,

Any measurement process that can be equivalently described as left multiplication
of an unfolded tensor by a full-rank square matrix and right multiplied by some other
linear operator that reduces all other modes is a leave-one measurement process. We
will consider three specific cases for how to construct the overall measurement operator
Q_; in Definition 4: Kronecker structured, Khatri-Rao structured and unstructured
measurement operators.

We will need to recall some matrix products. The Kronecker product of matrices
A € R™>" and B € R™2*"2 ig the matrix A ® B € R™1"M2*""2 and is defined by

a11B a1pB ... ain B
ar1B ax»B ... ax, B
AQ®B = . . ) . (6)

am 1B am 2B ... amn B
The Khatri-Rao product of two matrices is the matrix that results from computing
the Kronecker product of their matching columns. That is, for A € R"'*" and B €
R™2%" “their Khatri-Rao product is the matrix A © B € R™1"2*" defined by
AO®OB = [al®b1 aa®by...a, ®bn].

In this paper, we also use a so-called row-wise Khatri-Rao product (sometimes
called the face-splitting product) of A € R™*" and B € R™*"2, denoted by A« B €
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R™>n1n2 and defined by (A« B)T := AT © BT Given the close relationship between
the Khatri-Rao and face-splitting products, we will refer to both of them as being
“Khatri-Rao structured” below.

1.4.1 Kronecker structured measurements

Kronecker structured leave-one-out measurements are constructed by taking the Kro-
necker product of several component matrices, in addition to one square measurement
matrix of full-rank to be applied to the mode which is uncompressed (which may
simply be the identity). We will require leave one out measurements for each mode.
Collectively the matrices needed to define this ensemble will form a set { Q) }

i,jeld
where Q(; ;) € R™*" when j # i, and where Q(; ;) € R"*" foralli € [d]. e
Our measurements then are
d
Bj =X >< Q(jy,‘) (7)

i=1
. . . d . . . .
for all j € [d] using the matrices {Q( i) }i=1' Crucially, we can identify this tensor
of measurements 3; with a flattened version which makes it clear that Kronecker struc-
tured modewise measurements do define leave-one-out measurements conforming to
Definition 4.

T T
Bj = Q( hX[j1R0; = ;) X[ Q1) Q2 ® .. Q-1 ®Q(jj+1) ® - ®Qj.a)) (8)

Conceptually, the Kronecker products of matrices can be rewritten in terms of
matrix products of auxiliary matrices. This will be useful if we wish to examine
via, e.g., (3), how several modewise products change the properties of the resulting
factor matrices U in the Tucker decomposition of a given tensor. As an illustration,
consider the case of a three mode tensor X € R"*"2*"3 Let x € R""2"3 denote
the vectorization of X, and further suppose that Q; € R™/*" for j = 1,2, 3 are
three measurement matrices used to produce modewise measurements of X given by
X x1 Q1 x Q> x3 Q3. Allowing for an additional reshaping, we can identify these
three modewise operations equivalently with a single matrix-vector product using a
variant of (3). That is, one can see that vec (X x| Q1 x Q7 x3 Q3) = Q2x where
Q=Q3Q R ®Q € RMmamsxmmns et [, denote the n x n identity matrix. The
mixed-product property of the Kronecker product can now be used to further show
that in fact 2 = fZ3 Qzﬁl, where

Ql — In% ® ]n2 ® Ql € RM1mn3Xninan;
Qz = ]n3 ® Qz ® [m1 c lemznsxmmzm,
Q3 =" Imz ® Iml € RMimamyxmymans.

Hence, vec (X x| Q1 x Qp x3 Q3) = Q3 szzlvec(é\f). This example can be eas-
ily be extended to any number of modes.
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Computing Kronecker Structured Measurements in One Pass
Given (iy, . .., ig) € [n]¢ let El1--ia) g RM% X1 pe the canonical basis tensor defined
entrywise by

(TN 7)

J1sesJd

1 if (i, ..., jo) = @1, ..., 0q)
0 else '

Fix j € [d] and letbe z_; = 1 + Y} Gk — Dnd=*=1 4 Y0 Gk — Dnd =k,
R""“"" which can be written entrywise by

gltio) _ plije) )1 if (b, 0) = (ij.2-;)
Lj] 0 else

For any given tensor X € R™**" the flattened Kronecker measurement (7) can
now be computed via

Bj = QXL = Qi | D i BT | QL
(i1,-sig) €]
= Z /Yil,...,i,-,...,idQ(j,,,')E(”’Z’-")QZj )
(i1, -eia) €l
T
= ) i ()., ((9—1');,2_,—) :
(i1,omla) €Ll

Note that (9) allows each Kronecker measurement B; to be computed in just one
pass over the entries of X’ by sequentially summing weighted outer products of columns
of (;, j) with columns of 2_ ;. In a streaming setting (e.g., under the “turnstile model"
[21]) the influence of entrywise increments to X" on each B; measurement can be
tracked analogously. See Algorithm 2 for an outline of this sketching procedure.

Another common choice one might make in passing through the entries of X’ once
would be to load it as a series of sub-tensors. For example, suppose for simplicity that
d = 3 and that we load X' € R™*"*" as a series of n matrices {Xhhk}keln c R,
Fix j € [3]. In this setting the Kronecker structured measurements (7) can be partially
computed easily on each submatrix since the partial Kronecker measurements

B} =X x1 Q.1 X2 Q.2

will satisfy (B});,;,k = Q(jgl)()(;,;,k)Q(T/. 2 for all k € [n]. Hence, if we define the new

tensor £1-12:13) entrywise via

Sininia) (Q(j,3))j3,,-3 if (j1, j2) = (i1, 12)
JusJ2. g3 0 else ’
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then we can see that

sz; Z(Q(Ll)(“"‘/ﬁ»:’km{j,z)) 'é(l'l,iZQk) ) (10)

— i1,i2
i1,i2

Note that (10) allows each Kronecker structured measurement 53; to be incremen-
tally computed in just one pass over these n submatrices of X'. Of course, many other
one-pass strategies for computing these measurements also exist depending on how
one wants to/can read through X.

1.4.2 Khatri-Rao structured measurements

Leave-one-out measurement ensembles which are Khatri-Rao products of smaller
maps are also possible and have been considered before in works such [16]. That is,

T
Bj = Q¢ p X1
T
T T T T T
= Q;.pXij) (Qw‘,l) O8O 81y O L1 O 9<j,d)>
T
T
= Q. H X1 (90,1) *Q22) Gy QG 9<j,d>) (11

where €(; ;) is a full-rank square matrix, and Q; ;) € R™*" for j # i. Note that
. . . d—1 . .

in this case we can consider Q_; € R™*"™  as sketching sub-tensors of size nd-1
to size m (as opposed to m?~! as was done previously with Kronecker structured

measurement maps). See Algorithm 3 for a summary of the required sketches.

Computing Khatri-Rao Structured Measurements in One Pass

Given they are linear measurements, Khatri-Rao structured measurements can also be
updated in flattened form according to (9). For additional implementational details on
computing such measurements in one pass we refer the interested reader to the relevant
sections on the “Tensor Random Projection (TRP)” in [16]. Herein we primarily focus
instead on the theoretical analysis of such measurements (see, e.g., §3.3).

1.4.3 Unstructured measurements

In [22], a type of leave-one-out measurements are described and analyzed, however in
that work their measurement egs?mbles are not structured, but instead are Gaussian
matrices where Q_; € R™*  has entries all drawn independently and is right

multiplied by an unfolding of the tensor:

T
Bj = QX1
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where again ;) is some square, full-rank matrix.

As an important observation, the storage requirements for the sketching matrix
itself in this case is large, comparable in size to the data itself, which can be undesir-
able. Furthermore, the error analysis in [22] conducted on this type of measurement
when the unstructured matrix €2_; has i.i.d. Gaussian entries relies on probabilistic
bounds known for Gaussian matrices. Comparable bounds for other distributions, or
for matrices constructed using Kronecker or Khatri-Rhao products are not covered in
the analysis. Note, Kronecker or Khatri-Rao structured measurements alleviate to a
large degree the storage problem associated with Q2_; € R when compared to
in the unstructured case since the entire sketching matrix does not need to be main-
tained in memory, but rather just constituent components Q; ;) € R"*" can be stored,
and the action of the Kronecker or Khatri-Rao product on the tensor can computed
as part of the sketching phase. This does incur additional operations in the sketching
phase, and in our runtime analysis and numerical experiments we detail the trade-off
between space and run-time for these various choices of measurement operators.

Computing Unstructured Measurements in One Pass

Again, unstructured measurements can also be updated in flattened form using, e.g.,
(9). Of course, the most efficient means of doing so will vary depending on the situa-
tion/application.

1.4.4 Core measurements

Regardless of which type leave-one-measurements are used for each of the modes, in
order to recover the full factorization using only a single access to the data X', we will
require an additional set of measurements for use in estimating the core. These are in
all cases, modewise, and can compress all modes.

d
Bei=X X @, (12)
j=1

using the matrices {® j}?zl' See Algorithm 4 for a summary of the required core
sketches.

All together then, these d + 1 measurement tensors, d of the leave-one-out type
and one of the type in (12) will be used to recover the parts of the original full tensor.
Figure 1 is a schematic rendition of the overall measurement procedure in the three
mode case (d = 3).

Note that the n¢ entries of the original tensor X are compressed into dnm? ! + mi’
entries of the d+1 total different measurement tensors; one leave-one-out measurement
for each of the d modes as well as the one measurement tensor for use in estimating the
core. Recovery naturally will require the storage of the measurement operators in some
fashion along with the measurement tensors. As dense matrices, the measurement
operators collectively have d((d — 1)mn + n?) + dmn total entries. However the
number of random variables required to generate these matrices may be significantly
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|
X |
= 1
B. | |
|
I
|
J
sy
(a) Leave-one-measurements from Algorithm 2 (b) Core measurements from Algorithm 4

Fig.1 Schematic for the two types of measurement tensors used in recovery Algorithm 9 for a three mode
tensor. Measurement tensors B3; of the type shown in (a) for i = 1 will be used to estimate the factors of
the Tucker decomposition, and the measurement tensor B3 in (b) will be used to estimate the core of the
Tucker decomposition

fewer depending on the method employed. For example, when using sub-sampled
Fourier transforms, the number of random bits required to construct an ensemble is
linear in n. Additionally, some choices of measurement matrices allow for near-linear
time matrix-vector multiplication. This is often accomplished by choosing matrices
that exploit either the Fast-Fourier transform, or fast Hadamard multiplication, and
will allow us to compress our tensors faster than with Gaussian measurements for
example.

As we detail, applying the measurement operators is asymptotically the most com-
putationally intensive part of the algorithm, and thus in settings where it is useful to
economize the computational effort to obtain measurements these matrices have sig-
nificant advantages. Whichever choice for type of measurements are used, however,
the efficiency in terms of the run-time of the recovery algorithm is largely dependent
on the ratios m/n and m./n.

Computing Core Measurements in One Pass

Core measurements are another form of Kronecker structured measurements. Given
this, they can be computed in one pass using all of the same techniques already
discussed in Section 1.4.1.

1.4.5 The canonical one-pass recovery algorithm

We can now state Algorithm 1 as the canonical algorithm for one-pass recovery the ten-
sor using leave-one-out measurements. The algorithm outputs an estimate in factored
form X} = [H, Q1. ..., QqIl, and we say one-pass to emphasize that after measuring
the tensor X', no additional access to the data is required to obtain the estimate X7.
The inputs to the algorithm are leave-one-out measurements B; for each of the modes
of any type, as well as measurements 3. for use in recovering the core, some of the
related measurement operators £2(; ;), ®;, and a target rank r parameter. Algorithm 1
consists of two loops. The first loop recovers the factor matrices Q; in the Tucker
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factorization. The second loop depends on the output of the first loop and computes
the core H of the Tucker factorization.

Note that within the pseudo-code for Algorithm 1 the “unfold” function in the body
of Algorithm 1 takes a tensor and flattens it into the given shape by arranging the
specified mode’s fibers as the columns, e.g. H < unfold(B,, m. x m?_l, mode = 1)
is equivalent to H <« (B.)[; using the notation of Section 1.3, the matrix that is
obtained by flattening the d-mode tensor 3. along mode-1. The “fold” function is the
inverse of “unfold”, and takes a matrix that is an unfolding along the specified mode
of a tensor and reshapes it into a tensor with the specified and compatible dimensions,
e.g. B <« fold(H,r xm, X - -+ X m., mode = 1) takes the matrix H with dimensions

d—1
r X mf‘l and reshapes it into a d mode tensor where the first mode is of length r and
the remaining d — 1 modes are of length m,.

In the scenario where it is possible to access the original tensor X twice (we refer to

this as the two-pass scenario), we can compute the optimal core G given our estimated

factor matrices Q; to obtain an estimate X> = [G, Q1, ..., Qq]. See Algorithm 10
and Algorithm 12 in Appendix B for the detailed formulation of the two-pass recovery
procedure.

With the measurement operators described and the canonical algorithm outlined,
we can now state a representative main result. The full unabridged results are found
in Section 3.5.

Theorem 5 (A Summary Main Result) Let X' be a d-mode tensor of side length n,
€ € (0,1),8 € (0, %), and r € [n] := {1,...,n}. Denote an optimal rank r =
(r,...,r) e R4 (d > 2) Tucker approximation of X by [[X]](r)pt. There exists a
one-pass recovery algorithm (see Algorithm 1) that outputs a Tucker factorization
X =[H, O1, ..., Qall of X from leave-one-out linear measurements that will satisfy

12— 2l < (0 + e[ D - g (13)

with probability at least 1 — 8. The total number of linear measurements the
Crzd2 In (dnd>]
€ 8

2 d d—1 .
(C:f In (%)) , where C > 0 is an absolute constant. Furthermore, the recov-

algorithm will use is bounded above by m'(r,d, €, n,8) = [nd +

ery algorithm (Algorithm 1) runs in time o(n?) for large n > r.

Remark 6 More generally and more exactly, the number of measurements is always
ndm?='+m¢? where m and m,. are as in Theorem 41 for Kronecker structured measure-
ments, or dmn + m‘C’ where m and m are as in Theorem 43 in the case of Khatri-Rao
structured measurements.

Proof Combine Theorem 41 (or Theorem 43) with Theorem 42 and Lemma 3. O

Bounds that depend on the total size of the tensor are typical in similar compressive
scenarios. Our bound by contrast, although it is not tight, depends on the number of
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Algorithm 1 One Pass HOSVD Recovery from Leave-One-Out Measurements.
input :

B, € R for e [d] leave-one-out measurements

Qi iy € R for i € [d] full-rank sensing matrix for uncompressed mode

B a d mode tensor of measurements with side lengths m,

®; € R™*" fori € [d] measurement matrices for core measurements

r=(r, Fyoeoos r) the rank of the HOSVD

output: X = [[H, O1, ... Q41

# Factor matrix recovery

fori € [d] do

# Solve nxn linear system

Solve Q(i,i)Fi = Bi for Fl

# Compute SVD and keep the r leading singular
vectors

U,x, VT <« SVD(F))

Qi < U,

end

# Core recovery

fori € [d] do

# unfold measurements, mode-i fibers are columns,
size m¢ X r(i_l)mf_l_(i_l)

H < unfold(B,, me x r@Dm@= 170D mode = i)

# Undo the mode-i measurement operator and factor’s
action by finding least square solution to m. Xr
over-determined linear system

Solve ®; Q; Hyew = H for Hy oy

# reshape the flattened partially solved core into
a tensor

B. < fold(Hpew, r X r+++ X F Xme X +++ X me, mode = i)

i d—i
# Each iteration m.,— r in ith mode
end
H <« B

degrees of freedom of the sketched tensor and not its full size. Furthermore, in our
numerical experiments we demonstrate some of the main trade-offs involved when
choosing between Kronecker or Khatri-Rao constructed sketches in terms of approx-
imation error and performance.

Remark 7 Note that Theorem 5 guarantees that Algorithm 1 will recover an exact
Tucker factorization of any rank r tensor with high probability since the right-hand
side of (13) will be 0 in such cases. Given this, one can see that Algorithm 1 must use
Q2 (n)-measurements. That said, if n itself is prohibitively large one could certainly
imagine, e.g., replacing the square ; ;) € R"*" matrices in our Kronecker structured
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measurements with something else like, e.g., an m x n compressive sensing matrix
instead. Doing so forall i € [d] would then indeed make m’ scale poly-logarithmically
in n instead of linearly in n. However, doing so would also mean that one could at
best, e.g., produce a sparse approximation to an exact Tucker factorization (instead of
an exact factorization itself).

2 Preliminaries

The following preliminaries will provide the necessary definitions and basic results
needed to conduct our probabilistic error analysis of the various leave-one-out mea-
surements and Algorithm 1. We will rely heavily on some definitions in randomized
numerical linear algebra and compressive sensing.

2.1 Randomized numerical linear algebra preliminaries

Definition 8 ((¢, 8, p)-Johnson-Lindenstrauss (JL) property)Lete > 0,5 € (0, 1),
and p € IN. A random matrix € R”™*" has the (¢, 8, p)-Johnson-Lindenstrauss (JL)
property” for an arbitrary set S C R” with cardinality at most p if it satisfies

(1 —e) x5 < [Qx]13 < (1 +€) x5 forallx e S (14)

with probability at least 1 — §.

For all random matrix distributions discussed in this work, only an upper-bound on
the cardinality of the set S appearing in Definition 14 is required in order to ensure
with high probability that a given realization satisfies (14). No other property of the
set S to be embedded will be required to define, generate, or apply €2. Such random
matrices are referred to as data oblivious, or simply oblivious. The following variant of
the famous Johnson-Lindenstrauss Lemma [23] demonstrates the existence of random
matrices with the oblivious JL property.

Theorem 9 (sub-gaussian random matrices have the JL property) Let S C R" be an
arbitrary finite subset of R™. Let §, € € (0, 1). Finally, let Q € R™*" be a matrix with
independent, mean zero, variance m~', sub-gaussian entries all admitting the same
parameter ¢ € RT3 Then

(1 —olxl5 < Qx5 < (1 +e)xl3

will hold simultaneously for all x € S with probability at least 1 — §, provided that

S|
6—21n(8 ) (15)

2 Formally, a distribution over m x n matrices has the JL property if a matrix selected from this distribution
satisfies (14) with probability at least 1 — §. For brevity, here and in the next similar cases, the term “random
matrix” will refer to a distribution over matrices.

3 See, e.g., Remark 7.25 in [24] for details regarding sub-gaussian random variables are their parameters.
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where C < 8c(16¢+ 1) is an absolute constant that only depends on the sub-gaussian
parameter c.

Proof See, e.g., Lemma 9.35 in [24]. O

Next, we define a similar property for an infinite, yet rank constrained, set.
2.1.1 Oblivious Subspace Embedding (OSE) results

In this section we will review so-called Oblivious Subspace Embedding property,
and describe how to construct them from any random matrix distribution with the JL

property.

Definition 10 [(¢, §, r)-OSE property] Let ¢ > 0, § € (0, 1), and r € N. Fix an
arbitrary rank r matrix A € R"*N A random matrix Q € R™*" has the (e, 8, r)-
Oblivious Subspace Embedding (OSE) property for (the column space of) A if it
satisfies

(1 — o) | Ax[3 < 1RAx|3 < (1 +€) | Ax|)5 forallx € RY (16)

with probability at least 1 — §.

Note that if Q € R™™" is an orthonormal basis for the column space of a rank
r matrix A € R"*V then the images of A and Q coincide, i.e. {Qy|Vy e R"} =
{Ax | ¥x € RV}. Furthermore, since Q has orthonormal columns so that || Qyll, =
llyll, holds, (16) is equivalent to

(=) llyll3 <12Qyl5 < (1 +€) llyll; forally € R’ 7)

holding in this case. Below we will use the equivalence of (16) and (17) often by regu-
larly constructing matrices satisfying (16) by instead constructing matrices satisfying
a7.

The next result shows that random matrices with the JL property also have the OSE
property. It is a standard result in the compressive sensing and randomized numerical
linear algebra literature (see, e.g., [25, Lemma 5.1] or [26, Lemma 10]) that can be
proven using an e-cover of the appropriate column space.

Lemma 11 (Subspace embeddings from finite embeddings via a cover) Fix e € (0, 1).
Let Ly C R" be the r-dimensional subspace of R" spanned by an orthonormal basis
B, and define Sy = {m | x € L\ {0}}. Furthermore, let C C Sy be a minimal
(f—é)-cover of S C L. Then if @ € C™*" satisfies (14) with S < C and € < 5, it
will also satisfy

(1 —)llx[I3 < 12x113 < (1 + e)[x[3 ¥x € L. (18)

Proof See, e.g., Lemma 3 in [27] for this version. O

Using Lemma 11 one can now easily prove the following corollary of Theorem 9
which demonstrates the existence of random matrices with the OSE property.
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Corollary 12 A random matrix Q € R™*" with mean zero, variance m~1 independent
sub-gaussian entries has the (e, 8, r)-OSE property for an arbitrary rank r matrix
A € RN provided that

/ A7\r
wschm(S)> S (<e>),
€ €6 8

where C' > 0 is an absolute constant, and C > 0 is an absolute constant that only
depends on the sub-gaussian norms/parameters of Q’s entries.

Proof As is done in Lemma 11, suppose S is a minimal {¢-cover of the r dimensional

unit sphere in the column span of A. The cardinaltiy of this cover is bounded by (g)r.
Apply Theorem 9 to the finite set S. O

Finally, the following lemma demonstrates that matrices satisfying (16) for A also
approximately preserve the Frobenius norm of A. We present its proof here as an

illustration of basic notation and techniques.

Lemma 13 Suppose Q € R™*" satisfies (16) for a rank r matrix A € R"*N_ Then,
IAIF = IQANE| < €llAll% .

Proof Let e; € RV denote the standard basis vector where the i-th entry is 1, and all
others are zero (i.e., €; is the i-th column of the N x N identity matrix /). Similarly
let b; denote the i-th column of any given matrix B, and set A= QA. By (16), we
conclude that for all i € [N] we have

2 2 2
[14¢i15 = l24e; 13| < e llAe; 3.

To establish the desired result, we represent the squared Frobenius norm of a matrix
as the sum of the squared £;-norms of its columns. Doing so, we see that

2 .12
> (a3 — 11:13)

N
\nAelnz—n(szA)elnz\ < ey lAel; = elAlF.
i=1 i=1

N

2 5. 112

< 3 [l — a3
i=1

Mz

1413 — A1} =

I
—

Mz

O

We will now define a property of random matrices related to fast approximate matrix
multiplication.
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2.1.2 The Approximate Matrix Multiplication (AMM) property

First proposed in [26, Lemma 6] (see also, e.g., [28] for other variants), the approximate
matrix multiplication property will be crucial to our analysis below.

Definition 14 ((¢, §)-AMM property) Let ¢ > 0 and § € (0, 1). A random matrix
Q € R™*" gsatisfies the (€, §)-Approximate Matrix Multiplication property for two
arbitrary matrices A € R”*" and B € R"*1 if

IAQ"QB — AB|r < €llAllFlBlF 19)

holds with probability at least 1 — §.

The following lemma can be used to construct random matrices with the AMM
property from random matrices with the JL property. A slightly generalized version
is proven in Appendix A for the sake of completeness.

Lemma 15 (The JL property provides the AMM property) Let A € RP*" and B €
R™*4. There exists a finite set S C R" with cardinality |S| < 2(p + q)* (determined
entirely by A and B) such that the following holds: If a random matrix Q € R™*"
has the (€/2,8,2(p + q)?)-JL property for S, then Q2 will also have the (¢, §)-AMM
property for A and B.

Proof Combine Lemma 48 with Remark 45. O

Using Lemma 15 one can now prove the following corollary of Theorem 9 which
demonstrates the existence of random matrices with the AMM property for any two
fixed matrices.

Corollary 16 Fix A € RP*" and B € R"*4. A random matrix Q € R™*" with mean
zero, variance % independent sub-gaussian entries will have the (€, §)-Approximate
Matrix Multiplication property for A and B provided that

C 2 2
m>_1n M s
€? )

where C > 0 is an absolute constant that only depends on the sub-gaussian
norms/parameters of Q2’s entries.

Proof Apply Theorem 9 to the finite set S guaranteed by Lemma 15. O

We now present a capstone definition for this section that will be useful in our
analysis of the general measurement ensembles considered herein.

2.1.3 Projection Cost Preserving (PCP) sketches
The following property first appeared in the form below in [29, Definition 1] (see also,

however, [30, Definition 13] for the statement of an equivalent property in a different
form that appeared earlier).
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Definition 17 (A (e, c, ;:)-Projection Cost Preserving (PCP) sketch) Let ¢, ¢ > 0,
and r € N. A matrix X € R"™ is a (¢, ¢, r)-PCP sketch of X € R™*N if for all
orthogonal projection matrices P € R"*" with rank at most r,

- 12
(1—e)||X—PX||§,<HX—PXHF+c<(1+e)||X—PX||2F (20)

holds.

The next lemma can be used to construct random matrices that are PCP sketches
of a given matrix X with high probability. Before the lemma can be stated, however,
we will need one additional definition.

Definition 18 (Head-Tail Split) For any A € R™*", we can split A into his leading
r-term and its tail (n — r)-term Singular Value Decomposition (SVD) components.
That is, consider the SVD of A = UX VT For any r < rank(A), let U, € R™*" and
V, € R™ denote the first r columns of U € R™*™ and V € R"", respectively.
We then define A, := U, UrT A=AV, V,T to be A’s best rank r approximation with
respect to || - || 7. Furthermore, we denote the tail term by A\, := A — A,.

One can now see that random matrices with the OSE and AMM properties for
matrices derived from X € RV will also be PCP sketches of X with high proba-
bility. Variants of the following result are proven in [31, 32]. We include the proof in
Appendix A.2 for the sake of completeness.

Theorem 19 (Projection-Cost-Preservation via the AMM and OSE properties) Let
X € RN of rankr < min{n, N} have the full SVD X = UEVT andletV, € RN xr’
denote the first r' columns of V € RN XN forall ' € [N]. Fix r € [n] and consider
the head-tail split X = X, + X\,. If Q € R™*N satisfies

1. subspace embedding property (16) with € < § for A < XrT,
; Lo . E
2. approximate multiplication property (19) with € < —GW for A < X\, and

B « Vmin{r,f};
3. JL property (14) with € < %for S <« {the n columns ofX\Tr}, and

4. approximate multiplication property (19) with € < # for A <= X\, and B <
XT
\r?

then X = XQT isan (€, 0, r)-PCP sketch of X.
Proof See Appendix A.2. O

The following lemma can be used to construct PCP sketches from random matrices
with the JL property.

Lemma 20 (The JL property provides PCP sketches) Let X € RN have rank 7 <
min{n, N}. Fixr € [n]. There exi;tﬁ(zite sets Sy, S» C RN (determined entirely by X)
with cardinalities |S1]| < (tﬁ)mm{r’r} and |S>| < 16n% + n such that the following

holds: If a random matrix Q € R™*N has both the (%, %, (I;i)r)-JL property for S
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and the ( N 2, 16n2 + n)-JL property for Sy, then XQT will be an (¢, 0, r)-PCP
sketch of X with probability at least 1 — 6.

Proof To ensure property 1 of Theorem 19 we can appeal to Lemma 11 to see that
2 being an (e/6)-JL-embedding of a minimal (46—8)-cover of the at most min{r, 7}-
dimensional unit ball in the column space of XrT will suffice. Letting S; be this
aforementioned (f—g)—cover we can further see that |S;| < (141/¢)™intr-7} by the

proof of Corollary 12. Hence, if 2 € R™*V has the ( € 5 (Y ) -JL property for

€

S1, then property 1 of Theorem 19 will be satisfied with with probability at least 1 — %

Applying Lemma 15 one can see that there exist sets S5, S5 € RY with [S}] <
2(n + min{r, 7})? < 8n? and |S5| < 2(n + n)?> = 8n? such that an (¢/64/r)-JL-
embedding of S} U S7 will satisfy both properties 2 and 4 of Theorem 19. Hence,
since r > 1, we can see that an (¢/6./r)-JL-embedding of S := S, U S5 U S will
satisfy Theorem 19 properties 2 — 4, where S is defined as per property 3. Noting
that [S2| < [S5] + [S5] + |S] < < 16n% 4+ n, we can now see that Q will satisfy
all of Theorem 19’s properties 2 — 4 with probability at least 1 — % if it has the

( ff 55 16n° + n)-JL property for S,.
Concluding, the prior two paragraphs in combination with the union bound imply

that all of Theorem 19’s properties 1 — 4 will hold with probability at least 1 — §

if Q has both the (%, S (4 )—JL property for S; and the (6ff g.16n% + n) JL

property for S>. An application of Theorem 19 now finishes the proof. O

Using Lemma 20 one can now prove the following corollary of Theorem 9 which
demonstrates the existence of a PCP sketch for any fixed matrix X.

Corollary 21 Fix X € RN and r € [n]. Let @ € R™*N be a random matrix with
mean zero, variance n% independent sub-gaussian entries. Then, X QT will be an
(€, 0, r)-PCP sketch of X with probability at least 1 — § provided that

C C
m > CL max { In =1 ,In =2n ,
€2 ) b

where Cy, Co > 0 are absolute constants, and C > 0 is an absolute constant that
only depends on the sub-gaussian norms/parameters of 2’s entries.

Proof Apply Theorem 9 to the finite set §; guaranteed by Lemma 20 with € < ¢ and
8«5 Slmllarly, apply Theorem 9 to the finite set S> guaranteed by Lemma 20 with
€ «— 7 and § <« 3. The result now follows by Lemma 20. O

We finish here by noting that Corollary 21 is just one example of a PCP sketching
result that one can prove with relative ease using Lemma 20. Indeed, Lemma 20 can
be combined with other standard results concerning more structured matrices with
the JL property (see, e.g., [33-36]) to produce similar theorems where €2 has a fast
matrix-vector multiply.
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3 The proofs of our main results

The objective is to show that we can retrieve a accurate low rank Tucker approximation
of a tensor X via Algorithm 1 from valid sets of linear leave-one-out and core mea-
surements as described in Section 1.4. We will denote the approximation of X" output
by Algorithm 1 as &’ here to emphasize that a single pass over the original data tensor
X suffices in order to compute the linear input measurements required by Algorithm
1. Hence, Algorithm 1 in this setting is an example of a streaming algorithm which
doesn’t need to store a copy the original uncompressed tensor X’ in memory in order
to successfully approximate it. Nonetheless, we wish to show that this algorithm still
produces a quasi-optimal approximation of X" in the sense of (5) with high probability
when given such highly compressed linear input measurements. Particular choices for
measurement ensembles will make explicit the dependence on other parameters of the
problem (these choices define specializations of Algorithm 1, and are summarized as
Algorithm 9 and 11 in Appendix B).

More specifically, in this section we will show that with high probability for a given
d-mode tensor X, error tolerance € > 0, and chosen rank truncation parameter r, that

X = Xilly < (14 €9 2n

will hold whenever Algorithm 1 is provided with sufficiently informative input mea-
surements. Here the A, ; are defined as per Lemma 3, and “sufficiently informative”
means that (i) the leave-one-out measurements used to form A; are of sufficient size
to satisfy several PCP properties, and that (ii) the core measurements used to form A’
are of sufficient size to ensure the accurate solution of least squares problems com-
puted as part of Algorithm 1. Finally, we note that one can see from (21) together with
Lemma 3 that Algorithm 1 will perfectly recover exactly low Tucker-rank tensors if
the rank parameter r is made sufficiently large.

In order to prove that (21) holds, we will need to also consider a weaker variant
of Algorithm 1 which permits a second pass of the data tensor X'. These weaker
algorithms will first compute estimates of the factors of the tensor Q; as Algorithm
1 does, but thereafter will be allowed to use those factors to operate on the original
tensor X in order to approximate its core (see Algorithms 10 and 12). We denote
the estimate of the tensor that results from this procedure as X> to emphasize that it
requires a second accesses to the original data during core recovery. Note that such
two-pass algorithms are of less practical value in the big data and compressive sensing
settings since it is often not possible to directly access the data tensor again after the
initial compressed measurements have been taken in these scenarios. Nevertheless,
this two-pass estimate will be extremely useful when proving (21). In particular, our
proof will result from the following triangle inequality:

[X =Xl = |4 = &1 + A — Ay < |X = Alp + X1 — A2l5 (22)

Term I Term II
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Bounding Term I'in (22) will be the subject of Section 3.1. As we shall see, bounding
Term I is straightforward if we have that leave-one-out measurements imply various
PCP properties; and so the main work of Sections 3.2 and 3.3 will be to demonstrate
how, for the structured choices of measurement operators considered herein, we can
ensure that the PCP property is satisfied. Bounding Term II, on the other hand, will
require us to apply a bound on the error incurred by solving sketched least square
problems on a carefully partitioned re-expression of the Term II error. That argument
is the subject of Section 3.4. Finally, we combine our analysis of these two error terms
along with particular choices for measurement operators to state the full versions of
our main results in Section 3.5.

3.1 Bounding || X — X>]|,
In the two pass scenario, we first compute estimates for the factor matrices, Q; (see

Algorithm 5), using leave-one-out measurements B; for each i € [d]. Then, using
these factor matrices, we wish to solve

argm7_i{11 ”X - [[Hs Qla Q2a s Qd]]“z .
One can see that the solution will be
G:=Xx1 0] x207 - xa Qf

(see, e.g., [37]). Let
X =G x1 Q1 %202+ %Xq Qu (23)

denote the estimate obtained from a two-pass recovery procedure (i.e., Algorithm 10
or 12). Additionally, we note the following fact about modewise products (see, e.g.,
[18, Lemma 1]):

XX,'AX,'BZXX,’(BA).

As a result, if we are permitted a second pass over X to compute the core we have
that

=G x101 %202 %4 Qu
=<XX1Q1T X2Q2T~~><dQ§) x1 Q1 %2 Q2+ xgq Qu
=X x1 010] x2--- x4 QaQF

Using this expression we can now bound the two pass error term | X — X3 5.
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Theorem 22 (Error bound for Two-Pass |X — X3|l,) Suppose )N([j] = X[j]QZj €

Rm e (€,0,7)-PCP sketches of X j for each j € [d]. If Q; € R"™*" forr < m
are factor matrices obtained from Algorithm 5, then

1 = Xolly = | X =% x1 0107 %2+ xa Qu0F | <

Proof Since the Q; QiT are orthogonal projectors, we have by [38, Theorem 5.1] that

=i 010 o - xs uef, < - 0] 9
j=1

From Algorithm 5 (recalling that Q(jlj)Bj = X[,-]QZ, = f([j]), we have that the
Q ;s are the best rank-r approximations for their respective sketched problems, since

Q; = argmin
rank(Q)=r
oT g=1y

Xij = QQTX[/]HF

by the Eckart-Young Theorem.
Now suppose that each U; € R"*" forms an optimal rank r approximation to X
in the sense that
U;j = argmin
rank(U)=r
vTu=ir

Vi UUTX[jJHF~

By the hypothesis that f([j] is a (e, 0, r)-PCP sketch of X|;}, we have that

2 2

ol g a0l gl
~ ~ 12
< me - QijXj“F
~ ~ 2
< HX[J'] —UjUjTX[j]HF

2

<(1+e€) HX[]‘] — UjUJTX[j]HF =1 +eA,;,

where we have used the definition of (¢, 0, r)-PCP sketches in the first and third
inequalities. After a rearrangement of terms, substituting the above into (25) now
yields the inequality in (24). O

We have now established in Theorem 22 that we have a quasi-optimal error bound
for Term I in (22) whenever our leave-one-out measurement matrices 27 ; yield
(€, 0, 7)-PCP sketches of all d unfoldings X ;. Next, we will demonstrate how to
ensure that Kronecker structured and Khatri-Rao structured leave-one-out measure-
ment matrices provide PCP sketches.
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3.2 PCP Sketches via Kronecker-structured leave-one-out measurement matrices

In this section we study when Kronecker-structured measurement matrices will provide
the PCP property. To begin we will show that the JL. and OSE properties are inherited
under matrix direct sums and compositions. These are useful facts because our overall
leave-one-out matrices can be constructed using these operations. In particular, we
will follow the example in the last paragraph of Section 1.4.1 and consider a matrix

d—1 d—1
Q_; eR™ X" defined as

d d—1
Q—j = ® Qi = l_[ Qi’ for Qi e R (26)
i=1 i'=1
i#j
where
~ i d—1=i' i =1 d—i
Qi/:=In®"'®ln®Qii(i’)®1m®"'®lmERm e (27)
J —_— ——
d—1—i' i'—1
for
Lo i’ ifi’ <j
ij(i) = /

i1 Afi >

Here, I, denotes an n x n identity matrix.

The next three lemmas will be used to help show that €2_; as defined in (26)
inherits both the JL and OSE properties from its component €2; matrices. Having
established this, we can then use, e.g., Lemma 20 to prove PCP sketching results for
such Kronecker-structured €2_;.

Lemma 23 Suppose that 1 € R™>*N and Qy € R™*N2 gre two random matrices.
Denote their matrix direct sum by Q = Q1 @ Qo € ROMHm)xXN1+N2) Tpep,

1. If Q1 and Q2 are (€,61, p) and (€, 682, p)-JLs respectively, then Q is an
(e, 81 + 82, p)-JL.

2. If Q1 and Q2 are (€,81,r) and (€, 82,1r)-OSEs respectively, then 2 is an
(e, 61 + 62, 1r)-OSE.

Proof Part 1.: Consider a set S ¢ RM*+M with cardinality p. Let z € S. Group the
first N coordinates of z into x € RV! and the last N, coordinates of z into y € R™N2.
Observe that

lzl3 = H [%1 ng] m

will hold whenever both ||le||% <A+ e)llxll% and I|sz||§ <+ 6)||y||% hold.
The (1 — €)-distortion lower bound is similar. As a result, we can use the union bound
to see that 2 will have the (e, §1 + &2, p)-JL property.

2

= x5 + 1202513 < (1 + e (IxI3 + lyl3) = (1 +€) llzl3
2
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Part 2.: Suppose X € R™WN1+N2) hag rank r. Let X; and X, denote the sub-
matrices of X containing the first N; and last N, columns of X, respectively. Note
that both X and X, have at most rank . Furthermore, note also that

2
2 Q. xT 2 2 2
H Y, QzXZT y2 (I+¢) 1y2+ 2Y|, (I+¢€) Y,

will hold for any arbitrary vectory € R” whenever both || €2 XlTy||% < (A+9)|| X1Ty||%
and [|[2:X7y|13 < (1+€)[XTyll5 hold. The (1 —€)-distortion lower bound is similar.
As aresult, we can see that Q will be an (e, §; + 87, r)-OSE by the union bound. 0O

Note that there is no requirement that €27 and €2 need to be independent in Lemma
23. This is crucial for the next lemma, which will involve many copies of the same
measurement matrix.

Lem~ma 24 (Direct Sums Inherit the OSE and JL Properties) For some i’ € [d — 1],
let 21 be defined as in (27) and set Q := ;i) € R™*7

1. If Q2 has the (e, m r)-OSEproperty, then Q,v will have the (¢, 8, r)-OSE
property.

2. If Q has the (e, W, p) -JL property, then Qi/ will have the (¢, §, p)-JL,
property.

Proof First consider the rearrangement of Q; in (27) defined as follows

e d—1-i'

Note that the Kronecker product of two identity matrices is itself an identity matrix.
Thus, we can rewrite this as simply

Q=101,00,0 - Q,QQ, 1,91, Q=
i'—1 d—1-i’

oo o
oo Ho
Do oo

That is, we have a block diagonal matrix with m = mi —lpd=i'=1 copies of 2 along

its diagonal. Thus, if €2 has either the (¢, §/m, r)-OSE or the (¢, §/m, p)-JL property,
repeated applications of Lemma 23 will then establish the desired OSE or JL properity
for €.
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Now consider €2; as in (27). There exist unitary (permutation) matrices L and R
which interchange rows and columns such that

LOR=L|1,01,Q0 - ®1,,01,®---91, Q| R

i'—1 d—1-i’
:L(Imi’—lnd—l—i’ ®Q)R:In®1n®"'®ln® Q®1m®lm®"'®1m
d—1-i’ i’—1
=la1v® Q® I, —Q’

Noting that both the OSE and JL properties are invariant to unitary transformations
of a given random matrix, one can now see that £2;; = LQ R will indeed have the same
desired OSE or JL property as was established for €2. O

Lemma 24 allows us to infer JL and OSE properties of the Q ; matrices in (27) from
the properties of the smaller random matrices €2; € R™*" appearing in (26). The next
lemma will allow us to then use these inferred properties of the ;s matrices to derive
OSE and JL properties for &2_; from (26) in terms of the properties of its component
Q i € R,

Lemma 25 (A Composition Lemma for the OSE and JL Properties) Let € € (0, 1)

i pd=1=i" i’ =1,d—i

and Q€ R ™ " fori' € [d—1].
1. If Qi is an (2(;_1), 71 ) -OSE for all i’ € [d — 1], then Q ]i[ i is an
(.8, r)-OSE.

2. Iffli/ is an (2(;_1), dSTl’ p)-JLfor all i’ € [d — 1], then Q = I SNZi/ is an
i'=1
(€, 6, p)-JL.

d—1 . .
Proof Part I.: Let YT € R* xn be an arbitrary matrix of rank at most r. Denote
i’ d—1—

Yy = (Q, .Q ) YT erm» xn fori’ € [d — 1]. Note that each Y;s has rank at

most 7. Fix some z € R”. Suppose for the moment that (16) holds for eachi’ € [d — 1]
with Q = Q, LA = Y/ 1, and x = z, we have that

avTal’ = e, (& &) v’
, = || S ($a-2-- 50 Z2

~ ~ 2
= [@-iTare],

€ - 2
S (1 + m) [P,

T+ — ) [@uaTuse|
_< +2(d—1)> ” =2 d_3ZH2
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-1 5
<(1+3a=p) 1"
2d—1) 2

< (=) .
1—¢/2 2

<(+e ”YTZH :

2

2

where we have used the general bound (1 + k/n)" < ek < (1—k)~'fork €0, 1)
in the second to last inequality. Similarly, for a lower bound one can see that

. 2 d-1 2
|2v7e],> (1 -55=5) [
2 2d—-1) 2
2
- ol
Union bounding over the failure probability that (16) holds for each i’ € [d — 1]
as supposed above now yields the desired result.

Part 2.: An essentially identical arguments also applies to obtain the desired JL
property result. O

We now have all the necessary results to show how the component maps €2; of a
Kronecker structured measurement ensemble as per (26) can guarantee a Kronecker
sketch with the projection cost preserving property.

Theorem 26 (Kronecker Products of JL matrices yield PCP Sketchs) Ler € € (0, 1),
X e R have rank r € [n], and Q_j € R xn ™t gy defined as in (26) and
(27). Furthermore, suppose that the Q; € R™*" in (26) have both the

€ s 141
L (12(d—1>’ 2(d—hnd=2> (e

€ P 2
2 <12ﬁ(d_1)’ Sa a2 16n” + I’l)-JL[)roperty

)r)-JL property, and the

foralli’ € [d—1]. Then, Xsz will be an (¢, 0, r)-PCP sketch of X with probability
at least 1 — 6.

Proof By Lemma 20 we know that X Qf j will be an (¢, 0, r)-PCP sketch of X with
probability at least 1 — & if Q_; has both the (%, s, (%)r)-JL property and the
(#, %, 16n% + n)—JL property. In fact, by Lemma 25 we can further see that it
suffices to have the €, from (26) and (27) have both the

€ 5 141
L. (12(d—1)’ 2d—1)’ (T

) 2
2. (fgran: 7o 160 + n)-IL property

)r>-JL property, and the

for all i’ € [d — 1]. Finally, looking now at Lemma 24 for each i’ € [d — 1] we can
see that the assumed properties of the €2; € R”*" in (26) will guarantee both of these
sufficient conditions. O
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The following corollary of Theorem 26 guarantees a Kronecker sketch with the
projection cost preserving property when the component matrices €2; in (26) are sub-
gaussian random matrices.

Corollary 27 (Kronecker Products of sub-gaussian Matrices Yield PCP Sketches)

Suppose X is a real valued d-mode tensor with side-lengths all equal to n. Let

e (0.1).5e©1).relnjeld IfQ; =@, 2 R """ defined
i#]

as in (26) with random matrices Q; € R™ " having i.i.d centered variance m~L

sub-gaussian entries such that

Cird—1D% (ndd—-1))\ Cyd-1?2 (141)’ nd=2d - 1)
m > max In , In ) —
€2 1) €2 € )

for absolute constants C1, Cy > 0 then the sketched unfolding X} = X[./]sz €
Rm s an (€, 0, r)-PCP sketch of X|j) with probability at least 1 — 4.

Proof To obtain the first quantity maximized over we apply Theorem 9 with € <«

12ﬁ€(d_1)’ § < 2@;,13)”,1_2, and |S| < 16n% + n. Similarly, for the second quantity
maximized over we apply Theorem 9 with € < ]2(5_1), § «— 2(d—f)nd’2’ and |S| <
(12‘—1)r. The result now follows from Theorem 26. O

Remark 28 Note that Theorem 26 is quite general, requiring only that the random
matrices €2; in (26) should be drawn from some distribution having a couple JL proper-
ties. As aresult of this generality, its Corollary 27 concerning sub-gaussian component
matrices turns out to be sub-optimal by (at least a) factor of d in that setting. To obtain
aslightly sharper result in d for sub-gaussian £2; we recommend replacing our implicit
use of Lemma 24 in the proof of Corollary 27 (via Theorem 26) with [39, Lemma 14]
instead.

Remark 29 One might wonder how our Corollary 27 based on a Kronecker product
construction compares to a dense Gaussian sketch without Kronecker structure. Indeed
using dense Gaussian improve the sketching dimension from m“~! to m. The reason
is that the sketch we apply to each mode needs to have roughly the same JL-moment
guarantees as to that of the final sketch.

However, applying a dense Gaussian sketch has some drawbacks. For example, it
naively requires 2 (n?) random bits to store the sketching matrix. One could of course
try to improve this using, e.g., a pseudorandom number generator. However, each, e.g.,
matrix entry would then need to be queried every time the sketch was applied, which
could incur substantial overhead. In contrast, since none of our sketching matrices
require too much memory, we could keep them loaded in uncompressed form on, e.g.,
a GPU where multiplication with streaming updates could be handled more efficiently.

3.3 PCP sketches via Khatri-Rao structured leave-one-out measurement matrices

In this section we study how to ensure that Khatri-Rao structured leave-one-out mea-
surement matrices will provide the PCP property. To start we will first show that
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random Khatri-Rao structured measurement maps, denoted in this section by
1
Q_j=—Q1Q+...Qj_1+Qj41 Qg Where Q; € R™" Vi e [d]\{j},
m

will have the JL property whenever all their component matrices €2; have i.i.d. sub-
gaussian entries. Having established this, we can then use, e.g., Lemma 20 to prove
PCP sketching results for such Khatri-Rao Structured €2_;.

Theorem30 Lete > 0,0 <8 <e 2, and Q_j = LQy Qo+ .. Q1+ Q41+ Q
where all the Q; € R™" fori € [d]\ {j} have i.i.d. mean zero, variance one,
sub-gaussian entries. Then Q2 _j is an (€, 8, k)-JL whenever

m > C% ! max {62 log 3 e! (log 3) }

for a constant C € R™ that depends only on the sub-gaussian norm of the i.i.d.
Q;-entries.

The proof of Theorem 30 largely follows the argument proposed in Section 2 of [40]
concerning the so-called p-moment JL property of Khatri-Rao structured measure-
ments. We note that Kronecker products of sub-gaussian vectors are not sub-gaussian
in general, so the general idea is to use Markov’s inequality for higher moments of the
norm of _;y with a fixed y € R" to obtain the desired result. To proceed with the
argument, we will need the following two concentration results.

Lemma 31 [Lemma 19in [39]] Let Y be a d — 1 mode tensors with side lengths of size
n,p=1landQi(i,:) e R" for j € [d — 1], i € [m] be independent random vectors
each satisfying the Khintchine inequality || (2, 2),y) || r < Cp llylly for any vector
y € R" where Cj, a constant depending only on p. Then

QUG D ® i) ® - ® Qa1 ), vee)ll o < CL V.

Lemma 32 (Corollary 2 in [41]) If p > 2 and Z, Zy, ..., Zy are i.i.d symmetric
random variables then we have

m p (m 1/s
Zzi <C sup z (-) 1Z1l s b
i=1 Lp se[max(2,2}),p] | § \P

Here C > 0 is an absolute constant.

In particular, we will utilize the following corollary of Lemma 32.
Corollary 33 If under conditions of Lemma 32, in addition, we know that || Z||;s <

(Cs)4=1 then
< Cd_l max 2d_1 £ M
= Vm’  m ’

m

w2

i=1

Lr
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Proof The proof of this corollary loosely follows the argument presented in [40]. Since
1Z] s < (Cs)d -1 7, ~ Z, the expression over which we are taking the supremum
in Lemma 32 is a function whose derivative with respect to s is non-decreasing. That
is, the derivative

1/s 1/2
9 |:£ (T> sd_1:| = psi=* <ﬂ> ((d —2)s — log T)
as | s \p P P

m

has at most a single root in the interval of interest at s = %. Noting the sign change
at this root, we conclude that the maximum value must occur at the endpoints of the
interval, and cannot occur at the critical point that is interior to the interval. Evaluating
the function of interest at s = 2 we obtain 24 _2\/r7 ; we will further upper-bound this
by 24 _IW in order to simplify analysis for the right endpoint. Additionally, since
we are interested only in an upper bound, we need not evaluate the possible endpoint
s = %, since if 2 < %, we are increasing the interval over which we are maximizing
by instead considering s = 2.

We will now bound the expression at the right endpoint when s = p > 2. Clearly
(1/p)V/P < 1 thus

1/p
<%) pd—l gml/ppd—ll

If the function value at the right endpoint actually dominates 27! J/mp (i.e., our
upper bound of the function value at the left endpoint), we will have that m /7 p4=1 >
24-1 /mp must hold. We will now use this assumption to remove the dependence on
m in our current upper bound for the function value at the right endpoint after noting
that doing so will still yield a valid upper bound whenever the functions value at the
right endpoint fails to already be bounded by Zd’lJm_p.

Proceeding as planned, our assumption yields that

m\/2=1/p < (%)d” p—1/2.

Rearranging of terms, we get that

d—1 p—2
<[]

=L . . -2,
The factor pr-2 is less than one. A tedious calculation reveals that (%) P=2 s

2d—2
decreasing for all p > 2, and therefore m'/? bounded by lim,_,» (%) =2 — pd=1

maximizing over our two upper bounds and then averaging over m, we obtain the
desired inequality. O
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Now we are ready to give a formal proof of Theorem 30.

Proof of Theorem 30 Note that the result is unchanged for any choice of mode to leave
out, so we will shorten the notation and work with © := _; within this proof. Let
K be the sub-gaussian norm of an entry in the €2;’s. We aim to bound the probability
that

1 d-1
—1x)? = Ix13| = elx]} forafixed x € R”
m

Without loss of generality, assume ||x||» = 1. Furthermore, note that

i [ Q.- 1] . (28)

i=1

1
—1ox? =1
an 2

EI»—‘

Now, since the entries of each 2 are i.i.d. mean zero and variance one sub-gaussian
random variables, they satisfy Khintchine’s inequality (see, e.g., [42]) in the form

||(§2j(i, ), y) ||Lp < CK./plyll, foranyfixedy € R".

By Lemma 31, this implies that the rows of €2 satisfy a generalized Khintchine’s
inequality in the form

QG D, %) Lr = (16,9 ® 22,9 ® .. ® 1G>, %) |, < (C'PT IIxla,
(29)
where C’ is a new constant that only depends on K.
To bound the L?”-norm of the sum in (28) we will now bound the L”-norm of each
summand. Using the centering Lemma 49 and continuing to estimate for one term we
see that

[@ax2 -1 <2)@a 02| | =2106.9.%12,

=2||<91<i DO, DO .. 813, ), X2,
< 2(C2p) T 1% < (€ py 1 IxI3 = (€ py .

We would now like to apply Corollary 33 to help bound the L”-norm of the sum
in (28). However, we need to symmetrize our random variables first. Toward that end,
define

Z = pi ((R06.9.07 1), (30)

where p; are i.i.d. Rademacher random variables. Note that ||Z;|l.r = ||
(G, ). x)2 = 1) [r < (C"p)y*~.
Appealing now to Corollary 33 we have that,

d—1
< (€)% max {201—1\/% %} (31)

Lp

1 m

m 2

i=1

@ Springer



Numerical Algorithms

for any p > 2. The upper bound in [43, Lemma 6.3] then further implies that

<2(C")* ' max {20! [ 2 ™!
= m’ m '

Employing Markov’s inequality, we finally have that
P
> ep}

Ll /} { Z[Q(, * 1]
| %W,M}

1
p{ .
mn i=1 =
< (€D -

m

15

1
m ‘
i=1

i
—_
Q
-~
B
L]
|
et

LP LP

max {(

epP

Taking p = log(k/8) and m > C%~! max {6_2 log % e! (log %)d_l }, the last
expression is upper bounded by §/k. Hence, €2 is an (¢, §, k)-JL by the union bound
over k vectors. O

Remark 34 In order to employ Lemmas 31 and 32, it is necessary that the rows 2 (i, :)
have independent and identical distributions and that these rows satisfy Khintchine’s
inequality. Assuming that the matrices €2; all have i.i.d sub-gaussian entries as we have
done in Theorem 30 implies both these necessary properties of the rows. However,
we note that more general (though perhaps less natural) assumptions will also suffice.
For example, the distributions of the i.i.d sub-gaussian entries of the €2; may also vary
by column.

We can now use Theorem 30 to derive row bounds that guarantee that our Khatri-
Rao structured sub-gaussian measurement matrices will provide PCP sketches with
high probability.

Theorem 35 Lete > 0,0 < 8 < e~ 2, and X be a d mode tensor with side-lengths
equal to n. Furthermore, suppose that Q_; = %Ql e 1Ry ey
where the Q; € R™*" fori € [d]\ {j} are as in Theorem 30 with

141 1417\ 4-1 2 2\ d—1
> cd-1 -2 ( ) -1 (T) r 17n r 17n
m>=C maxi log ——— 52 . € (log 7{3/2 r 3 log 52 "z log 52
) (32)
for a positive constant C € R*. Then, X{j) = X[j]QIJ. will be an (€, 0, r)-PCP

sketch of X|j) with probability at least 1 — 6.

Proof By Lemma 20 we know that it suffices for the measurement matrix £2_; to have
both the (% % (141) ) -JL property and( N 2, 16n2 + n)-JL property. Combining
these two required JL properties with Theorem 30 yields (32) after combining and
simplifying constants. O
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We can now see that both Kronecker and Khatri-Rao structured measurements
can satisfy the PCP property required by Theorem 22. This demonstrates that such
memory-efficient measurements may be used to bound the first term in (22) as desired.
Given this partial success, we will now turn our attention to the second term in (22).

3.4 Bounding | X7 — X5|l,

Next, we show how to bound Term IT in (22). Recall that X is the output of Algorithm
1, and that A is the tensor recovered by the two-pass algorithm consisting of the
first “Factor matrix recovery” phase of Algorithm 1 followed by the second pass core
recovery procedure discussed in Section 3.1. That is, X] := [H, Oy, ..., Qg is the
single-pass estimate of the tensor X" output by Algorithm 1, and

X=0Gx1Q1x2-%xqQa=Xx1 0107 x2--- x4 Q0]

where G is the core estimate from the two-pass algorithm, and where the Q; € R"*"
have r orthonormal columns.

To begin, we note that the one-pass core H computed by Algorithm 1 can be
recovered from its input measurements by

H =B x1 (@101 x2 - x4 (®40a)"
= (X x| @1 X2+ xg Pg) x1 (10D X2+ xq (@400)".  (33)
In addition, we note that the norm of the difference between the two estimates
is the same as the norm of the difference of their cores since factor matrices have

orthonormal columns.

Lemma 36 In the notation outlined above,

X1 — Xall, = IH — Gll2.

Proof
X1 — Xl = I'H x1 Q1 X2+ Xa Qa — G X1 Q1 X2+ X4 Qull»
=[[(H—=9) x1 Q1 x2 -+ x4 Qudll»
=[(Q1®-® Qa)vec (H —G)ll»
=|H -3l
since (Q1 ® - -- ® Qy) has orthonormal columns. m]

In order to simplify the presentation of our culminating results we next state a
definition for an Affine-Embedding property. In Lemma 40 below we then describe
how this property relates to the OSE and AMM properties.
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Definition 37 ((¢, r, N)-AE property) Let ¢ > 0, and r € N, fix Q € R an
arbitrary matrix with orthonormal columns and an arbitrary matrix B € R™*V. A
matrix ® € R™*" is an (¢, r, N)-Affine Embedding (AE) for given matrices Q and
B if it satisfies

|@oyes| <a+ealsi. (34)

With this definition in hand, we are now able to prove the main theorem of this
section. It will allow us to relate Term II of (22) with Term 1.

Theorem38 Let X = [[G, Q1, ..., Q4] denote the two-pass tensor estimate, and
X = [[H, Q1, ..., Qqll denote the single-pass tensor estimate for a dfmode tensor
X. Furthermore, let € € (0, 1), and ®; € R"™>*" be a (¢/d, r,n'~'r¢=1)-AE for the

matrices Q; and (X[i] — (Xz)[i]) ®;_:11 I, ®?=i+l (dDj Qj)T ®; for each i € [d].
Then,
X1 — Al <ef |X — A2l . (35)

Proof By Lemma 36 it is enough to estimate the difference between the cores G and
‘H. He have that

33
DXy By xp e xg P) X1 (@101 X2+ xg (@400 — G

= (X — &) x1 Dy X2+ xg ) X1 (@10 X2+ xg (®404)"
+ (X X1 Dp X2+ Xg Dg) X1 (@101 X2+ xq (400" = G
=X — X)) x1 (@10 @1 X2+ xg (Pg0a)
+G X1 (@10)'®101 - x (2404 ®aQs — G
= (X — X)) x1 (@101 x2 -+ xq (Pg0a) Py

H-¢

Now consider the following related mode-i unfolding for i € [d], where
(dDj Q.,')Jr ®; for j < i isreplaced with an n x n identity matrix /,,

d
= (X1 — X2 ®1n QR (®,0)) @;. (36)

= Jj=i+1

Each ®; is an (e/d,r,ni_lrd_i)-AE, where Q < Q; and B <« Xl/., fori =
1,2,...,d. Thus,

d

IH =Gl = | @120" @1 (X = X2m) Q) (@ ;105)

<(1+35) 1%
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( ) | X2l <

e |IX — A,

where we have used Definition 37 d-times together with the bound (1 + %)d <ef.o

3.5 Putting it all together with row bounds

In the previous subsections we have demonstrated that we can bound both error terms
in (22) when the leave-one-out and core measurements satisfy certain embedding
properties. In particular, we have shown how the Johnson-Lindenstrauss property
(Definition 8) can be used to obtain both the Oblivious Subspace Embedding (Defini-
tion 10) and an Approximate Matrix Multiplication properties (Definition 14). These
two properties are then used with compositions and direct sums to show how a tensor
unfolding will satisfy a Projection Cost Preserving property (Definition 17), which
was the essential ingredient in bounding the error term ||X — A%||,. Next, we intro-
duced Affine-Embeddings (Definition 37), which are the crucial ingredient needed for
bounding the error term || X; — &% ||,. In this section we will show how JL and OSE
properties imply the AE property. All together then, these will enable us to verify the
requirements of Theorem 39 in a straightforward manner once we have specified the
type of leave-one-out measurements, and the particular type of sensing matrices.

Theorem 39 (Error bound for one-pass) Let X1 = [H, Q1, ..., Qqll denote the
single-pass tensor estimate for a d-mode tensor X with side length n obtained from
Algorithm 1 using leave-one-out linear measurements B; for i € [d], and core mea-
surements B.. Let € > 0 and § € (0, 1/2). Then,

nj

d
ZAr’j where A, j = Z tof] (X[j])z 37

j=1 i=r+1

+€
X — X, < (14€°)

— €

will hold whenever

1. Q. ,) € R™™" are full-rank matrices for all i € [d],

2. Q ,)B =X :]sz e R gre (e, 0, r)-PCP sketches of X1 foreachi € [d],
and
3. ®; € R™*" jsan (e/d, r,n'~'r?=)-AE for the matrices Q; and X! as in (36)

foralli € [d].

Proof Recalling (22) we have that

X1 — Xl = |41 — X + A — Ay < |X = Al + |41 — A2l (38)

Term I Term IT
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We know from Theorem 22 that

X —All2 < (39)

whenever XU]QZJ. € Rrxm! are (e, 0, r)-PCP sketches of X{;) for each j € [d].
Furthermore, Theorem 38 together with our third assumption implies that

[X) — Xally < e X — A2l (40)

Using (39) and (40) in (22) now yields the desired result. O

We now have need for the lemma that links the AE property to the JL. and OSE
properties, and thus provides the necessary machinery to fully account for row bounds
that guarantee with high probability that the recovered tensor satisfies the stated bound
in Theorem 39.

Lemma40 Let B € RN and suppose that Q € R"™", n > r, has orthonormal
columns. If ® € R™*" js an( S, r) OSE for Q, and has the <2f ) -AMM property
for QT and (I — QQT)B, then ® will be an (¢, r, N)-AE for the matrices Q and B
with probability at least 1 — 28.

Proof Denote Y := (& 0)'®B and Y’ := QT B, the solutions to the sketched and
un-skechted linear least square problems given by minimizing |®B — ®QY || and
|IB — QY| r, respectively, with respect to Y. Whenever ® is a (1/2, 8, r)-OSE for Q
we know that ®Q will be full-rank. It follows that (® Q)7 ®(B — QY) = 0 will then

also hold because (® Q)T = [(fb Q)T (® Q)]_l (® Q)T. As a consequence,

0"oToQ(¥ —-Y)=0"0o" 00 —Y) + (@0)" ®(B - QY)
=0"o"®(QY - QY + B - QY)
=oToTo(B — QY.

When the approximate matrix multiplication property also holds we will now have
that

|@o)!

TsT
= P
; HQ

; = |oToTeu—0ahs|,
- QQT)BH (@41)

H(I—QQ 8| = S1B-0v|,.

Furthermore, whenever @ is a (%, 8, r)—OSE for the column space of Q, all the
eigenvalues of Q7 ®T ®Q — I will be within the interval [—1/2, 1/2]. Thus, we can
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bound its operator norm || oToTdQ —1 H < 1/2. We may now combine this operator
norm bound with (41) and see that

7-v

= -@aTeod - v+ @ e0d - v)

F
<|eo oo -v)

T H [(CDQ)TQDQ - 1] F — Y
- oo, + [areo- ] -

F

F

‘Y—Y/

<5lu-eons], +3[7-1],.

Rearranging the inequality above while noting the invariance of the Frobenius norm
to multiplication by a matrix with orthogonal columns, we learn that

H?—Y/

e

<e|a-o0ons] .
F F
To finish, we may now apply the triangle inequality to see that

|71, <[7-v

i

N

efa-cehs| +|os|,
¢ H(I — QQT)H 1Bl + HQTH 1Bl r
d+e)lBlp.

N

In addition, we note that taking a union bound over the two necessary OSE and
AMM conditions establishes the stated probability guarantee. O

We are now prepared to state how a particular choice of distribution used to generate
our measurement matrices as well as the leave-one-out measurement type (Kronecker
or Khatri-Rao) can satisfy the error bound (37) with high probability. Note that below
Algorithms 9 and 11 refer to the specialization of Algorithm 1 to the type of leave-
one-out measurement (Kronecker or Khatri-Rao, respectively).

Theorem 41 (Error bound for one-pass Kronecker-structured sub-gaussian measure-
ments) Suppose X is a d-mode tensor with side length n. Let ¢ > 0, § € (0, %),
r € [n]. Furthermore, let

1. Qi) € R"™*" be arbitrary full-rank matrices,
2. Q,j) € R™" fori # j be random matrices with mutually independent, mean
zero, variance m~L sub-gaussian entries with

Cir(d—1)2 n?d?\ Ca(d — 1)2 141\" n-242
m > max In , In —_ cand

€2 b €? € 8
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3. ®; € R"™"*" be random matrices with mutially independent, mean zero, variance
m~!, sub-gaussian entries with

r 2 d—1\2
CM)d)’Cudln(Mf+n ))}. @2)

mc>max{C3ln< 5 = 5

Then X1 = [[H, Q1, ..., Q4ll the output of Algorithm 9 (i.e., Algorithm 1 spe-
cialized to Kronecker sub-gaussian measurements BB; and B.), will satisfy (37) with
probability at least 1 — 36.

Proof We verify that the requirements of Theorem 39 are satisfied. Note that:

1. Q¢ ;) € R"*" are full-rank matrices by assumption.
2. We have from Corollary 27 where § < % that XU]QZ]. is a (¢, 0, r)-PCP sketch

of X{;) for all j € [d] with probability at least 1 — § when Q(; ;) € R™*" are
independent sub-gaussian random matrices with

Cir(d—1)? n?d®\ Car(d —1)2 141\" n4=242
m > max In , In —_— .
€2 8 €? € 5

3. A substitution of € <« % § «— % into Corollary 12 yields,

94" d
mC>C3ln<( ) ) 3)
in order to ensure ®; is (%, %, r)-OSE. Using Corollary 16, where € <« ﬁ,
§ « % and noting that the matrices Q; and Xl’ as in (36) have are r x n and
nxni~lpd=i, respectively, we have that when
C d2 2d d—152
me > 467‘2 ln< (F-}-(Sn ) ) (44)

then ®; has the (ﬁ, %)—AMM property for eachi € [d]. Lemma 40 now shows
how the OSE and AMM properties ensure that ®; has the desired AE property for
each i € [d] with probability at least 1 — 25/d. The union bound now implies that
the third requirement of Theorem 39 will hold with probability at least 1 — 2§.

Taking a maximum over (43) and (44) after simplifying and adjusting constants
then yields (42). A final union bound over the failure probabilities for requirements
of Q(;, j) and ®; now yields the result. O

The following runtime analysis demonstrates that instances of Algorithm 1 can
indeed recover low-rank approximations of d-mode tensors of side length n in o(n¢)-
time. As a result, one can see that Algorithm 1 is effectively a sub-linear time recovery
algorithm for a large class of low Tucker-rank tensors.
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Theorem 42 Suppose that m < n < m?~" and that m > Cm, for some absolute

constant C > 0. Then, Algorithm 9, when given the B; and B, measurements as input,
runs in O(dn*m?=") — time and requires the storage of dnm?~" + mf.l measurement
tensor entries, and at most d(d — 1)mn +n? +dm n total measurement matrix entries.

Proof Inside the factor matrix recovery loop of Algorithm 5, called by Algorithm 9,
the two main sub-tasks are to solve the linear system Q; ;) F; = B; and to compute a
truncated SVD, F; = UX V7. Solving the linear system can be accomplished using
QO R-factorization via Householder orthogonalization. Doing so requires %n3 floating
point operations to compute the factorization of 2 ;), and 2n?m?=1 operations to
form QT B; and n>m“~! operations to solve RF; = QT B; via back substitution. The
complexity of computing the SVD is O(nm?~! min(n, m?~")). Therefore the factor
recovery loop has overall complexity

O@dn*mé=1)
if we assume that n < m¢=1.

Next we consider the core recovery loop. for the first iteration of the loop of Algo-
rithm 8, we must form ®{Q; at a cost of O(m.nr). Next we solve a linear system
®,01H = B at a cost of O(chr2 — %}’3 + 3m‘cir). The first iteration dominates
the complexity, since subsequent solves use a smaller right hand side formed from
solutions from the previous iterations. Furthermore, if we assume m, = O(m), we
have a core recovery loop with complexity

O(dm?r).

Thus overall the recovery algorithm has O(dn?m“~") complexity. In the situation
where Q ;y = I, then the computation of the SVDs in the factor recovery step
dominates the run-time of the algorithm. Clearly the size of the measurement tensors
are nm?~! per factor and mf for the core, which yields the space complexity of the
measurements. O

One of the advantages of the structure of the argument in Theorem 39 is that once
it is known how to ensure a given random matrix will satisfy the JL property, we
can (with the help of Lemma 40) account for how to assemble related measurement
operators that satisfy the error bound (37) in a straightforward way. For example,
using Theorem 3.1 in [33] along with bounds appearing in that work on the sketching
dimension, we have that a sub-sampled and scrambled Fourier matrix is a (¢, 8, p)-JL
of vectors in R" provided that

c P 4
m > E—zlog (E)log n.

Using such existing results one can easily update Theorem 41 to instead use
sub-sampled and scrambled Fourier measurement matrices £2(;,j) and ®; instead of
matrices with independent sub-gaussian entries.
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Furthermore, it need not be the case that the distribution is the same for each
componentmap 2(; ;) or ®;.Itisimportant only that each map satisfies the JL primitive
for arbitrary sets. We are free to choose a measurement map for a particular mode to
suit some other purpose. For example, in the case that the side lengths of the tensor
are unequal, we may prefer to choose a map that admits a fast matrix-vector multiply
in order to economize run-time for the modes which are long, and on smaller modes,
choose maps which have better trade-offs for quality of approximation in terms of m
(e.g., we may prefer dense sub-gaussian random matrices for these modes).

On the other hand, a measurement ensemble which does not rely on the Kronecker
product of components, like that in Theorem 30, does not admit this sort of reasoning.
Mixing measurement maps of different kinds in that case has no clear advantage, and
indeed, may even serve to undermine the advantages.

Theorem 39 can still be used to provide Khatri-Rao structured leave-one-out
measurement results. Verifying the requirements of Theorem 39 for Khatri-Rao mea-
surements using Theorem 35 yields the following result.

Theorem 43 (Error bound for one-pass Khatri-Rao structured sub-gaussian measure-
ments) Suppose X is a d-mode tensor with side length n, Let ¢ > 0, § € (0, %),
r € [n]. Furthermore, let

1. Qi) € R"" be full-rank matrices of any kind,
2. Qq,j) € R™" fori # j be random matrices with mutually independent, mean
zero, variance m ™!, sub-gaussian entries with

m > cé! max{:s2 In (#) , e ! <1n (%)) ,

d—1

r 34n2d\ r 34n2d
—In , — | In ,
€? 5 € 5
and

3. ®; € R™"*" be random matrices with mutually independent, mean zero, variance
m~!, sub-gaussian entries with

(94)%1) Card?® | (d(r+nd—1)2)
s ) e ; ‘

me > max {C3 ln<

Then X1 = [H, Q1, ..., Q4ll the output of Algorithm 11 (i.e., Algorithm 1 spe-
cialized to Khatri-Rao sub-gaussian leave-one-out measurements B; and Kronecker
measurements B.) will satisfy (37) with probability at least 1 — 36.

Proof The proof is again based on verifying the requirements of Theorem 39.

1. The first requirement is satisfied by assumption.

2. The row requirement for the €2(; ;) follows from an application of Theorem 35
with § < §/d. As a result of doing so, we learn that the second requirement will
be satisfied with probability at least 1 — § after a union bound.
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3. The third requirement is satisfied identically to the argument in the proof of The-
orem 41.

The proof now concludes identically to the proof of Theorem 41. O

Comparing the Theorem 42, we note, e.g., that Theorem 43 will require the storage
of diin + m¢ measurement tensor entries (where the 77 here is from the second
condition of Theorem 43). Comparing this to the dnm?~! + mf measurements from
Theorem 42 (where m here is as in Theorem 41) one can see that there are parameter
regimes where Khatri-Rao structured measurements will lead to a smaller overall
measurement budget.

4 Numerical experiments

In this section we present numerical results that support our theoretical contributions
and address practical trade-offs involved in the different choices for measurement
type. (Code and resulting data are available at https://github.com/cahaselby/leave_
one_out_recovery.) Unless otherwise specified, the tensors in the experiments are
random three-mode cubic tensors, with side length n = 300 and rank r = 10. We
use the following procedure (same as in [16]) to generate low-rank tensors; the core’s
entries are uniformly and independently drawn from [0, 1] and the factors are formed
by first sampling a standard normal distribution for each entry and then normalized
and made orthogonal using Q R-factorization. The data points in the plots are the mean
of 100 independent trials. The parameter m refers to the sketching dimension for maps
Q. jy € R™ " used in recovering factor Q;. For the left-out mode we remove the
need to solve the full n x n linear system by setting 2(;,;y to be the n x n identity
matrix. The parameter m, refers to the sketching dimension for ®; € R”<*" which
are used in recovering the core H.

In experiments with noise, the additive Gaussian noise tensor A\ is scaled according
to the desired signal to noise ratio and added to the true, (low-rank) tensor Xj. That
is, X = Xy + N is the observed, noisy tensor.

Signal to noise ratio (SNR) is calculated as 10logo (| X |, / | X0 — X||5). Relative
error is calculated as (||é? — X|2)/ | Xll, where X is the full estimated tensor.

4.1 Recovering low-rank tensors

In this first simple experiment, we fix the signal to noise ratio at 30 decibels (dB)
and vary the sketching dimension m to show the dependence on the accuracy of
our estimate on the number of measurements. For each m we set m. = 2m. Rank
truncation is fixed at r = 10, which matches the rank of the true, noiseless tensor
Xy, see Fig. 2. For the plot (b) in the figure, we have the maximum principal angle
among the three estimated factors and true factors (Q;, U;) in degrees, see [44]. Note,
there is no straightforward way to plot the relative error which is due to the factor
estimates vs. the core estimate, because the decomposition will in general not be
unique. However, since principal angle is invariant to non-singular transformations,
plot (b) provides empirical evidence that the factor estimates alone are improving with
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Noisy Recovery of Low Rank Tensors, SNR =30 dB

Relative Error Max Subspace Principal Angle
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Fig.2 Error plots for different sketching dimensions and a fixed SNR of 30 dB and a fixed rank truncation of
10. Plot (a) compares relative errors for both one-pass and two-pass recovery. Plot (b) shows the maximum
principal angle among all estimated sub-spaces and the true factor matrices

sketching dimension. We note that for these low-rank tensors with noise, we are able
to fit at or below the level of noise (relative error of 0.001) easily — evidently finding
good rank 10 approximations to the (full-rank) noisy tensor X.

This perhaps surprising result motivated us to try the method on a class of tensors
in which we could be more certain about what quality of rank 10 approximation is
achievable. In our second set of experiments, we examine performance on super-
diagonal tensors with tail decay. Since we are truncating to rank 10, this tail can be
thought of as structured, deterministic noise. These are tensors where all values are
zero except for those on the diagonal, and where we have some decay on the magnitude
of all values on the diagonal for indices larger than » = 10. In particular we have two
types of decay, exponential tail decay in plot (a), where

Xijg = 410710" = j =k e [r+2.n] (45)
0 otherwise

and polynomial tail decay in plot (b),

1 i=j=kelr+1]
Xjp={G-r"" i=j=kelr+2,n] (46)
0 otherwise.

These highly constrained tensors are clearly not low-rank, however it is reasonable
to suppose that a recovery algorithm for a given rank truncation would output an
estimate that is close to the leading r terms of the diagonal. The residual in that case

will simply be the norm of the tail-sum /"7, X2, which we have included as
the red horizontal line in Fig. 3.
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Recovery of Super-diagonal Tensors with Tail-decay

Exponential Decay Polynomial Decay
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Fig. 3 Error plots for different sketching dimensions in the noiseless setting with a fixed rank truncation
of 10. Plot (a) compares relative errors for both one-pass and two-pass recovery for super-diagonal tensors
where the diagonal entries have exponential decay of type (45), and plot (b) super-diagonal tensors with
polynomial decay of the type (46)

4.2 Allocating core and factor measurements

One question raised by our error analysis is how to weigh the error contribution between
the tasks of estimating the factor matrices and estimating the core. In other words, for
a given total measurement budget, how should we allocate between the two tasks if
we wish to decrease overall relative error? In the following experiment (see Fig. 4)
we find the relative error under various noise levels for pairs of sketching dimensions
(m, m.). We compare pairs (13, 12) and (11, 36) and (8, 48). These choices of sketch-
ing dimensions were chosen since they have nearly equal overall compression ratios
of 0.57%, 0.58%, 0.62% respectively, however they vary considerably on whether
they emphasize measurements to be used in estimating the factors or the core of the
tensor. Note that the two-pass error, which relies only on the factor matrix estimates
is naturally best when the factor sketches are larger, i.e. the m = 13 case. However
the relative error of the recovered tensor in the one-pass setting is more than ten times
better when more of the total measurement budget is allocated to estimate the core as
shown in Fig. 4. This shows that in some situations it is preferable to allocate more
resources to obtain measurements for the core than the factors, up to some threshold.
For example in Fig. 4, the rank of the true signal is 10, and going below this dimension
for the factor sketches does correspond with no longer improving on the accuracy in
terms of the trade-off between m and m..

4.3 Error bounds apply to sub-gaussian measurement matrices
In this next experiment we demonstrate, in a similar manner as done in Figure 1 in

[16], that recovery performance of Algorithm 11 does not vary greatly for different
choices of types of sub-gaussian measurement matrices. What is different from that
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Balancing Measurements for Factor and Core Recovery
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Fig. 4 Relative error plots at different signal to noise ratios for two-pass and one-pass recovery of noisy
low-rank tensors. Ordered pairs indicates the choice for sketching dimensions (m, m.)

earlier work is that the measurement ensembles are all Kronecker structured. Plotted in
Fig. 5 are relative errors for Gaussian (g), sparse uniform from [—1, 0, 1] with weights
%, %, % (sp0), sub-sampled randomized Fourier transforms as in [45] (rfd) and a mixed
measurement ensemble that uses Gaussian-RFD-sparse measurements where we vary
by mode which measurement type is used, which is a scenario that is practically and
theoretically not well suited for the Khatri-Rao structured measurement operators used

in [16].

Comparing Measurement Types

Two-pass One-pass
100
= 1072
e e
0 o 1073
(] (]
2 2
® & 107*
2 g
107>
10°°
0 10 20 30 40 50 60 0 10 20 30 40 50 60
SNR in dB SNR in dB

(@) (b)

Fig. 5 Relative errors for one-pass, two-pass for Kronecker measurement ensembles made up of different
kinds of sub-gaussian random matrices. The legend g, sp0, rfd, mix correspond to Gaussian, sparse, sub-
sampled random Fourier transform, and a mixture of all three for the measurement ensembles
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Accuracy and Runtime Tradeoffs for Kronecker or Khatri-Rao Measurement Structure
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Fig.6 Relative error comparison for Khatri-Rao and Kronecker-structured measurements. Right hand figure
shows the average time for sketching and recovery phases of the algorithm

4.4 Comparison to Khatri-Rao

This set of experiments demonstrates that the sketching phase will dominate the run-
time of Algorithm 1 regardless of the choice of leave-one-out type, however the
Kronecker-structured measurements are able to generate more measurements for a
fixed number of operations as compared to Khatri-Rao structured measurements, see
Fig. 6. This means that it is possible to achieve similar or better performance using
strictly modewise measurements and in less overall time as problems grow in size
with respect to total number of tensor elements; i.e. both number of modes and length
of those modes. In Fig. 6 for the Kronecker-structured measurements we sketch to
m = 25, for the Khatri-Rao ensemble we sketch pairs of modes to 225. We see that
the Kronecker measurements perform incrementally better in terms of relative error
but at less than half the overall run-time. Sketching times are about five times faster
for the Kronecker-structured measurements as compared to the Khatri-Rao. Note that
this does trade speed for space — the total number of entries in the leave one out
measurements is nearly three times larger for the Kronecker-structured measurements
versus the Khatri-Rao, i.e. sketches B; as per (8) and (11) have sizes 300 x 252, and
300 x 225 respectively.

4.5 Application to video summary task

As apractical demonstration, we consider the same video summary task first described
in [10] and again in [16]. In this demonstration, the video is taken with a camera in a
fixed position. The video is a nature scene and a person walks in front of the camera at
two different time points in the second half of the video. The first 100 and the last 193
frames are removed since they include setup that results in small shifts of the camera.
The entire video has been converted to grayscale. This yields a three mode tensor of
dimensions 2200 x 1080 x 1980 which has a size of about 41 GB when stored as an
array of doubles. We wish to identify the parts of the scene that include the person
walking and distinguish them from the relatively static scene elsewhere. As discussed
in [16], there is a third salient time varying feature in this particular video, which is the
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light intensity of the scene, since at around frame 940 the scene darkens. Furthermore
there are changes in the light intensity as the camera automatically adjusts after the
person walks in and out of frame. For this reason, we cluster the frames using three
centers, rather than two.

In all cases, we use k-means to cluster the frames, however we assign features to
frames in four different ways:

1. Using the sketch By € RZZOOXZOZ, as in (7) that leaves out the time dimension,
then clustering using k-means on the rows of the unfolding of the sketch along the
first, temporal mode.

2. Unfolding the temporal mode of the reconstructed tensor using a one-pass set of
measurements, i.e. (X1)[j] € [RZ200x2138400 (recal] that A denotes the output of
Algorithm 1).

Sketch B1;, m=20

o

250 500 750 1000 1250 1500 1750 2000

One-pass X1, m=20,m:=40,r=10

750 1000 1250 1500 1750 2000

Two-pass X, m=20,r=10

500 750 1000 1250 1500 1750 2000

Factor Matrix U;, m=20,r=10

750 1000 1250 1500 1750 2000
()

~ Frame 1000 Frame 1456

Fig. 7 (a) Cluster assignments for the 2200 frames in the video. Top run corresponds to using the mea-
surements for the first mode only By, middle rows use one and two pass approximations of the tensor, and
the last row uses the factor matrix U; for the temporal mode only. We use Gaussian sketching matrices for
both spatial modes and the real part of RF D for the temporal mode. Sketching parameters are m = 20,
m¢ = 40 and rank truncation of » = 10 in all modes. (b) Three reference frames at 0, 1000 and 1496
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3. Unfolding the reconstructed tensor using a two-pass scenario, (X2);; €
[R2200x2138400 (recall that X, denotes the output of Algorithm 10).
4. Estimated temporal factor matrix U; € R?290%20 (see in Algorithm 1).

As we can see in Figs. 7a, b, the sketch alone shows reliable clustering of the
main temporal changes in the video, which verifies the observation in [16] about
using the measurements as an effective feature set for clustering, although in that case
the measurements were Khatri-Rao structured whereas ours are Kronecker-structured.
The unfoldings of the reconstructed tensor also reliably distinguishes the main parts of
the scene. The reconstruction is useful at least to get clusted interpretability. Although
certainly natural to wish to cluster on the temporal factor, this method appears inferior
to any of the preceding.

As an added advantage of using the modewise, Kronecker structured measurements,
we can in principle select measurement maps for different modes. Gaussian measure-
ment maps theoretically have some advantages over other types in terms of accuracy
for a fixed number of measurements, whereas applying RFD or other Fourier-like
transforms to modes that have longer fibers would net a better payoff in terms of over-
all run-time because of the faster matrix-vector multiply permitted by these structured
matrices. In this demonstration, we use Gaussian matrices along the spatial modes,
and R F D matrices for the temporal mode.

In the earlier work [10], the authors describe a variant of Tucker-Alternating Least
Squares (aka Higher Order Orthogonal Iteration) that employed TensorSketch to pro-
duce the necessary measurements used to reconstruct the same video tensor data we
have used here. In the subsequent work [16], different authors then perform the same
task, but use an approach which fits the framework we have described as Algorithm 1,
where the measurement matrices are Khatri-Rao structured, and the 2; have entries
drawn from standard Gaussian distribution. Here, analysis of the type afforded by
Theorem 43 may also help explain the discrepancy between the sketching dimensions
seen in [10] and [16]. Naturally there are several differences between the approaches,
but the CountSketch matrices used in TensorSketch operators as shown in [39] have a
@) (%) dependency in order to ensure the OSE property, whereas the other ensembles,
such as dense Gaussians, enjoy an O (1og %) dependence for this parameter.

As was discussed in [16], the video is not especially low-rank in practice — in
particular along the spatial dimensions in terms of relative error of the reconstruction.

Fig. 8 The 1456th frame of the grey-scale video is shown for the original, the one-pass, and two-pass
reconstructions using sketching dimension of m = 300, m = 601 and r = 50 for each mode. Although
the reconstructions for this choice of sketching dimension and rank truncation are not particularly accurate
for this video, nevertheless the reconstructions provide enough information to perform the summary task
of clustering the frames into the major temporal changes that occur during the scene
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However the clusters appear distinct enough that assigning clusters with this summary
type of information is still possible (Fig. 8).

Appendix A: Technical proofs

Herein we provide proofs for selected results from Section 2.1.

A.1: Proof of Lemma 15

Our proof of Lemma 15 will utilize several intermediate lemmas. Our first lemma
concerning the approximate preservation of inner products is a slight generalization
of [46, Corollary 2].

Lemma 44 (The JL property implies angle preservation) Let S C C" with cardinality
at most p and € € (0, 1). If a random matrix Q@ € C™" has the (e/4,8, 4p*)-JL

property for

S/:{Xer’x_y’x_H.y’x iy]x,yeS},
Ixll2 Myl Ixll2 Nyl Ixl2  lyllz Ixl2 1yl
then

[(Q2x, Qy) — (X, 9)| < €lx]2llyl2 Vx,y € S (A1)

will be satisfied with probability at least 1 — §.

Proof Note thatif eitherx = 0 ory = 0, then (A1) automatically holds because 0 < 0.
Thus, suppose without loss of generality that x, y # 0. Considering the normalizations

u= -, v= one can see that the polarization identity implies that

Y
2> lyll2°

3

1

Zzzf(|szu+, Q|2 — u+i v||2)
=0

3
1 € 2
‘ZZ lullz + Ivl2)* = e

=

[{(Qu, Qv) — (u, V)

A~

will hold whenever (14) holds with § < S and € < €/4. The result now follows by
renormalizing. ]

Remark 45 Note that if S C R” it suffices for a random matrix Q € R™*" to have the
(€/2, 8, 2p?)-JL property for a smaller set ' C R” in Lemma 44. This can be seen
by using the real version of the polarization identity instead of the complex version.

The next lemma constructs a set S to utilize in Lemma 44 based on two matrices with
normalized columns. The end result is an entrywise approximate matrix multiplication
property for the two column-normalized matrices in question.
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Lemma 46 (The JL property allows approximate matrix multiplies for unitary matri-
ces) Let V.e€ C™P and U € C" 4 have unit £*-normalized columns. Suppose
that Q € C™" satisfies (Al) from Lemma 44 where S = {ujluj =Ul[, j]} U
{levj =VI, j]}. Then

‘(V*Q*QU— V*U)k /.‘ <€, foralll <k < pand 1 <j<gq.

Proof Note that |S| = p + ¢g. Thus,

QV =|Qvi Qvy ... Qv, |, and QU = | Qu; Quy ... Quq

Hence, ((Q VY* QU ) k= (Qu;, Qvy). Therefore, given Lemma 44, for all choices
of k, j we have '

S/| < 4(p + ¢)* in Lemma 44. Furthermore,

’(V*Q*QU - V*U)k,./‘ = |(Quj, Qvi) — (uj, vi)| < ellvill2llujllz = e.
O

The next lemma constructs a new set S to utilize in Lemma 44 by selecting a
well chosen subset of the singular vectors of both A and B. This set will ultimately
determine how the finite set S promised by Lemma 15 depends on A and B. As we
shall see, it’s proven by applying Lemma 46 to two unitary matrices provided by the
SVDs of A and B.

Lemma 47 (The JL property implies the AMM property for arbitrary matrices) Let
A € CP*" and B € C"*1 have SVDs given by A = U1 X1 V* and B = UX, VS, and
suppose that Q2 € C™*" satisfies the conditions of Lemma 46 for U and V. Then,

IAQ*QB — AB||r < €llAllrlBllr

Proof We will expand the quantity of interest according the SVD of A and B. Doing
so we see that

|AQ*QB — AB||f = U121 V*Q*QUZL VS — Ui 1 VUL VS| F
= U Z) (VFQ*QU — V*U) VS| F
=) (V*Q*QU — V*U) Sl p

P q
= | DD E0i VU - VU (523
k=1 j=1
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p
< DD ok(A)elo;(B)?

k=1 j=1
p q

= | Y ou(A)? | 0j(B)?
k=1 j=1

= €|l AllFlIBIlF.

O

Lemmas 44, 46, and 47 now collectively prove the following generalized version
of Lemma 15.

Lemma 48 (The JL property provides the AMM property) Let A € CP*" and B €
C"*4. There exists a finite set S C C" with cardinality |S| < 4(p + q)? (determined
entirely by A and B) such that the following holds: If a random matrix Q € C™*"
has the (¢ /4, 8,4(p + q))-JL property for S, then Q will also have the (¢, §)-AMM
property for A and B.

We will make use of this simple centering result with regards to L? norms of random
variables.

Lemma 49 Suppose X a real random variable, and let p > 1, Then,

I1X —EXILr <20XLe

Proof Let u = E[X]. By Jensen’s inequality, |ullz» = [l < E[X]|] = [ X1
Observe,
I1X —wllpr < IXNze + llpelle
< IXMNpr + 11Xl L0
<2IXlze

Where we have used Minkowski’s inequality in the first line, and Jensen’s inequality
in the third. O

A.2: Proof of Theorem 19

A similar proof appears in support of [32, Theorem 2], which was itself simplified
from earlier work [31]. We reproduce the proof here for completeness, and to clarify
details. We begin by restating Theorem 19 for ease of reference.

Theorem 50 (Restatement of Theorem 19) Ler X € R™N of rank 7 < min{n, N}
have the full SVD X = UXVT, and let V,s € RN*"" denote the first v’ columns of
Ve RNXNforallr/ € [N]. Fixr € [n] and consider the head-tail split X = X, +X\,.
IfQ € R™N satisfies
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~

subspace embedding property (16) with € < %for A« XrT,

€

2. approximate multiplication property (19) with € < 6«/ﬁfor A <~ X\, and
B < Viin{r,7)»
3. JL property (14) with € <« gfor S <« {the n columns ofX\Tr ] and
4. approximate multiplication property (19) with € < # for A < X\, and B <
XT
\r
then X := XQT isan (€, 0,7)-PCP sketch of X.

Proof Let O € R™ be a an arbitrary matrix with orthonormal columns so that
QQT e R" " is an orthogonal projection matrix. It suffices to show that

cclu—conx| .

2
F

- 0enx], - | - oonixar|

Writing X in terms of its head-tail split, (A2) becomes

" a0 + X\,mTHi‘ <ela-oonx]’.
(A3)
where X, has the thin SVD representation X, = U, X, V,T with U, and V,- containing
the first r columns of U and V from the full SVD of X, respectively.*
Letting P := (I — QQ7), and using that tr AAT = | All3, one may expand the
left hand side of (A3). Noting that X\, X rT = 0and P = PT while doing so, we can
now see that

‘H(’ ~ 00" (X + X\)

" Ja-oonx v xper|

‘Hu - 00")(X, + X\

‘tr (P(X,X,T T X\,.X\T,)P> —tr (P(X,QTQX,T +x,9"ex!, + x, " ox! + X\,QTQX\Tr)P)‘ .

Regrouping terms in the last expression while noting the invariance of trace to
transposition, one can we can now further see that

’tr (P(X,X,T + X\,X\T,.)P) —tr (P(X,QTQX,T +x,e"ex!, + x, Q' ex! + X\,QTQX\Tr)P)‘
= |w(Petx] = x,27@xD)P) +2u (P(X, QT @X])P) + 1 (P, XT, - X\, 27 2X])P)|

< ’tr (P(X,X,T - X,QTQX,T)P)‘ ) ‘tr (P(X\,QTQX,T)P)‘ T ‘tr (P(X\,X\T, - X\,QTQX\T,_)P)’ .

YIr>NweletV, = V.
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Looking back at (A3) in the light of this last computation, one can now see that it
suffices to prove that

’tr (P(X,X,T - X,.QTQX,T)P)‘ +2 ’tr (P(x\,szTQx,T)P)} + ’tr (P(X\,X\T, - x\,QTQX\T,)P)(
< e|PX|F (A4)

holds to establish the desired result. Going forward we will therefore aim to prove
(A4) by proving each of the following three bounds:
@ |o (P, xI —x,@TQx"HP)| < SIPX|%,
) | (PX\QIexHP)| < £IPX]%, and
© ‘tr (P(X\,X\Tr — X\rQTQX\Tr)P)‘ < SIPX.
Proving (a) — (c) will establish (A4), thereby completing the proof.

Proof of Bound (a): Using again that tr AA” = tr AT A = ||A||% and that P = PT
we have

2 2
oo = axon)| || - e

Applying Lemma 13 in the light of assumption 1, we now have that

2
‘tr(P(XrXrT—XrQTQXrT)P)‘ < % ”XFTPHF =< ‘ V,VrTXTPHF
2
<<|xme| = Zuexii
3 F 3

as desired.
Proof of Bound (b): Using the invariance of trace to both transposition and per-
mutations, as well as that PT = P = P2, we can see that

‘tr (P(X\,QTQX,T)P)( - ‘tr (P(X,QTQX\Tr)P)( - )tr (PX,QTQX\T,)

Recalling the full SVD X = UX VT, we note that if 7 := rank(X) < min{n, N} we
can remove the last n — 7 columns of U, the last N — 7 columns of V, and the lastn — 7
rows and N — 7 columns of ¥ to form the thin SVD X = UL VT with U € R,
¥ e R™ and V € RV*7. Having done so we note that ¥ will be invertable and that
UUTXr = X, so that we may write

| "
= |u(POUT X, 2" 2x])
= | (POSVTVET 07X, Q7 2x],)
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Recall now that (A, B)r := tr(ABT) is an inner product on matrices with [|A| r =
Vtr(AAT). Hence, we may apply the Cauchy-Schwarz inequality to our last expression
to see that

‘tr (P(X\rQTQXrT)P>‘ - ‘tr ((PX) (Vi—lﬁTerTQx\T,))‘

< |PX|IF HVE”UTX,QTQX\T,

F
— IPX||F Hi—‘UTerzTQX\T,

e

Expanding X, in terms of its thin SVD representation X, = U, X, VrT we now have
that

‘tr (P(X\,QTQX,T)P>‘ <IPX|F|£7'07 X, Q7 X!,

F
= PX|lr | 270U E V] QT QX

F
= 1PXIIF | Vi1 2" QX1

min{r,7}

F
= |PX|F | X\ Q2" QVining-7)

P

Finally, we may now use that X\ Vming 7y = XUn — ViV Vg 7y =
X (Vmin{r,F} - Vmin{r,?}) = 0 to see that

e (POt QT RXTIP)| < IPXIF | X0 Q7 QViingr 74

F
= 1P X1l | X\ 27 Vaingr 7y — X Viinir 7

F

€
<10t (s bl el ).

where we have utilized assumption 2 in the last inequality. We are now finished after
using that H Viningr,7} || » = +/min{r, 7}, and noting that ||X\r || r < [PX]|F holds for
all rank n — r or greater orthogonal projections P by the definition of X,.
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Proof of Bound (c): Again using the invariance of trace to permutations as well as
P = P2 =1— Q07T we have that

‘tr (P(X\rX\T, - X\,-QTQX\T,)P)‘ = ‘tr (P(X\rX\T, _ XVQTQX\Q)‘
— i (11 = 00"\ X, — x, @7 2xT))|

< i (3 X7, - x " x])

+ ‘tr (QQT(X\,X\T, - X\,QTQX\T,))‘

2
< Joa'l o - xoaraxi],.

2
T T
<[l - Jext

where we have again utilized Cauchy-Schwarz in the last inequality Utilizing assump-
tion 3, the first term just above can be bounded by & ||X ||2 = ||X\r||F using an
argument analogous to the proof of Lemma 13. Doing so We see that

€
’tr(P(X\,X\r X\,QTQX\,)P)( |\X\,||F+HQQ H HX\,X\, xyerext|

6

€
= Xy 1%+ WHX\,X\, ~xperaxl|

Finally, we may now employ assumption 4 to bound the second term just above.
Doing so we obtain that

€
)tr (P(X\,X\T, - X\,QTQX\T,)P)‘ X IF+ V7 ”X\rX\Tr - xyefex |
€
g||X\r||F +Vr—— \/—”X\r”F
€
§||X\r||F

To conclude we note again that ” X\r H r < [IPX||F holds for all rank n — r or greater
orthogonal projections P by the definition of X. O

Appendix B: Algorithms

There are four tasks relevant in Algorithm 1 where by making difference choices
for these tasks, we get variants of the algorithm. Two of the tasks are related to the
measurement process: sketching the tensor in order to produce leave-one-out measure-
ments, and also sketching the tensor without leaving out a mode in order to produce
measurements useful in computing the core. The second two tasks are then recovering
the factor matrices, and recovering the core.

Note, if we permit a second pass on the tensor X" after estimating factor matrices
Q;, then core measurements are not necessary, and the optimal core given these factor
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matrices can be found by computing
G=Xx10f x20] - xa 0

See section 4.2 in [1]. This then is the computation used in two-pass versions of
the algorithm; it requires first to compute the factor matrices from measurements, and
then apply these factors modewise to the original tensor; no separate measurement
tensor for the core is required. Crucially however, this relies on a second access to the
data; for which we are computing a HOSVD.

In this appendix then, we break apart Algorithm 1 into these tasks, and show how
combining different choices for these tasks produces the variants of the algorithm
considered.

Within the pseudo-code, “unfold” refers to the operation of taking a tensor and
flattening it into a matrix of the size listed by arranging the specified mode’s fibers
as the columns. The operation “fold” is the inverse of this, taking a matrix as viewed
as an unfolding along the specified mode and reshaping it into a tensor of the given
dimensions.

Algorithm 2 takes measurement matrices (e.g. sub-gaussian random matrices) and
the data tensor X and produces a set of leave-one-out measurements which can be
viewed as tensors or as flattened matrices. That is, it is practical to apply the mea-
surement matrices along the modes and obtain a tensor of measurements with d — 1
modes each of length m and one mode of length n, see Fig. 1 for a schematic depic-
tion. The measurement process takes slices of the tensor and maps them to (smaller)
slices with (mostly) shorter edge lengths. Or we can conceive of the measurements as
a matrix by unfolding the measurement tensor along the mode that is uncompressed
and thus obtaining a matrix of size n x m?=1 one such matrix for each mode i € [d].
It is Kronecker structured because of the correspondence of modewise products of
tensors with matrices to matrix products of unfoldings of a tensor with matrices, see
for example (3).

Alternatively, we can use Algorithm 3 which also produces a set of leave-one-out
measurements of the tensor X which can be viewed as a matrix. It is Khatri-Rao
structured because the measurement matrix applied to the unfolding is formed using
Khatri-Rao products. Note, unlike Algorithm 2, there is not necessarily any natural
way to view the measurements B; as tensors of d modes - the sketching process in
this case takes slices of the tensor and maps them to vectors and we gather these into
matrices B; of size n x m foreachi € [d].

In order to estimate the core, we wish another, independent set of measurements.
These are obtained in the manner as Algorithm 2, only now we are permitted to
compress all the modes, producing a tensor of d modes all with side length equal to
me.

Next, we describe the procedure which takes as input (a) leave-one-out measure-
ments of X (from Algorithm 2 or 3), (b) the full-rank sensing matrices applied to
the uncompressed modes of X, and (c¢) our desired target rank vector of r, and then
outputs a factor matrix Q; for each mode. In the case of exact arithmetic, no rank
truncation, and no noise, this exactly recovers the factors (see (24)).
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Algorithm 2 Leave-One-Out Kronecker Sketching.
input :
Q(;,j) where rank(Q2; ;) = n and Q( jy € R"*" fori, j e [d],i # ]
X a d mode tensor with side lengths n
output: B; fori € [d]

# COMPLETE MEASUREMENT SUMMARY
for i € [d] do
Bi < X x1 Q1) X2 Q,2) X3+ Xq Qi.a)
# Now unfold the measurement tensor so the mode-i

fibers are columns, size n x md™!

B; < unfold(B;, n x m4~!
end

,mode = 1)

# AN EXAMPLE ONE-PASS VARIANT
Initialize B; < Matrix of Os Vj € [d]
for (i1, ...,iq) € [n]? do
for j € [d] do
Y < (RG.1):0i OO, j—1:i; 1 O, j+1))ij4 O O(82(.a)))1.ig
Bj < Bj+ Xiyijoia (2.0).1, ¥
end
end

Algorithm 3 Leave-One-Out Khatri-Rao Sketching.
input :
Q(,‘,]’) where rank(Q(i,i)) = n and Q(iyj) e R™*" for i, ] eldl,i 75 ]
X a d mode tensor with side lengths n
output: B; fori € [d]
fori € [d] do
Bi < QX1 (R s Qi e Qi1 Qi1 e Qi g)
end

T

Algorithm 4 Core Sketching.
input :
d; e R"*" i e [d]
X a d mode tensor with side lengths n
output: 5,
B < X x1 & xp &y x3--- X5 Dy

Lastly, we consider the task of obtaining the core of the HOSVD of the data tensor.
The two ways described in Section 3 are to either compute the core using a second
access to the data tensor - in which case this is a matter of applying the transpose of
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Algorithm 5 Recover HOSVD Factors from Leave-One-Out Measurements.
input :

B; € R”X’”{Fl fori € [d] measurements that leave mode i uncompressed
Q(i,,‘) € R " fori € [d]
r = (r,...,r) desired rank for HOSVD
output: Q1,..., Q4 € R**"
# Factor matrix recovery
fori € [d] do
# Solve nxn linear system
Solve Q(i,i)Fi = Bi for Fl
# Compute SVD and keep the top r singular vectors
U,Z, VT <« SVD(F))
Qi < U,
end

the factor matrices from Algorithm 5 to the data tensor. This is detailed in Algorithm
10.

Algorithm 6 Compute HOSVD Core with Second Access.
input :
01,..., Q4 € R computed factor matrices
X a d mode tensor with side lengths 7.
output: G a d mode tensor with side lengths r

G=Xx; 0] x208--- x4 00

In the scenario in which a second access to the tensor is not desired, instead we
obtain the core of the HOSVD by solving a linear system involving the measurement
operators and the factor matrices, see (33). This is equivalent to solving the linear
system a mode at a time as detailed in Algorithm 7, a method of practical value
because it does not require as much working memory.

A third possibility is to “re-use” leave-one-out measurements to compute the core.
Theoretically this involves new dependencies on the errors introduced by estimating
the factors and errors introduced by recovering the core that are not addressed in any of
our main results. Practically however, it would be desirable to avoid having to produce
the core measurement tensor, and empirically on synthetic data the overall error is not
effected.

We are now able to state the variants of the general algorithm.
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Algorithm 7 Recover HOSVD Core from Measurements.

input :
B, a d mode tensor with side lengths m
d; € RMexn
01, ..., Q4 € R computed factor matrices
output: H
fori € [d] do
# unfold measurements, mode-i fibers are columns,

- i —1—(i—1
size me xrt Um? @D

H < unfold(B,, m, x r(i_l)mf_l_(i_l), mode = i)

# Undo the mode-i measurement operator and factor’s
action by finding least square solution to m. Xr
over-determined linear system

Solve ®; Q; Hyew = H for Hy

# reshape the flattened partially solved core into
a tensor

B, < fold(Hpew, 7 X 1+ X F Xme X +++ X me, mode = i)

i d—i
# Each iteration m,—r in ith mode
end

Algorithm 8 Recover HOSVD Core from Recycled Leave One Out Measurements.
input :
B for a fixed j.
Q; ; foreachi € [d]

01,..., Q4 € R computed factor matrices
output: H
for i € [d] do

# unfold measurements, mode-i fibers are columns,
size m x r@=Dpyd-1-G=1

H < unfold(Bj, m x ri=Dmd=1=0=1 ‘mode = i)

# Undo the mode-i measurement operator and factor’s
action by finding least square solution to m Xxr
over-determined linear system

Solve Q2 i) Qi Hnew = H for Hyey

# reshape the flattened partially solved core into
a tensor

Bj < fold(Hpew, r X r--+ X1 Xme X +++ X me, mode = i)

i d—i
# Each iteration m — r in ith mode or n — n when
i=j

end
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Algorithm 9 Recover HOSVD Kronecker One Pass.

# Obtain measurements for factors with Alg. 2
Bi, By, ..., By < Leave-One-Out Kronecker Sketchlng({Q(l J)}
# Obtain measurement for core with Alg. 4

B, < Core Sketching({®;};¢[47» X)

# Estimate factor matrices using Alg. 5

01, 0s, ..., Q4 < Recover HOSVD Factors from
Leave-One-Out Measurements ({Q(ivi)}ie[d] ABitiea)» (ry.. 1)
# Estimate core using Alg. 8

H < Recover HOSVD Core from Measurements({®;}; (47 » Be)

output: X = [, 01, ... 04l

i,jeld]’ - X)

Algorithm 10 Recover HOSVD Kronecker Two Pass.
# Obtain measurements for factors with Alg. 2
Bi, By, ..., By < Leave-One-Out Kronecker Sketching ({2 j)}

# Estimate factor matrices using Alg. 5

01, 02, ..., Q4 < Recover HOSVD Factors from
Leave-One-Out Measurements({Q(i,i)}ie[d] ABiYieay» (ry ..., 1))
# Compute core using Alg. 6

H < Compute HOSVD Core with Second Access({Q;}i¢[q7, X)

output: X = [H, Q1,... Q4]

i,jeld]’ » X)

Algorithm 11 Recover HOSVD Khatri-Rao One Pass.

# Obtain measurements for factors with Alg. 3
Bi, B, ..., B; < Leave-One-Out Khatri-Rao Sketchlng({Q(, J)}
# Obtain measurements for core with Alg. 4

B, < Core Sketching({®;};¢[47, X)

# Estimate factor matrices using Alg. 5

01, 02, ..., Q4 < Recover HOSVD Factors from Leave-One-Out
Measurements ({Q(,",')}ie[d] ABiYicia), (oo 1)

# Estimate core using Alg. 8

H < Recover HOSVD Core from Measurements({®;}; (47 » Be)

output: X = [H, Q1. ... 04l

i,jeld]’ » )
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Algorithm 12 Recover HOSVD Khatri-Rao Two Pass.
# Obtain measurements for factors with Alg. 3
B1, By, ..., B; < Leave-One-Out Khatri-Rao Sketching({Q(i)j)}l. jeld) X)
# Estimate factor matrices using Alg. 5
01, 02, ..., Qg < Recover HOSVD Factors from Leave-One-Out
Measurements ({Q(i’i)}ie[d] ABitieta), ry .., 1))
# Compute core using Alg. 6
H <« Compute HOSVD Core with Second Access({Q;}i¢[q7, X)

output: X = [H, O1,... 041
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