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Abstract. We give improved estimates for the size of the singular set of minimizing capil-

lary hypersurfaces: the singular set is always of codimension at least 4, and this estimate

improves if the capillary angle is close to 0, π
2

, or π. For capillary angles that are close to 0

or π, our analysis is based on a rigorous connection between the capillary problem and the

one-phase Bernoulli problem.
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1. INTRODUCTION

Given a smooth Riemannian (n + 1)-manifold with boundary (X n+1,h), functions σ ∈
C 1(∂X ) satisfying σ ∈ (−1,1) and g ∈ C 1(X ), and an open subset E ¢ X , the Gauss’ free

energy is

(1.1) A (E) =H
n(∂∗E ∩ X̊ )−

ˆ

∂∗E∩∂X

σ(x)dH
n +
ˆ

E

g (x)d x.

Stationary points (subject to a volume contraint) to the Gauss’ free energy model the equi-

librium state of incompressible fluids. Indeed, letting X be the container and E the por-

tion of the fluid, the three terms in (1.1) represent the free surface energy (proportional
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to area of the separating surface), the wetting energy (modeling the adhesion of the fluid

with the wall of the container), and the gravitational energy, respectively. The interface,

M = ∂E ∩ X̊ , is usually called a capillary surface. Formally, if E is a stationary point of A ,

then the capillary surface M should have prescribed mean curvature g and boundary con-

tact angle cos−1(σ). However, it is well-known that minimizers of A may have a singular

set. The main result of this paper gives improved bounds for the size of this singular set.

Theorem 1.1. There exist ε0,ε1 > 0 such that the following holds. Let (X n+1,h) be a smooth

manifold with boundary, σ ∈ C 1(∂X ), −1 < σ < 1, and g ∈ C 1(X ). Suppose that E ¢ X is a

Caccioppoli set that minimizes (1.1). Then M = spt(∂E ∩ X̊ ) is a smooth hypersurface of M

away from a closed set sing(M).

(1) We always have that dim(sing(M)∩∂X ) É n −4;

(2) Let S1 = {x ∈ ∂X : σ(x) ∈ (−1,−1+ε0)∪ (1−ε0,1)}. Then

dim(sing(M)∩S1) É n −5.

(3) Let S2 = {x ∈ ∂X : σ(x) ∈ (−ε1,ε1)}. Then

dim(sing(M)∩S2) É n −7.

Previously, the best known partial regularity, dimsing(M) É n −3, was proven by Taylor

in [26]. This was extended to the anisotropic case (extending the free surface energy to

an elliptic integral depending on the surface unit normal) by De Philippis–Maggi in [10].

When θ = π
2

, the surface M is usually called a free-boundary minimal surface, and satis-

fies the sharp estimate dimsing(M) É n − 7 by Grüter–Jost [16]. Capillary surfaces have

shown potential applications in comparison geometry (see, e.g. [19, 20]), where a major

stumbling block was the lack a satisfactory boundary regularity in the form of Theorem

1.1.

By the ε-regularity and compactness theorems due to De Philippis–Maggi [10], the mono-

tonicity formula of Kagaya-Tonegawa [18] (see also [9]), and Federer’s dimension reduc-

tion, Theorem 1.1 follows from the classification of capillary minimizing cones with an

isolated singularity. Thus, for every open set U ¢ Rn+1, let us consider the functional (re-

call that cosθ =σ by the first variation)

A
θ

U (Ω) = |∂∗Ω∩Rn+1
+ ∩U |−cosθ|∂∗Ω∩∂Rn+1

+ ∩U |.

We denote A
θ

Rn+1 simply by A
θ, where Rn+1

+ = {x1 > 0} is an open half space. We say that a

Cacciopolli set Ω¢ Rn+1
+ minimizes A

θ, if for every pre-compact open set U ¢ Rn+1,

A
θ

U (Ω) ÉA
θ

U (Ω′),

for every Cacciopolli set Ω′ ¢ Rn+1
+ such that Ω∆Ω

′ is compactly contained in U .

Theorem 1.1 is thus a consequence of the following classification result for cones.

Theorem 1.2. There exist θ0,θ1 > 0 such that the following holds. Let Ω ¢ Rn+1
+ be a mini-

mizing cone for A
θ and M = ∂Ω∩Rn+1

+ . Assume that M is smooth away from 0. Suppose

one of the following holds:

(1) n É 3;
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(2) n = 4, θ ∈ (0,θ0)∪ (π−θ0,π);

(3) 4 É n É 6, θ ∈ (π
2
−θ1, π

2
+θ1).

Then M is flat.

Since any A
θ-minimizer Ω gives a A

π−θ-minimizer Rn+1
+ \Ω, we may, without loss of

generality, assume that θ ∈ (0, π
2

]. With this in mind, each of the three cases in Theorem

1.2 is treated differently. Case (1) follows from an Almgren-type argument as in [1] by an-

alyzing the stability inequality on the spherical link Σ= M ∩Sn(1), and a topological clas-

sification result for embedded capillary disks analogous to Fraser–Schoen [15] in the free-

boundary case. Case (3) is analogous to the previous work by Li–Zhou–Zhu on the stable

Bernstein theorem for capillary surfaces [21, Appendix C], which follows from a careful

Simons-type computation as in [25], extending the one for stable free-boundary minimal

hypersurfaces.

1.1. Relationship with one-phase free boundary problem. The most interesting part of

Theorem 1.2 is Case (2), and it relies on a novel application of the connection between

the capillary problem and the one-phase Bernoulli free boundary problem. To motivate

the discussion, let us assume, for simplicity, that Rn+1
+ = {x1 > 0}, and M is contained in the

graph over the x1-direction of a Lipschitz function u - i.e. there exists u ∈ Lip(Rn = {x1 = 0})

such that

M = {(u(x ′), x ′) : x ′ ∈ Rn ,u(x ′) > 0},

here x ′ = (x2, · · · , xn). Set v = u
tanθ . Assuming that |Lip(v)| is uniformly bounded as θ→ 0,

we compute that

A
θ(Ω) =

ˆ

{u>0}¢Rn

(
√

1+|Du|2 −cosθ1{u>0}

)

d x ′

=
ˆ

{u>0}

(
√

1+ tan2θ|Dv |2 −cosθ1{v>0}

)

d x ′

=
ˆ

{u>0}

(

(1−cosθ)1{v>0} +
1

2
tan2θ|Dv |2 +O(θ3)

)

d x ′

=
1

2
tan2θ

ˆ

{u>0}

(

|Dv |2 +1{v>0} +O(θ)
)

d x ′

(1.2)

Thus, as θ→ 0, v = u
tanθ

should be an one-homogeneous minimizer of the functional

(1.3) J (v) =
ˆ

Rn

(

|Dv |2 +1{v>0}

)

d x ′.

The functional (1.3) is the well-known one-phase Alt–Caffarelli functional, and the above

argument shows heuristically that J should be the linearization of A
θ as θ→ 0.

There is a vast literature concerning regularity of minimizers of the Alt–Caffarelli func-

tional; see, for example, [2], [6], [17], [27]. We also refer the readers to the book by Caffarelli–

Salsa [7] for an excellent expository of the problem. We note that the idea of J being the

linearization of A
θ is well-known to the experts (see e.g. [4, 14] and [13, Section 5]), but
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this seems the first time that the fine approximation (1.2) has been rigorously established

and used to deduce geometric consequences.

Theorem 1.3. Let θi → 0+, Ωi be a sequence of cones minimizing A
θi with an isolated sin-

gularity at 0, and Mi = ∂Ωi ∩Rn+1
+ . Then for i sufficiently large, Mi is contained in the graph

of a Lipschitz function ui over Rn = ∂Rn+1
+ . Moreover, up to a subsequence, {

ui

tanθi
} converges

in (W 1,2
loc

∩Cα)(Rn) to an one-homogeneous minimizer v to the Alt–Caffarelli functional J for

all α ∈ (0,1), and the free-boundaries ∂{ui > 0} → ∂{v > 0} in the local Hausdorff distance.

Therefore a smooth (away from 0) capillary cone with small angle has a fine approxima-

tion in by 1-homogenous minimizers to J . Additionally, in low dimensions (e.g. n É 4 by

[6, 17]), it is known that an one-homogeneous minimizer to (1.3) is (x ·n)+ for some unit

vector n. In this case, we show that the improved convergence

ui

tanθi
→ v

holds actually in C 2 away from the origin. We use this to prove case (2) of Theorem 1.2.

More generally, we have the following result.

Theorem 1.4. Let n Ê 2. Assume that the only one-homogeneous minimizers of J on Rn

are given by (x ·n)+ for some unit vector n. Then there exists θ0 = θ0(n) > 0, such that any

minimizing cone for A
θ in Rn+1

+ with an isolated singularity at 0 is flat.

1.2. Organization. In Section 2 we recall some preliminaries for capillary surfaces, mini-

mal cones in the Euclidean space and the Alt-Caffarelli functional. In Section 3 we prove

case (1) of Theorem 1.2. We carry out the rigorous relation between the capillary prob-

lem and the one-phase Bernoulli problem in Section 4, and prove case (2) of Theorem 1.2.

Finally, we prove case (3) of Theorem 1.2 in Section 5.
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for bringing our attention to the connection between the capillary problem and the one-

phase Bernoulli problem, and thank Guido De Philippis, Fang-Hua Lin, and Joaquim Serra
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O.C. was supported by a Terman Fellowship and an NSF grant (DMS-2304432). N.E. was

supported by an NSF grant (DMS-2204301). C.L. was supported by an NSF grant (DMS-

2202343) and a Simons Junior Faculty Fellowship.

2. PRELIMINARIES

2.1. Notation. We take (X ,h) to be a smooth Riemannian manifold with boundary, E ¢ X

an open set with M = ∂E ¢ X̊ smooth. Let ν be the unit normal vector field of M in E that

points into E , η be the unit normal vector field of ∂M in M that points out of X , η be the

unit normal vector field of ∂X in X that points outward X , ν̄ be the unit normal vector field

of ∂M in ∂X that points into ∂E ∩∂X . Let S : TM → TM denote the shape operator defined

by S(Y ) =−∇Y ν, and A the second fundamental form on M given as A(Y , Z ) = +S(Y ), Z , =
+∇Y Z ,ν,. Particularly, if M is unit sphere in Rn+1 viewed as the boundary of the unit ball

E then we have that S = id and A = gM .
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We write Rn+1
+ = {x ∈ Rn+1 : x1 > 0}, Rn = ∂Rn+1

+ = {x1 = 0}, and let π : Rn+1
+ → Rn be the

orthogonal projection. Given any set S, let d(x,S) be the Euclidean distance from x to S.

We denote by Br (S) = {x : d(x,S) < r }. Constants of the form c or ci will always be Ê 1.

2.2. First and second variation of capillary functional. Say E is stationary for the capil-

lary functional (1.1), if d
d t
|t=0A (Et ) Ê 0 for all variations Et . Take M = ∂E ∩ X̊ . The station-

ary condition is equivalent to

HM = g in X̊ , +ν, η̄, = cosθ on ∂M ∩∂X .

E is stable for (1.1), if d 2

d t 2 |t=0A (Et ) Ê 0 for all variations Et . The stability condition is equiv-

alent to

(2.1)

ˆ

M

(

|∇M f |2 − (|AM |2 +Ric(ν,ν)) f 2
)

dH
n −cotθ

ˆ

∂M

AM (η,η) f 2dH
n−1 Ê 0,

for all f ∈C 1
0 (M). We refer the readers to [22, Section 1] for the deductions. Particularly, if

X = Rn+1, then stability gives

(2.2)

ˆ

M

(|∇M f |2 −|AM |2 f 2)dH
n −cotθ

ˆ

∂M

AM (η,η) f 2dH
n−1 Ê 0.

We write LM =∆M +|AM |2 the Jacobi operator.

We will often work with capillary stable (minimizing) cones Ω in Rn+1
+ . By definition,

Ω¢ Rn+1
+ is stationary and stable (minimizing) for A in Rn+1

+ . We say Ω is a smooth cone,

if M = ∂Ω∩Rn+1
+ is smooth away from the origin.

2.3. The Alt-Caffarelli functional. For an open set U ¢ Rn and u ∈W 1,2(U ), write

JU (u) =
ˆ

U

|Du|2 +χU∩{u>0}d x

for the Alt–Caffarelli functional. We will say that u ∈ W 1,2
loc

(U ) minimizes JU if for every

U ′ ¢¢ U and every w −u ∈ W 1,2
0 (U ′) we have JU ′(u) É JU ′(w). If U = Rn we will simply

write JRn = J , and call any minimizer of JRn an entire minimizer of J .

We require the following basic fact.

Lemma 2.1. Let u ∈ W 1,2
loc

(Rn) be an entire minimizer of J . Then there exists a constant

c0(n) > 0 such that
1

c0
d(x,∂{u > 0}) É u(x) É d(x,∂{u > 0}).

Proof. The lower bound follow from [2, Corollary 3.6], and the sharp upper bound is a

consequence of the estimate |Du| É 1 (see, e.g. [17, Section 2.2]). □

We will also make important use of the classification of entire minimizers.

Theorem 2.2 ([17]). Assume n É 4. Let u ∈ W 1,2
loc

(Rn) be an entire minimizer of J . Then

u = (x ·n)+ for some unit vector n.

Proof. The classification of 1-homogenous minimizers is due to [17]. The same classifica-

tion holds for entire minimizers that are not a priori 1-homogenous by an obvious blow-

down argument and the Weiss monotonicity [28]. □
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3. THE CASE n = 3

Proposition 3.1. Suppose Ω¢ Rn+1
+ is a cone, stationary and stable for A

θ, and M = ∂Ω∩
Rn+1
+ . Assume that M has an isolated singularity so that Σ= M ∩Sn(1) is smooth. Then we

have that

(3.1) inf
f ∈C 1(Σ)

´

Σ

(

|∇Σ f |2 −|AΣ|2 f 2
)

−cotθ
´

∂Σ AΣ(η,η) f 2

´

Σ
f 2

Ê−
(

n −2

2

)2

.

Proof. This follows from [5, Lemma 4.5]. Note that any homogeneous extension of the first

eigenfunction with the capillary boundary condition (i.e.
∂ f

∂η = cotθA(η,η) f ) satisfies the

same boundary condition. □

Proof of Theorem 1.2 when n = 3. When n = 3, (3.1) becomes
ˆ

Σ

(|∇Σ f |2 −|AΣ|2 f 2)−cotθ

ˆ

∂Σ

AΣ(η,η) f 2 Ê−
1

4

ˆ

Σ

f 2,

for every f ∈ C 1(Σ). Setting f = 1 and using the traced Gauss equation to write |AΣ|2 =
1−KΣ+ 1

2
|AΣ|2, we have that

ˆ

Σ

KΣ−cotθ

ˆ

∂Σ

AΣ(η,η) Ê
3

4
H

2(Σ)+
1

2

ˆ

Σ

|AΣ|2.

Using [19, (3.8)], one finds that cotθAΣ(η,η) = −kg , where kg is the geodesic curvature of

∂Σ with respect to the outward unit normal vector field. Thus, the above gives

3

4
H

2(Σ) É
ˆ

Σ

KΣ+
ˆ

∂Σ

kg = 2πχ(Σ).

In particular, we have that χ(Σ) > 0 and thus Σ is a topological disk.

We then proceed exactly as in [15, Theorem 2.2]. Precisely, let u : D → Sn
+ be the proper

minimal embedding such that Σ= u(D). Take the standard complex coordinates z = x1 +
i x2, and consider the function

φ(z) = AΣ

(

∂

∂z
,
∂

∂z

)2

.

Here AΣ(∂z ,∂z) is the second fundamental form in these coordinates, given by AΣ(∂z ,∂z) =
+∇du(∂z )du(∂z),ν,. By [15, Theorem 2.2], we have that φ is a holomorphic function in D .

Now consider the boundary behavior of φ. For this, take (r,θ) the polar coordinates on D ,

so that z = r e iθ. Set w = log z = logr + iθ. Then A(∂z ,∂z) = 1
z2 A(∂w ,∂w ). Along ∂Σ, we have

that

du(
∂

∂r
) =λη=λ(cosθη̄+ sinθν̄), ν= cosθν̄− sinθη̄,

here λ= |du( ∂
∂r

)|. Consequently, we conclude that

AΣ

(

∂

∂r
,
∂

∂θ

)

=λ
〈

∇
du( ∂

∂θ )
(cosθη̄+ sinθν̄),cosθν̄− sinθη̄

〉

= 0,
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because |ν̄| = |η̄| = 1 and ∂Sn
+ is totally geodesic. Consequently, the same argument as in

[15, Theorem 2.2] shows that z4φ(z) vanishes identically on D , and that Σ is totally geo-

desic. □

4. THE CASE n = 4 WITH θ CLOSE TO 0

In this section, we consider Ω¢ Rn+1
+ that minimize the functional

A
θ(Ω) = |∂∗Ω∩Rn+1

+ |−cosθ|∂∗Ω∩∂+Rn+1|

in B1 or (later) in compact subsets of Rn+1. Here θ ∈ (0, π
2

]. We say Ω is a smooth minimizer

of A
θ in U if M := ∂Ω∩Rn+1

+ is a smooth hypersurface in U , which extends smoothly up

to the solid boundary ∂Rn+1
+ .

Most of our work in this Section is focused on proving the following convergence theo-

rem, which is essentially a generalization/refinement of Theorem 1.3.

Theorem 4.1. Let θi → 0+, Ωi be a sequence of minimizers of A
θi in B1 which are smooth

(resp. conical with an isolated singularity at 0), and Mi = ∂Ωi ∩Rn+1
+ . Then for a dimen-

sional constant ε(n) and i sufficiently large, Mi ∩B1/2∩Bε(Rn) (resp. Mi ∩B1/2) is contained

in the graph of a Lipschitz function ui over B n
1/2

≡ ∂Rn+1
+ ∩B1/2. Moreover, up to a subse-

quence, θ−1
i

ui converges in (W 1,2
loc

∩Cα
loc

)(B n
1/4

) to a minimizer v (resp. one-homogenous

minimizer v) to the Alt–Caffarelli functional J for all α ∈ (0,1), and the free-boundaries

∂{ui > 0} → ∂{v > 0} in the local Hausdorff distance in B n
1/4

.

If n É 4, then v is entirely regular (resp. linear), and the convergence θ−1
i

ui → v is C 2,α
loc

in

B n
1/4

. Near the free-boundary this is interpreted in the sense of the Hodograph transform.

Remark 4.2. More generally, in Theorem 4.1 (and Lemma 4.14) instead of assuming n É 4

one can assume n+1 É k∗, where k∗ is the smallest dimension in which there is a non-linear

1-homogenous minimizer of J in Rk∗
. The value of k∗ is not yet known, but by the works of

[17], [12], k∗ ∈ {5,6,7}.

4.1. Preliminaries. Our first Lemma says that if the interior surface M := ∂Ω∩ Rn+1
+ is

smooth (up to the boundary), then in a region uniform far away from the interface ∂M ∩
B1 ¢ ∂Rn+1, M is mass-minimizing in the sense of boundaries.

Lemma 4.3. Let Ω be a smooth minimizer of A
θ in B1, and let M = ∂Ω∩B1 ∩Rn+1

+ , E =
Ω∪ (π−1(∂Ω∩∂Rn+1

+ ) \ Rn+1
+ ), and S =π−1(∂M ∩∂Rn+1

+ ∩B1). Then

∂[E ]?(B1 \ S) ≡ [M ]

is a mass-minimizing boundary in B1 \ S.

Proof. By construction we have ∂E = M in B1 \S. Let F be a Caccioppoli set in B1 such that

F∆E is contained in a compact subset W of B1 \S. Without loss of generality (by replacing

W by a compact set containing it), we can assume that W =π−1(W0)∩Br for W0 ¢ Rn and

r < 1. Since M ≡ ∂Ω∩B1 ∩Rn+1
+ is a smooth minimal hypersurface and (by the maximum

principle) meets ∂Rn+1
+ only at ∂M , there is an ε> 0 so that

(4.1) d(x,∂Rn+1
+ ) Ê 2ε ∀x ∈ ∂Ω∩W.
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Define the piecewise linear map pε(x1, . . . , xn+1) = (max{x1,ε}, x2, . . . , xn+1), and define

Fε = F ∪ ({x1 > ε}∩B1). We have ∂∗Fε = pε(∂∗F ) and pε(∂∗F )∩W = pε(∂∗F ∩W ), and

so since Lip(pε) É 1 we get the inequality |∂∗Fε ∩W | É |∂∗F ∩W |. From (4.1) we have

Fε∆Ω ¢¢ W ∩ {x1 > 0}. Therefore if we set Ω′ = Fε∩Rn+1
+ we can make the comparison

A
θ

W
(Ω) ÉA

θ
W

(Ω′). But since ∂∗Ω′∩∂Rn+1
+ = ∂∗Ω∩∂Rn+1

+ , we can deduce the inequalities

|∂∗E ∩W | = |∂∗Ω∩Rn+1
+ ∩W | É |∂∗Ω′∩Rn+1

+ ∩W | = |∂∗Fε∩W | É |∂∗F ∩W |. □

We next recall the following application of the Allard regularity theorem.

Theorem 4.4. There is an ε1(n) such that the following holds. Let T = ∂[E ] be a mass-

minimizing boundary in Br such that

0 ∈ sptT, sup
sptT∩Br

r−1|x1| < εÉ ε1.

Then sptT ∩Br /2 = graphRn (u) for some C 2 function u with the estimate

r |D2u|+ |Du|+ r−1|u| É c1(n)ε, in Br /2.

Proof. The estimate is scaling invariant so we assume r = 1 without loss of generality.

Assume the Proposition fails: then for any predetermined c(n), there exists a sequence

of mass-minimizing boundaries T j = ∂[E j ] and numbers ε j → 0, so that 0 ∈ sptT j and

supsptT j∩B1
|x1| É ε j , but sptT j ∩B1/2 is not the graph of a C 2 function over {x1 = 0} satisfy-

ing |u|C 2 É c(n)ε j .

Passing to a subsequence, by compactness of mass-minimizing boundaries we can as-

sume E j → E and T j → T = ∂[E ] for some mass-minimizing boundary T . However our

contradiction hypothesis implies 0 ∈ sptT and sptT ¢ {x1 = 0}. Therefore we must have

T = ±∂[{x1 < 0}], and hence T j → [{x1 = 0}] with multiplicity-one. Allard’s them implies

that for j k 1, sptT j ∩B1/2 = graphRn (u) with |u|C 2 É c(n)supsptT j∩B3/4
|x1| É c(n)ε j , which

is a contradiction. □

We recall the Harnack inequality for harmonic functions on mass-minimizing bound-

aries by Bombieri–Guisti [3].

Theorem 4.5 ([3, Theorem 5]). Let T = ∂[E ] be a mass-minimizing boundary in B n+1
1 . There

are constants σ(n) ∈ (0,1), c2(n) such that if u ∈C 1(B1) satisfies
ˆ

∇u ·∇φdµT = 0, ∀φ ∈C 1
0 (B1),u > 0 on sptT,

then

sup
sptT∩Bσ

u É c2 inf
sptT∩Bσ

u.

Remark 4.6. It would be interesting to prove a version of Theorem 4.5 on the reduced bound-

ary of a capillary minimizer, which holds up to the boundary (cf. [11]). This would simplify

the arguments below.

Our final preliminary lemma rules out a minimizer Ω of A
θ having large pieces that stay

too close to the boundary.
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Lemma 4.7. There is ε3(n) > 0 so that the following holds. Let Ω¢ Rn+1
+ be a minimizer for

A
θ in B1, and u : B n

1 → R a non-negative Lipschitz function. Suppose either: Ω∩B1 =
{x ∈ B1 : 0 < x1 < u(π(x))} and supB n

1/2
u É ε3θ; or Ω∩ B1 = {x ∈ B1 : u(π(x)) < x1} and

supB n
1/2

u É ε3. Then u ≡ 0 in B n
1/4

.

Proof. By allowing for θ ∈ (0,π) in the below proof, and replacing Ω with B1 \Ω, θ with

π−θ as necesary, there will be no loss of generality in assuming we are in the first case. We

loosely follow the ideas of [2, Lemma 3.4]. Let φ(r = |x|) be the graphing function of the

upper half of the standard catenoid, defined on {x ∈ Rn : |x| > 1}. Standard estimates (e.g.

[23]) imply that as r →∞,

φ(r ) =
{

a log(r )+O(1) n = 2

bn −dnr 2−n +O(r 1−n) n Ê 3.
,

for some constants a,bn ,dn > 0. Choose λ(n,ε,θ),µ(n,ε,θ) > 0 (and ensure ε(n) is small)

so that if

v = max{λφ(|x|/λ)−µ,0},

then v(r = 1/4) = 0 and v(r = 1/2) = 2εθ. We note it then follows from our choice of λ, the

structure of φ and the smallness of ε(n) that |∂r v |r=1/4| É c(n)εθ.

The graph of v is a scaled and translated portion of the catenoid. Write ν for the unit

normal vector of graphRn (v) such that ν·e1 > 0, and extend ν to be defined on all of Rn+1 so

it is constant in the x1 direction. A standard computation shows that in {x ∈ Rn+1 : |π(x)| Ê
1/4}, the n-form ω :=⋆ν is a calibration for graphRn (v). Let us define the hypersurface

S = {x = (x1, x ′) ∈ R×Rn : |x ′| = 1/4 and 0 < x1 < u(x ′)},

endowed with the inward-pointing orientation, and define the cylinder

U = {x = (x1, x ′) ∈ R×Rn : u(x ′) > v(x ′) and x ′ ∈ B n
1/2 \ B n

1/4},

so that, because v > u on ∂B n
1/2

,

∂U = [graphRn (u)∩U ]− [graphRn (v)∩U ]+S

(here we equip the graphs with an orientation so its unit normal vectors point into positive

x1 direction). Now since min(u, v) is a Lipschitz function which agrees with u along ∂B n
1/2

,

we can make the comparison

A
θ(Ω) ÉA

θ({0 < x1 < min(u(π(x)), v(π(x)))})

and thereby compute:
ˆ

B n
1/4

∩{u>0}

√

1+|Du|2 −cosθd x É
ˆ

{u>0}∩B n
1/2

\B n
1/4

√

1+|D min(u, v)|2 −
√

1+|Du|2d x

=H
n(graphRn (v)∩U )−H

n(graphRn (u)∩U ) É
ˆ

graphRn (v)∩U

ω−
ˆ

graphRn (u)∩U

ω

=
ˆ

S

ω=
ˆ

∂B n
1/4

∂r v
√

1+|Dv |2
u É c(n)εθ

ˆ

∂B n
1/4

u.

(4.2)
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On the other hand, we claim we have the estimate
ˆ

∂B n
1/4

u É c(n)θ−1

ˆ

B n
1/4

∩{u>0}

√

1+|Du|2 −cosθd x.(4.3)

Combining (4.2) with (4.3) will give
´

∂B n
1/4

u = 0 provided ε(n) is sufficiently small, which

by a trivial comparison argument implies u = 0 on B1/4.

To prove (4.3), we break into two cases. For θ ∈ [0,π/2], we first note that we have the

inequalities

2
√

1+|Du|2 −|Du|θ−1 Ê
√

4−θ2 −1

Ê 1−θ2/3

Ê 1−θ2/2+θ4/24

Ê cosθ

The first inequality follows by considering the minimum of the function t 7→ 2
p

1+ t 2 −
tθ− 1 on {t Ê 0}; the second and the third hold for θ ∈ [0, π

2
] by elementary algebra; the

fourth holds by the Taylor remainder theorem.

Now using the trace inequality, then our bound |u| É εθ, and then the above inequality,

we can estimate
ˆ

∂B n
1/4

u É c(n)

ˆ

B n
1/4

(|Du|+u)d x

É c(n)θ−1

ˆ

{u>0}∩B n
1/4

(|Du|θ+1−cosθ)d x

É 2c(n)θ−1

ˆ

{u>0}∩B n
1/4

(
√

1+|Du|2 −cosθ
)

d x.

This proves the assertion when θ ∈ [0,π/2]. When θ ∈ [π/2,π], then we can obtain the last

two inequalities by the fact cosθ É 0 and the inequality t +1 É 2
p

t 2 +1. This proves the

Lemma. □

4.2. Inhomogenous blow-up to Alt-Caffarelli. We show here that capillary minimizers of

small angle with good a priori estimates near the boundary are graphical, and that the

graphing function looks close to a minimizer of the Alt-Caffarelli energy at the scale of the

angle. We first prove that non-degeneracy estimates (4.4) near the boundary can be ex-

tended to graphical estimates at both near and far from the boundary. In Section 4.3, we

shall prove using a bootstrap-type argument that estimates like (4.4) hold in a neighbor-

hood of uniform size.

Lemma 4.8 (Graphical propogation). Given γ> 0, there exists θ0,ε,c positive and depend-

ing only on (n,γ) so that the following holds. Suppose Ω¢ Rn+1
+ is a smooth minimizer for

A
θ in B1 for some θ É θ0, and let M = ∂Ω∩Rn+1

+ . Assume that 0 ∈ ∂M, and

(4.4)
1

2c0
tanθd(π(x),∂M) É x1 É 2tanθd(π(x),∂M),
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for all x ∈ M ∩Bγ(∂M), where c0 as in Lemma 2.1.

Then there exists a Lipschitz function u : B n
1/2

→ R and so that the following holds:

(1) Ω= {x : 0 < x1 < u(π(x))} L
n+1-a.e. in {0 < x1 < ε}∩B1/2;

(2) M = graphRn (u) in {0 < x1 < ε}∩B1/2;

(3) ∂M = ∂{u > 0} in B n
1/2

;

(4) Lip(u) É c tanθ.

(5) for every z ∈ B n
1/2

∩ {u > 0}, we have

(4.5)
1

c
tanθd(z,∂{u > 0}) É u(z) É c tanθd(z,∂{u > 0}).

Remark 4.9. If Ω is smooth, then assumptions (4.4) will always hold for some γ.

Proof. Let ε1, c1 be the constants from Theorem 4.4, σ, c2 be the constants from Theorem

4.5, and ε3 the constant from Lemma 4.7. Define

(4.6) ρ =
σγ

8
, K =

c0c
+1/ρ,
2

ρ
, ε=

4ε1

K
, tanθ0 =

ρ

100c1c2K
min{ε,ε1,ε3}.

Here +1/ρ, is the smallest integer that is larger than or equal to 1/ρ. We claim that

(4.7) M ∩ {0 < x1 < ε}∩B3/4 \ Bγ/4(∂M) ¢ {tanθ/K < x1 < K tanθ}.

By our choice of constants, and since 0 ∈ ∂M , to prove (4.7), it will suffice to prove by

induction that for N = 0,1,2, . . . ,+1/ρ,, we have the inclusion

M ∩ {γ/4 < d(x,∂M) < γ/2+Nρ}∩ {0 < x1 < 4ε1ρ/cN
2 }∩B3/4

¢ {(γ/8c0) tanθ/cN
2 < x1 < 2γcN

2 tanθ}.(4.8)

When N = 0 then (4.8) trivially holds by our hypothesis (4.4). Let N Ê 1, and suppose by

inductive hypothesis (4.8) holds with N −1 in place of N . Take y ∈ Rn∩∂Bγ/2+(N−1)ρ(∂M)∩
B3/4, and consider the ball B4ρ(y). In B4ρ/σ(y), M is a minimizing boundary. If M ∩
B4ρ(y)∩B4ε1ρ/cN

2
(Rn) ̸= ;, then by Theorem 4.5 (with u(x) = x1) we must have M∩B4ρ(y) ¢

B4ε1ρ/cN−1
2

(Rn), and hence by Theorem 4.4 M ∩B2ρ(y) = graphRn (u) for some smooth func-

tion u satisfying |u| É 4ε1ρ/cN−1
2 .

In particular, there is a point z ∈ M ∩B2ρ(y)∩Bγ/2+(N−1)ρ(∂M)∩B4ε1ρ/cN−1
2

(Rn), which

by our inductive hypothesis satisfies (γ/8c0) tanθ/cN−1
2 < z1 < 2γcN−1

2 tanθ. Using Theo-

rem 4.5 again, we deduce M ∩B2ρ(y)∩B4ε2ρ/cN
2

(Rn) ¢ {(γ/8c0) tanθ/cN
2 < x1 < 2γcN

2 tanθ}.

Repeating this argument for every admissible y proves (4.8), and hence (4.7) follows by

induction.

Let M ′ = M ∩ {0 < x1 < ε}. Given y = (y1, y ′) ∈ M ′∩B3/4 take r = min{d(y ′,∂M)/16,ρ},

and note that by (4.4), (4.7), (4.6) we have

(4.9) y1 É (K /ρ) tanθr É
min{ε1,ε3}

100c1c2
r É r /100

so that in particular we have y ∈ M ′∩Br /4(y ′). By Theorem 4.5, we have M ′∩B4r (y ′) ¢ {x1 <
c2(K /ρ) tanθr }, and so by (4.9) and Theorem 4.4 M ′∩B2r (y ′) = graphRn (u) for u : B n

r (y ′) →
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R a smooth function satisfying

(4.10) r−1|u|+ |Du| É c1c2(K /ρ) tanθ.

By our choice of θ0, Lemma 4.7 then implies that

(4.11) Ω∩Br /2(y ′) = {x ∈ Br /2(y ′) : 0 < x1 < u(π(x))}.

From (4.10), we deduce that π(M ′) ∩ B n
1/2

is an open subset of Rn , and M ′ ∩ B1/2 =
graphRn (u)∩B1/2 for u : π(M ′)∩B n

1/2
→ R a smooth positive function satisfying

(4.12) d(x,∂M) tanθ/c É u(x) É cd(x,∂M) tanθ, |Du(x)| É c tanθ

for all x ∈π(M ′)∩B n
1/2

, with c = c(n,γ). The upper bounds in (4.12) follow from (4.10), and

the lower bound from (4.4), (4.7). By (4.10) and our choice of θ0, we have

∂π(M ′)∩B n
1/2 = ∂M ∩B n

1/2,

and so we can extend u by zero to all of B n
1/2

to obtain a Lipschitz function satisfying the

required properties (2), (3), (4), (5).

Finally, we observe that if Ω′ is any connected component of Ω∩ {0 < x1 < ε}, then by

(4.4) necessarily ∂Ω′∩ {0 < x1 < ε}∩B3/4 is a non-empty subset of M ′∩B3/4. From this and

(4.11) we obtain property (1). □

By a trivial modification of the above proof, we also obtain a version of the graphical

propogation for smooth cones.

Lemma 4.10 (Graphical propogation for cones). Given γ> 0, there exist θ0(n,γ), c(n,γ) so

that the following holds. Suppose θ É θ0, and Ω ¢ Rn+1
+ is a dilation-invariant minimizer

for A
θ which is smooth away from the cone point 0. Write M = ∂Ω∩Rn+1

+ . Assume that

(4.13)
1

2c0
tanθd(π(x),∂M) É x1 É 2tanθd(π(x),∂M)

for all x ∈ M ∩Bγ(∂M)∩∂B1, where c0 as in Lemma 2.1.

Then there exists a 1-homogenous Lipschitz function u : Rn → R so that:

(1) Ω= {x : 0 < x1 < u(π(x))} L
n+1-a.e.;

(2) M = graphRn (u) in Rn+1
+ ;

(3) ∂M = ∂{u > 0};

(4) Lip(u) É c tanθ;

(5) for every z ∈ {u > 0} we have

1

c
tanθd(z,∂{u > 0}) É u(z) É c tanθd(z,∂{u > 0}).

Proof. We first note that by the maximum principle in the sphere M ∩ ∂B1 is necessar-

ily connected, and by the maximum principle for stationary varifold cones we must have

∂M ∩∂B1 ̸= ;. By an essentially verbatim argument as Lemma 4.8, we can therefore find a

1-homogenous (because M is conical) Lipschitz function u : B n
2 \B n

1/2
→ R satisfying prop-

erties (1)-(5) of Lemma 4.8 (except with B n
1/2

replaced with B n
2 \ B n

1/2
).

Ensuring θ(n,γ) is sufficiently small so that |u| < ε on B n
2 \ B n

1/2
, property (1) and con-

nectivity of M implies that in fact (1), (2) hold without the restriction on x1. If we extend u
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to Rn by 1-homgeneity, then (1)-(5) will continue to hold on Rn , as the estimates in (4), (5)

are invariant under 1-homogenous rescaling. □

As θ→ 0, the graphing function of Lemmas 4.8, 4.10 resembles more closely a minimizer

of the Alt-Caffarelli functional. This is made precise below.

Proposition 4.11 (Inhomogenous blow-up). Let θµ > 0 be a sequence approaching 0, Ωµ ¢
Rn+1
+ a sequence of (not necessarily smooth!) minimizers for A

θµ in B1, and Mµ = ∂Ωµ∩
Rn+1
+ . Assume there are fixed Γ,ε> 0 and Lipschitz functions uµ : B n

1 → R satisfying

(1) Ωµ = {x : 0 < x1 < uµ(π(x))} in Bε(Rn)∩B1,

(2) Mµ = graphRn (uµ) in {0 < x1 < ε}∩B1 ,

(3) 0 ∈ ∂Mµ = ∂{uµ > 0} in Rn ∩B1,

(4) Lip(uµ) É Γ tanθi ,

(5) for every z ∈ B n
1 ∩ {uµ > 0}, we have the estimate

1

Γ
tanθµd(z,∂{uµ > 0}) É ui (z) É Γ tanθµd(z,∂{uµ > 0}).

Then up to a subsequence,

vµ =
1

tanθµ
uµ

converges in (W 1,2
loc

∩Cα
l oc

)(B n
1/2

), for all α< 1, to a Lipschitz function v : B n
1/2

→ R that min-

imizes the Alt–Caffarelli functional J in B n
1/2

, and the free-boundaries ∂{vµ > 0} → ∂{v > 0}

in the local Hausdorff distance in B n
1/2

.

If, additionally, one assumes the Mµ are smooth and admit an upper bound of the form

(4.14) sup
µ

sup
B1

θ−1
µ |AMµ | <∞,

then ∂{v > 0}∩B1/2 is entirely regular, and the convergence vµ → v is C 2,α
loc

(B n
1/2

) in the sense

of Hodograph transforms. In particular, we get

(4.15) sup
Br

θ−1
µ |AMµ |→ sup

B n
r ∩{v>0}

|D2v | ∀r < 1/2.

Remark 4.12. We shall show in Lemmas 4.13, 4.8 that hypotheses (1)-(5) will always hold

for any sequence of smooth minimizers with θµ → 0. Additionally, we shall show in Lemma

4.14 that (4.14) always holds for a sequence of smooth minimizers of dimension n É 4 (or

more generally n +1 É k∗, see Remark 4.2).

Proof. We first prove the Cα
loc

∩W 1,2
l oc

and Hausdorff convergence for uµ satisfying only

properties (1)-(5). By our hypothesis, we know that the functions vµ are uniformly bounded

in W 1,∞(B1), and so passing to a subsequence we have vµ → v in Cα
loc

(B n
1 ) for all α< 1, for

some v ∈W 1,∞(B1) satisfying |v |+Lip(v) É c(n,γ).

We claim that ∂{vµ > 0} → ∂{v > 0} in the local Hausdorff distance in B1/2, which will

imply among other things that 1{vµ>0} → 1{v>0} in L1
l oc

(B1/2) also. If x ∈ ∂{v > 0}∩B1/2,

then for any ε > 0 small, choose z ∈ Bε(x) with 0 < v(z) < ε. For µ k 1, we must have

0 < vµ(z) < 2ε, and hence by (4.5) we have d(x,∂{vµ > 0}) É c(n,γ)ε. Thus we obtain a

sequence xµ ∈ ∂{vµ > 0} with xµ → x. Conversely, suppose we have xµ ∈ ∂{vµ > 0} with
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xµ → x ∈ B1/2. If x ̸∈ ∂{v > 0}, then there is a ball B2r (x) on which v = 0. But then since

vi → 0 on Br (x), Lemma 4.7 implies vµ ≡ 0 on Br /2(x) for µk 1, contradicing our choice

of xµ. So we must have x ∈ ∂{v > 0}. This proves our claim.

For any fixed B2r (p) ¢ {v > 0}, then B2r (p) ¢ {vµ > 0} for all µk 1. Since each uµ solves

the minimal surface equation in B2r (p), by standard elliptic estimates vµ → v smoothly in

Br (p). So vµ → v smoothly on compact subsets of B1/2∩{v > 0}. Together with the uniform

Lipschitz bounds on vµ and the local Hausdorff convergence ∂{vµ > 0} → ∂{v > 0}, we get

vµ → v in W 1,2
loc

(B1/2).

We now prove that v minimizes J in B1/2. For this, let r < 1/2 and let w be a Lipschitz

function satisfying spt(w−v) ¢ Br . Choose a smooth function η : B1/2 → [0,1] with spt(w−
v)ò sptη¢ Br . Define the functions wµ = w + (1−η)(vµ− v), and the domains

Ω
′
µ = {x ∈ B n+1

1/2 : 0 < x1 < max(0,tanθµwµ)}.

Then Ωµ∆Ω
′
µ òB n+1

1/2
for µk 1, and so

A
θµ(Ωµ) ÉA

θµ(Ω′
µ)

=⇒
ˆ

{uµ>0}∩Br

√

1+|Duµ|2 −cosθµ1{uµ>0}d x

É
ˆ

{wµ>0}∩Br

√

1+ (tanθµ)2|Dwµ|2 −cosθµ1{wµ>0}d x

=⇒
ˆ

Br

1

2
|Duµ|2 + (1−cosθµ)1{uµ>0}d x

É
ˆ

Br

1

2
(tanθµ)2|Dwµ|2 + (1−cosθµ)1{wµ>0}d x +O(θ3

µ)

=⇒
ˆ

Br

|Dvµ|2 +1{vµ>0}d x

É
ˆ

Br

|Dwµ|2 +1{wµ>0}d x +O(θµ)

É
ˆ

Br

|Dw |2 +2Dw ·D((1−η)(vµ− v))+|D((1−η)(vµ− v)|2d x

+
ˆ

Br

1{w>0} +1{η<1}d x +O(θµ)

In the second implication we used the bound |Duµ| É c(n,γ) tanθ. Taking µ→∞ gives
ˆ

Br

|Dv |2 +1{v>0}d x É
ˆ

Br

|Dw |2 +1{w>0} +1{η<1}d x,

and then letting η approximate 1Br we conclude that

JB1/2 (v) É JB1/2 (w).

Finally, for a general w−v ∈W 1,2
0 (Br ) we can approximate w−v in W 1,2(B1/2) by a Lipschitz

function w̃ compactly supported in B1/2, and apply the above reasoning to v + w̃ .
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We now assume the bound (4.14), and prove C 2,α
loc

convergence vµ → v near the free-

boundary, and convergence as in (4.15). We have

(4.16) |D2vµ(z)| = (1+O(θµ))θ−1
µ |AMµ(z +uµ(z))|,

and so (4.14) implies

(4.17) sup
B1∩{vµ>0}

|D2vµ| ÉΛ<∞

for some fixed constant Λ. Since vµ → v smoothly on compact subsets of ∂{v > 0}, we

deduce that

sup
B1∩{v>0}

|D2v | ÉΛ

also. It follows that any tangent solution at any x ∈ ∂{v > 0} is linear, and hence (by e.g. [2])

∂{v > 0} is entirely regular. It also follows that if xµ → x ∈ {v > 0}∩B1, then θ−1
µ |AMµ(xµ+

uµ(xµ))|→ |Dv(x)|.
Fix x ∈ ∂{v > 0}∩B1/2. We shall show that in some small ball Br (x) the Hodograph trans-

forms of vµ convergence in C 2,α to Hodograph transform of v . Given any ε> 0 (to be fixed

later to depend only on n), we claim there is a radius r > 0 so that

r−1|vµ(y)− (y −x) ·Dv(x)|+ |Dvµ(y)−Dv(x)| É ε in Br (x)∩ {vi > 0},(4.18)

r−1|v(y)− (y −x) ·Dv(x)|+ r−1|Dv(y)−Dv(x)| É ε in Br (x)∩ {v > 0}.(4.19)

The second estimate (4.19) follows from the regularity of ∂{v > 0}, with r = r (v, x,ε). The

Hausdorff convergence of free boundaries implies there is a sequence xµ ∈ ∂{vµ > 0} → x,

and from the bound (4.17) (and the boundary condition ∂n vµ = −1 along ∂{vµ > 0}), we

can shrink r = r (n,Λ) as necessary to get

(4.20) r−1|vµ(y)− (y −xi ) ·Dvµ(xi )|+ |Dvµ(y)−Dvµ(xi )| É ε in Uµ,

where Uµ is the connected component of {vµ > 0}∩Br (x) containing xµ ∈ ∂Uµ. Combining

(4.19), (4.20), with the C 0
loc

convergence vi → v we deduce |Dvi (xi )−Dv(x)| É c(n)ε and

{vµ > 0}∩Br (x) =Uµ. The first estimate (4.18) (with c(n)ε in place of ε) then follows. This

proves our claim.

For convenience, after rotating/translating/dilating, there will be no loss in taking x = 0,

r = 1, and Dv(x ≡ 0) = en+1, so that

(4.21) |Dvµ(y)−en+1|+ |vµ(y)− (yn+1)+| É ε in {vµ > 0}∩B1.

Ensuring ε(n) is sufficiently small, the inverse function theorem implies we can find smooth

functions gµ(y1, · · · , yn) : {y1 > 0}∩B1 → R satisfying

{(vµ(y2, · · · , yn+1), y2, · · · , yn+1) : y ∈ {vi > 0}∩B1}∩B9/10

= {(y1, · · · , yn , gµ(y1, · · · , yn)) : y ∈ {y1 > 0}∩B1}∩B9/10,(4.22)

and similarly we can find a g satisfying (4.22) with g , v in place of gµ, vµ. From (4.21), we

have

(4.23) |gµ(y1, · · · , yn)− y1|+ |Dgµ−e1| É c(n)ε in {y1 > 0}∩B9/10
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and similarly for g . The C 0
l oc

convergence vµ → v implies that gµ → g in C 0(B+
9/10

).

By differentiating (4.22), we have for every 2 É i , j É n the relations

1 = Dn+1vD1g , 0 = Di v +Dn+1vDi g(4.24)

0 = D2
n+1,n+1vD1g D1g +Dn+1vD2

11g(4.25)

0 = D2
n+1,i vD1g +D2

n+1,n+1vD1g Di g +Dn+1vD2
1,i g(4.26)

0 = D2
i j v +D2

i ,n+1vD j g +D2
j ,n+1Di g +D2

n+1,n+1vDi g D j g +Dn+1vD2
i j g ,(4.27)

and the same with gµ, vµ in place of g , v . From the above, the bound (4.17), and the esti-

mates (4.21), we get the uniform bound

(4.28) sup
B+

9/10

|D2gµ| É c(n)Λ,

and since Dv(0) = en+1, we have

(4.29) Dg (0) = e1, |D2g (0)| = |D2v(0)|.

We show that the gµ satisfy a good elliptic PDE with Neumann-type boundary con-

ditions, which we use to establish a priori C 2,α bounds. For a general smooth function

g (y1, · · · , yn) : B+
1 → R, define

graphθ(g ) = {(tanθy1, y2, · · · , yn , g (y1, . . . , yn)) : y1 > 0},

so that we have Mµ∩B8/10 = graphθµ(gµ)∩B8/10. Denote by

Dθg =
(

D1g

tanθ
,D2g , · · · ,Dn g

)

.

Then the upward unit normal ν and volume form dV ol for graphθ(g ) have the expressions

ν(g ) =
1

(1+|Dθg |2)1/2

(

−
D1g

tanθ
,−D2g , · · · ,−Dn g ,1

)

,(4.30)

d Vol = (1+|Dθg |)1/2d x.(4.31)

Note that by (4.23) we have

(4.32) | tanθµ(1+|Dθµgµ|2)1/2 −1|C 0(B+
9/10

) É c(n)ε, for µk 1.

Thus, in B+
8/10

each gµ is stationary for the area functional

A(graphθµ(gµ)) =
ˆ

(1+|Dθµg |)1/2

with boundary conditionν(gµ)·(−e1) = cosθµ when y1 = 0. A standard computation shows

that gµ is a solution to the equation

(4.33)







div

(

1

tanθµ(1+|Dθµgµ|2)1/2

(

D1gµ

tan2 θµ
,D2gµ, · · · ,Dn gµ

)

)

= 0 in {y1 Ê 0},

(D1gµ)2 = (|Dgµ|2 +1)/2 on {y1 = 0}.

Note that (4.33) is a divergence form elliptic equation, but whose coefficients degener-

ate as θµ → 0. Denote these coefficients by (ai j (Dgµ))1Éi , jÉn , ai j : Rn → R, so the equation
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for gµ becomes Di (ai j (Dgµ)D j gµ) = 0, for

a11(p) =
1

tan3θµ(1+ p2
1

tan2 θµ
+p2

2 +·· ·+p2
n)1/2

,

ai i (p) =
1

tanθµ(1+ p2
1

tan2 θµ
+p2

2 +·· ·+p2
n)1/2

, 2 É i É n,

(4.34)

and ai j = 0 for all other indices.

Fix 1 É k É n an integer, and set wµ = Dk gµ. Differentiating (4.33) in yk , we obtain that

wµ is a solution to the equation

(4.35) Di (āi j D j wµ) = 0 in y1 Ê 0

and when k Ê 2, we have the boundary condition

(4.36) b ·Dwµ = 0 on {y1 = 0}.

Here

āi j = ai j (Dgµ)+
∑

p

(D j ai p )(Dgµ)Dp gµ, b = D1gµe1 −
n
∑

j=2

D j gµe j .

The vector b is uniformly close to c(n)ε as θµ → 0, and we can compute the coefficients

āi j as

ā11 =
1+ (D2gµ)2 +·· ·+ (Dn gµ)2

tan3θµ
(

1+|Dθµgµ|2
)3/2

,(4.37)

ā1 j = ā j 1 =−
D1gµD j gµ

tan3θµ(1+|Dθµgµ|2)3/2
, j Ê 2(4.38)

ā j j =
1

tanθµ(1+|Dθµgµ|2)1/2
−

(D j gµ)2

tanθµ(1+|Dθµgµ|2)3/2
, j Ê 2(4.39)

āi j =−
Di gµD j gµ

tanθµ(1+|Dθµgµ|2)3/2
, i , j Ê 2, i ̸= j .(4.40)

Using (4.23), (4.28), we conclude that

(4.41) |āi j −δi j |C 0(B+
9/10

) É c(n)ε, and |āi j |Cα(B+
9/10

) É c(n)Λ,

provided µk 1. Therefore (ensuring ε(n) is small) (4.35) is a divergence form uniformly

elliptic equation with uniformly Holder coefficients.

A key observation is that (4.36) is the natural boundary condition for (4.35), in the sense

that for every ϕ ∈C 1
0 (B9/10 ∩Rn = B9/10 ∩ {yn+1 = 0}), we have

(4.42)

ˆ

{y1Ê0,yn+1=0}

āi j D j wµDiϕ= 0.
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Indeed, we have that

0 =−
ˆ

{y1Ê0,yn+1=0}

ϕDi (āi j D j wµ)

=
ˆ

{y1Ê0,yn+1=0}

āi j D j wDiϕ−
ˆ

{y1=0,yn+1=0}

ϕ
n
∑

j=1

ā1 j D j wµ,

and (4.33) and (4.37) implies that

ā11 =
1

tan3θ(1+|Dθg |2)
3
2

(D1g )2.

Combined with (4.38), (4.36) implies that
∑n

j=1 ā1 j D j w = 0 on {x1 = xn+1 = 0}.

Thus, by (4.41), (4.42) we can apply C 1,α Schauder theory to get the bound

(4.43) [D2
i j gµ]α,B+

8/10
É c(n)Λ, (i , j ) ̸= (1,1).

On the other hand, by rewriting (4.35) in non-divergence form, we get that gµ satisfies the

equation āi j D2
i j

gµ = 0 on {y1 Ê 0}, and so we can write

(4.44) D2
11gµ =−ā−1

11

∑

i+ j>2

āi j D2
i j gµ,

and then combine (4.28), (4.43), (4.44) to deduce

(4.45) |gµ|C 2,α(B+
8/10

) É c(n)Λ.

By Azela-Ascoli and the C 0 convergence gµ → g , we deduce that gµ → g in C 2,α(B+
8/10

).

In particular, if xµ ∈ {vµ > 0} → 0 ∈ ∂{v > 0}, then from (4.16), (4.45), (4.29) we get

θ−1
µ |AMµ(xµ+uµ(xµ))| = (1+o(1))|D2vµ(xµ)|

= |D2gµ(0)|+o(1)

→|D2g (0)| = |D2v(0)|.

This proves (4.15). □

4.3. A priori estimates. For smooth minimizers, we can “bootstrap” the convergence of

Proposition 4.11 to show that the non-degeneracy estimates (4.4) hold for a uniform choice

of γ.

Lemma 4.13 (Bootstrap non-degeneracy near free-boundary). There are constants θ0(n)

and d0(n) so that the following holds. Let Ω be a smooth minimizer of A
θ in B1 ¢ Rn+1 with

θ ∈ (0,θ0). Then writing M = ∂Ω∩Rn+1
+ we have

(4.46)
1

2c0
tanθd(π(x),∂M) < x1 < 2tanθd(π(x),∂M)

for all x ∈ M ∩B1/2 ∩Bd0
(∂M), where c0 is as in Lemma 2.1.

Proof. Given a smooth minimizer Ω of A
θ in some ball BR , and taking M = ∂Ω∩Rn+1

+
and r < R, define D(M ,Br ) to be the largest number D so that (4.46) holds with BD (∂M)

in place of Bd0
(∂M) and Br in place of B1/2. Note that D(M ,Br ) is always positive (by our
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assumptions that M is smooth and r < R), and that r 7→ D(M ,Br ) is decreasing. Note also

the scaling D(λM ,Bλr ) =λD(M ,Br ).

After replacing B1 with B3/4, there will be no loss of generality in assuming D(M ,B1) > 0.

We shall prove: there are C (n), θ0(n) positive so that provided θ É θ0, then we have the

bound

(4.47) (1− r )D(M ,Br )−1 ÉC ∀r ∈ (0,1),

which clearly will imply the Lemma.

Suppose, towards a contradiction, there is no C (n), θ0(n) which makes (4.47) true. Then

there are sequences θµ → 0, and minimizers Ωi of A
θi for which (writing Mi = ∂Ωi ∩Rn)

sup
r∈(0,1)

(1− r )D(Mi ,Br )−1 →∞.

Choose ri ∈ (0,1) so that

(1− ri )D(Mi ,Bri
)−1 Ê

1

2
sup

r∈(0,1)
(1− r )D(Mi ,Br )−1.

Choose zi ∈ Bri
with d(zi ,∂Mi ) = D(Mi ,Bri

) so that

either
1

2c0
tanθi d(π(zi ),∂Mi ) = zi ,1, or zi ,1 = 2tanθi d(π(zi ),∂Mi )

(zi ,1 being the first component of zi ). Set di = d(π(zi ),∂M) É D(Mi ,Bri
). Clearly we have

di → 0 and

d(π(zi ),∂B1)d−1
i Ê (1− ri )d−1

i Ê (1− ri )D(Mi ,Bri
)−1 →∞.

Define the dilated/translated domainsΩ′
i
= (Ωi−π(zi ))/di , surfaces M ′

i
= (Mi−π(zi ))/di ,

and points z ′
i
= (zi −π(zi ))/ri . Given any fixed R > 0, then for i k 1 the Ω

′
i

will be mini-

mizers of A
θi in BR (0) ≡ BR (π(z ′

i
)) with

(4.48) D(M ′
i ,BR ) Ê 1/4,

but for which

(4.49) either
1

2c0
tanθi d(0,∂Mi ) = z ′

i ,1 or z ′
i ,1 = 2tanθi d(0,∂M ′

i ).

From (4.48), Lemma 4.8, Proposition 4.11, for any R > 0 there are i0(R) and ε(R) and

Lipschitz functions ui : B n
R → R so that M ′

i
∩BR = graphRn (ui ) in {0 < x1 < ε(R)} when-

ever i > i0(R). Taking a diagonal subsequence, the functions ui /tanθi converge in (Cα
loc

∩
W 1,2

loc
)(Rn) to an entire Lipschitz minimizer v : Rn → R of the Alt-Caffarelli functional J .

Lemma 2.1 and the local Hausdorff convergence ∂{ui > 0} → ∂{v > 0} imply that

1

2c0
tanθi d(z,∂{ui > 0}) < ui (z) < 2tanθi d(z,∂{ui > 0})

for all z ∈ B n
1 and all i k 1, which contradicts (4.49) since z ′

i ,1
= ui (0) and ∂{ui > 0} =

∂M ′
i
. □
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Most importantly for us, in low dimensions (whereever 1-homogenous minimizers of

the Alt-Caffarelli energy are linear) we can obtain a priori curvature estimates near the

boundary also.

Lemma 4.14 (Curvature estimates). There are absolute constants C , ε, θ0 so that the fol-

lowing holds. Take n É 4, and let Ω be a smooth minimizer of A
θ in B1 ¢ Rn+1, for θ ∈

(0,θ0), and write M = ∂Ω∩Rn+1
+ . Then, assuming 0 ∈ ∂M, we have the curvature bound

supM∩Bε(Rn )∩B1/8
θ−1|AM | ÉC .

Proof. After replacing B1 with B1/4 there will be no loss in assuming that supB1
|AM | <∞.

Moreover, ensuring θ0 is sufficiently small, by Lemmas 4.13, 4.8 there is also no loss in

assuming we have a Lipschitz function u : B n
1 → R and absolute constant ε > 0 so that

M = graphRn (u) in B1 ∩ {0 < x1 < ε} and Lip(u) É cθ and

(4.50)
1

c
θd(z,∂{u > 0}) É u(z) É 2cθd(z,∂{u > 0})

for all z ∈ B n
1 ∩ {u > 0}. Here c is an absolute constant.

We will show that θ−1|AM (x)|(1− |x|) is bounded by an absolute constant, provided θ

is sufficiently small, which will clearly prove the Lemma. Suppose otherwise: there are

sequences θi → 0, Ωi minimizing A
θi in B1, so that if Mi = ∂Ωi ∩Rn+1

+ then

sup
x∈B1

θ−1
i |AMi

(x)|(1−|x|) →∞

as i →∞. Choose xi ∈ B1 satisfying

θ−1
i |AMi

(xi )|(1−|xi |) Ê
1

2
sup
x∈B1

θ−1
i |AMi

(x)|(1−|x|).

Let λi = θ−1
i

|AMi
(xi )|. Write ui for the graphing functions for Mi as in the first paragraph.

We break into two cases.

Case 1: supi λ
−1
i

d(xi ,∂Mi ) <∞. Define the rescaled domains Ω
′
i
= λi (Ωi −π(xi )), sur-

faces M ′
i
=λi (Mi −π(xi )) ≡ ∂Ω′

i
∩∂Rn+1

+ , and points x ′
i
=λi (xi −π(xi )). Then for a suitable

Ri →∞, the Ω
′
i

are minimizers of A
θi in BRi

(0) ≡ BRi
(π(x ′

i
)), satisfying

(4.51) sup
i

d(0,∂M ′
i ) <∞, θ−1

i |AM ′
i
(x ′

i )| = 1, sup
BRi

θ−1
i |AM ′

i
| É 2.

Moreover, if we let u′
i
(z) = λi ui ((z −π(xi ))/λi ), then M ′

i
∩ BRi

= graphRn (u′
i
), Lip(u′

i
) É

c(ρ)θi , and the u′
i

continue to satisfy (4.50) on B n
Ri
∩ {u′

i
> 0}.

We can therefore apply Proposition 4.11 (after passing to a subsequence as necessary)

to deduce there is entire Lipschitz minimizer v : Rn → R of the Alt-Caffarelli functional J so

that θ−1
i

u′
i
→ v in (Cα

l oc
∩W 1,2

loc
)(Rn). By Lemma 2.2 and our restriction n É 4, we must have

v(z) = ((z − z0) ·n)+ for some z0 ∈ Rn and unit vector n, and in particular we have D2v ≡ 0.

On the other hand, (4.51) and Proposition 4.11 imply we have

sup
B1

θ−1
i |AM ′

i
|→ sup

B n
1 ∩{v>0}

|D2v | ≡ 0,

which contradicts our choice of θ−1
i

|AM ′
i
(0)| = 1.



Improved regularity for minimizing capillary hypersurfaces 21

Case 2: supi λ
−1
i

d(xi ,∂Mi ) =∞. After passing to a subsequence we can assume

lim
i

λ−1
i d(xi ,∂Mi ) =∞ .

Define the functions

u′
i (z) =λi (ui ((z −π(xi ))/λi )−xi ,1),

so that M ′
i

:= λi (Mi − xi ) are the graphs of u′
i
. Then for a sequence Ri → ∞, the u′

i
are

smooth solutions to the minimal surface equation in B n
Ri

satisfying

Lip(u′
i ) É cθi , u′

i (0) = 0, θ−1
i |D2u′

i (0)| = 1+O(θi ).

By standard interior estimates and the structure of the minimal surface equation, after

passing to a further subsequence, we have C 2
loc

(Rn) convergence of θ−1
i

u′
i
→ v for some

harmonic function v : Rn → R satisfying

Lip(v) É c, v(0) = 0, |D2v(0)| = 1.

But now the Liouville theorem for harmonic functions together with the first condition

implies v is linear, which is a contradiction with the third condition. □

4.4. Proof of Theorems 1.3, 1.4, 4.1. Theorems 1.3, 4.1 follow by directly combining Lemma

4.10, Proposition 4.11, with Lemmas 4.13 and 4.14. The basic strategy for Theorem 1.4 in-

volves three key ingredients: we can write Mi = graph(ui ) and blow-up θ−1
i

ui → v for some

1-homogenous v minimizing the Alt-Caffarelli energy (Theorem 1.3); in low dimensions v

must be linear, and so the improved convergence of Proposition 4.11 implies θ−1
i

|AMi∩∂B1
|→

0; a rigidity-type theorem for minimal capillary surfaces Σ in the sphere with small angle

θ and θ−1|AΣ| small. We first state the rigidity theorem.

Lemma 4.15 (Rigidity of almost-planar capillary cones with small angle). There is a δ(n) so

that the following holds. Let M be a stationary capillary cone in Rn+1
+ making contact angle

θ > 0 with Rn , and with smooth link Σ. Suppose the outward conormal ηΣ and second

fundamental form AΣ of Σ satisfy

|ηΣ+en+1| É δ, θ−1|AΣ| É δ.

Then M is a half-plane.

(Note, though we don’t explicitly state it as a hypothesis, ηΣ can only be close to −en+1 ∈
Rn ≡ ∂Rn+1

+ provided θ is very small.)

Proof. We first note the following trace-type inequality: provided δ is small, we have for

any non-negative f ∈C 1(Σ):
ˆ

∂Σ

f É 2

ˆ

∂Σ

f (−η ·en+1) = 2

ˆ

Σ

divΣ(− f en+1)

= 2

ˆ

Σ

∇Σ f · (−en+1)+ f divΣ(−en+1) É 2

ˆ

Σ

|∇Σ f |+ (n −1) f ,(4.52)

having used that divΣ(en+1) = n −1.
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We now take Simons’ equation on Σ (see [25, Theorem 5.3.1]),

∆ΣAΣ = (n −1−|AΣ|2)AΣ,

and inner product with AΣ and integrate over Σ, to obtain

(4.53)

ˆ

Σ

|∇ΣAΣ|2 + (n −1−|AΣ|2)|AΣ|2 =
ˆ

∂Σ

1

2

∂|AΣ|2

∂η
.

By [21, Lemma C.2], we have

(4.54)

∣

∣

∣

∣

∂|AΣ|2

∂η

∣

∣

∣

∣

É c(n)cotθ|AΣ|3.

Therefore, combining (4.54) with (4.53), and using (4.52) with our assumption θ−1|AΣ| É δ,

we get
ˆ

Σ

|∇ΣAΣ|2 + (n −1)|AΣ|2 É c(n)δ

ˆ

∂Σ

|AΣ|2 +
ˆ

Σ

|AΣ|4

É c(n)δ

ˆ

Σ

2|AΣ||∇Σ|AΣ||+ (n −1)|AΣ|2 +δθ

ˆ

Σ

|AΣ|2

É c(n)δ

ˆ

Σ

|∇ΣAΣ|2 +|AΣ|2,

having used Kato’s inequality |∇Σ|AΣ|| É |∇ΣAΣ| in the last line. Ensuring δ(n) is small, we

deduce AΣ ≡ 0, as desired. □

Proof of Theorem 1.4. Suppose, towards a contradiction, there are sequences θi → 0 and

cones Ωi minimizing A
θi , so that each Mi := ∂Ωi ∩Rn+1

+ is smooth away from 0 but non-

planar. For i k 1, we can apply Lemma 4.13 at points in ∂Mi∩∂B1 to get the non-degeneracy

condition (4.13) with some absolute constant γ. We can then use Lemma 4.10 and Propo-

sition 4.11 to deduce Mi = graphRn (ui ), where ui /θi → v for some 1-homogenous mini-

mizer v .

By our dimensionality hypothesis v must be linear, and without loss of generality v(x) =
(en+1 ·x)+. By Lemma 4.14 and Proposition 4.11, we have sup∂B1

θ−1
i

|AMi
|→ sup∂B1

|D2v | =
0, and that θ−1

i
ui → (en+1 ·x)+ in C 2,α

loc
(B2 \B1/2) at the level of Hodograph transform, which

implies that the conormals ηMi
→−en+1 uniformly in ∂B1. Lemma 4.15 then tells us that

the Mi are planar for i k 1, which is a contradiction. □

5. THE CASE 4 É n É 6 WITH θ CLOSE TO π/2

In this section we prove case (3) of Theorem 1.2. In fact, we prove the following slightly

stronger result.

Theorem 5.1. Suppose 4 É n É 6. There exists θ1 = θ1(n) such that if Ω ¢ Rn+1 is a stable

minimal cone for A
θ, M = ∂Ω∩Rn+1

+ is smooth away from 0, and θ ∈ (π
2
−θ1, π

2
], then M is

flat.

Remark 5.2. It will be clear from the proof that θ1 can be explicitly computed depending on

n (compare to [21, Appendix C]).
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We first recall the following consequence of the Simons’s equation on a minimal cone.

Lemma 5.3. Let M n ¢ Rn+1 be a minimal cone. Then for every λ ∈ (0,1), we have that

(5.1) ∆( 1
2
|A|2)+|A|4 Ê 2λ|x|−2|A|2 +

[

(1−λ)(1+
2

n
)+λ

]

|∇|A||2

on M.

Proof. Fix a point p ∈ M and take normal coordinates {xi }n
i=1

around p, then the Simons

equation gives

∆( 1
2
|A|2)+|A|4 =

n
∑

i , j ,k=1

A2
i j ,k .

We write the right hand side of the above as:

∆( 1
2
|A|2)+|A|4 =λ

(

n
∑

i , j ,k=1

A2
i j ,k −

n
∑

i , j ,k=1

|A|−2(Ai j Ai j ,k )2

)

+ (1−λ)
∑

A2
i j ,k +λ

∑

|A|−2(Ai j Ai j ,k )2.

Note that
∑

|A|−2(Ai j Ai j ,k )2 = |∇|A||2. On one hand, since M is a cone, we have that (see

[24, B.9])
n
∑

i , j ,k=1

A2
i j ,k −

n
∑

i , j ,k=1

|A|−2(Ai j Ai j ,k )2 Ê 2|x|−2|A(x)|2.

On the other hand, we have the following Kato type inequality (see [8, (2.22)]):

∑

A2
i j ,k Ê (1+

2

n
)|∇|A||2.

(5.1) follows from combining the above two estimates. □

Next, we establish the following trace type inequality on M . This was proven in [21,

Lemma C.3]. We include it here for completeness. (Compare to Lemma 4.15, where a

similar trace type inequality holds when θ is close to 0).

Lemma 5.4. Suppose M n ¢ Rn+1
+ is a smoothly immersed hypersurface, meeting ∂Rn+1

+ at

constant angle θ. Then for any u ∈W 1,1(M), we have

(5.2)

ˆ

∂M

u É
1

sinθ

ˆ

M

|∇u|+ |HM u|.

Proof. For R > 0, let ϕR : [0,∞) → R be a smooth function such that ϕR (t ) = 1 when t É
R, ϕR (t ) = 0 when t Ê 2R, and |ϕ′

R | É
2
R

. Consider the vector field ξ = −ϕR (x1)∂1. By

assumption, we have that η ·ξ= sinθ along ∂M . Therefore,
ˆ

∂M

u =
1

sinθ

ˆ

∂M

uη ·ξ

=
1

sinθ

ˆ

M

divM (uξT ) É
1

sinθ

ˆ

M

|∇u||ξ|+u divM ξ+|uHM |

É
1

sinθ

ˆ

M

|∇u|+
2

R
u +|HM u|.
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Sending R →∞ gives the result. □

Proof of Theorem 5.1. For p ∈ ( 1
2

,1) to be chosen later, by (5.1), we have that (here and after

we use r = |x|)

1

2
∆(|A|2p ) = p|A|2p−1

∆|A|+p(2p −1)|A|2p−2|∇|A||2

Ê p|A|2p−1
[

−|A|3 +2λr−2|A|+ |A|−1((1−λ) 2
n

)|∇|A||2
]

+p(2p −1)|A|2p−2|∇|A||2

= p(2p −2+λ+ (1−λ)(1+ 2
n

))|A|2p−2|∇|A||2 −p|A|2p+2 +2pλ|A|2p r−2

For a compactly supported radial Lipschitz function f = f (r ), plug f |A|p into (2.2) and

obtain:

cotθ

ˆ

∂M

A(η,η)|A|2p f 2 +
ˆ

M

|A|2p+2 f 2 É
ˆ

M

|∇( f |A|p )|2

=
ˆ

M

p2|A|2p−2|∇|A||2 f 2 +|A|2p |∇ f |2 +
1

2
+∇|A|2p ,∇( f 2),

=
ˆ

M

p2|A|2p−2|∇|A||2 f 2 +|A|2p |∇ f |2 −
ˆ

M

f 2 1

2
∆(|A|2p )+

ˆ

∂M

f 2∂|A|2p

∂η
.

(5.3)

We note that each integral on the right hand side of the above inequality is finite. Here

one only needs to check the integral involving |A2p−2||∇|A||2 is finite. To see this, recall

that the Simons equation implies that

c(n)|∇|A||2 É |A|∆|A|+ |A|4,

for some c(n) > 0. Thus, we have that

c(n)|A|2p−2|∇|A||2 É |A|2p−1
∆|A|+ |A|2p+3.

Now both terms on the right hand side are integrable on M∩Sn(1), and hence |A|2p−2|∇|A||2 f 2

is integrable on M if f is compactly supported.

We treat boundary term in (5.3) first. By [21, Lemma C.2], we have that
∣

∣

∣

∣

∂|A|
∂η

∣

∣

∣

∣

É 3
p

n −1|cotθ||A|2.

Thus, using (5.2) we estimate
∣

∣

∣

∣

cotθ

ˆ

∂M

A(η,η)|A|2p f 2 −
ˆ

∂M

f 2 |A|2p

η

∣

∣

∣

∣

É c(n)|cotθ|
ˆ

∂M

f 2|A|2p+1

É c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

ˆ

M

|∇( f 2|A|2p+1)|

É c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

ˆ

M

f 2|∇|A||2|A|2p−2 + f 2|A|2p+2 +|∇ f |2|A|2p .



Improved regularity for minimizing capillary hypersurfaces 25

Here c(n) is a constant that may change from line to line, but depends only on n. We have

used that p É 1 and the Young’s inequality 2ab < a2 +b2 above.

Plug this into (5.3), and use (5.1), we have

0 É
ˆ

M

(

(p −1)+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)

|A|2p+2 f 2

+
ˆ

M

(

p2 −p((1−λ)(1+2/n)+λ+2(p −1))+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)

|A|2p−2|∇|A||2 f 2

+
ˆ

M

(

1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)

|A|2p |∇ f |2 −2λp|A|2p f 2/r 2

=: I + I I + I I I .(5.4)

For ε> 0 to be chosen later, set

f =
{

r 1+ε r É 1

r 2−n/2−ε r > 1.

Though f is not compactly supported,
´∞

0 r n−3−2p f (r )dr is finite (since p ∈ [1/2,1] and

n Ê 2), and thus the right hand side of (5.3) is finite with this choice of f . Morever, we see

that I I I becomes

I I I =
ˆ

M∩{rÉ1}

(

(1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)(1+ε)2 −2λp

)

|A|2p f 2/r 2

+
ˆ

M∩{rÊ1}

(

(1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)(2−n/2−ε)2 −2λp

)

|A|2p f 2/r 2.

If we can make the coefficients in integrals I, II, II all < 0, it will follow that A ≡ 0, proving

our Theorem. We therefore seek to find p ∈ (1/2,1),ε ∈ (0,1),λ ∈ (0,1),θ1 > 0 to ensure the

following inqualities hold whenever θ ∈ (π/2−θ1,π/2] and 2 É n É 6:

p −1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

< 0(5.5)

p2 −p((1−λ)(1+2/n)+λ+2p −2)+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

< 0(5.6)

(1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)(1+ε)2 −2λp < 0(5.7)

(1+ c(n)

∣

∣

∣

∣

cotθ

sinθ

∣

∣

∣

∣

)(2−n/2−ε)2 −2λp < 0.(5.8)

One can readily check that when θ = π/2 (and 2 É n É 6), then taking p = 1− ε, λ =
1 − 10ε, ε = 1/100 will make all of the above inequalities true. Therefore by continuity

there is a θ1 > 0 so that all inequalities remain sharp if θ ∈ (π/2−θ1,π/2]. This finishes the

proof. □
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