






to update the DFA state. Depending on the DFA state, the
monitor returns whether the property holds or is violated.

Table IV in the online appendix gives a complete list
of APs computed to evaluate the properties studied. These
APs yield an understanding of the spatial and temporal
distribution of entities related to ego. For example, ω9 checks
if ego responds to stop signs by evaluating the hasStop and
isStopped APs. hasStop is true iff the set of lanes controlled
by stop signs and lines (stopSignLanes) intersect with the
set of lanes ego is in (egoLanes) is non-empty, which would
indicate that ego is being directed to stop. isStopped is true
iff the set of ego with speed < ϑ (egoStopped) is non-empty,
indicating that ego is stopped.

IV. STUDY
We aim to answer the following research questions:
• RQ#1: What driving properties can SGSM express?
• RQ#2: Can SGSM find safety violations in AV systems?

A. Setup

To evaluate SGSM’s ability to act as an automatic safety
monitor, we need a common execution environment on which
to run several AV systems to monitor.

1) Common Execution Platform: For running the study,
we used the CARLA simulator for urban driving [20], which
is widely-targeted for AV development due to its realistic en-
vironments, complex traffic simulation, and ability to model
a variety of relevant road scenarios. CARLA holds a com-
petition called the Autonomous Driving Leaderboard, which
provides preconfigured scenarios to challenge the community
to create systems that can drive autonomously. The challenge
includes a variety of towns, 10 different scenarios, each one
of them defining a different traffic situation, and a set of
routes. We evaluated the 3 top-ranked systems [38] as of
June 2022, using the provided evaluation routes for Town05,
that includes 2-lane roads and 3-lane highways; 4-lane and
T intersections; traffic lights, stop signs, crossing lanes; and
pedestrians, cyclists, cars and trucks.

We developed an SGG in the form of a Python module
that interfaces with the CARLA API to extract the relevant
entities, their attributes, and compute their relationships with
each other and the road structure. The SGG uses ground truth
information from CARLA to include all entities within a
50m by 50m area horizontally centered on ego and vertically
offset to include 45m ahead of ego. We adopt the default
entity and relationship scheme from prior work on SGs for
AVs [25], [19], enriched with additional information about
which roads and junctions lanes belong to. Our unoptimized
SGG and annotator take on average 288 ms to create a single
SG→ and our monitor takes 67 ms to evaluate all properties on
it using an Intel Xeon Silver 4216 CPU @ 2.10GHz, 128 GB
of RAM, and one Nvidia Titan RTX. While our simulation-
based SGG uses ground truth information to eliminate the
effects of sensor noise in our study, the current trajectory
of SGG research in conjunction with the availability of HD
maps for AV systems is promising for implementation of
SGSM on real-world systems.

2) AV Systems Evaluated: Each AV takes in a list of
waypoints from the route and produces at each frame a
control for steering, throttle, and brake; each system has
different sensors and software. Interfuser [39] consists of
a Deep Neural Network (DNN) with a transformer [40]
architecture, and a controller that generates a set of actions
for ego. It takes 3 images from 3 RGB cameras and a cropped
center image to focus on distant traffic lights, a LiDAR
point cloud, and the GPS coordinates and computes a set
of waypoints, an object density map, traffic light state, stop
sign presence, and if the vehicle is in a junction. These are
fed into the controller to produce the output. TCP [41] takes
in 1 image from an RGB camera, ego’s speed, and the GPS
coordinates and uses a DNN composed of a CNN-based
image encoder using ResNet34 [42], and two GRU [43]
branches for trajectory and control predictions. LAV [44]

consists of a perception DNN, motion planner, and controller.
The DNN consumes 3 images from 3 RGB cameras and a
LiDAR point cloud, and outputs a BEV map which is fed
to the planner along with the next waypoint coordinates to
produce the next 10 future waypoints. The waypoints are
passed to the controller along with a braking signal from a
binary DNN classifier to compute the output.

B. RQ#1. Properties Evaluated

To evaluate SGSM’s ability to encode safe driving prop-
erties relevant to AV systems, we selected 9 properties from
the laws and best practices of the Virginia Driving Code [18].
Laws were selected to yield a set of properties within scope
of current AV systems and diverse in both temporal aspects
required to analyze the property compliance and richness of
the SG structure required to evaluate the APs.

Table I shows the successful encoding of those properties,
with their relevant statute, a short English summary, and their
encoding using the APs over the SG* composed through the
LTLf formula. Additionally, the number of states in the DFA
is shown as a measure of temporal complexity. We note that
precisely encoding the semantics of the law is challenging.
Returning to the stop sign example, the APs are evaluated
over the LTLf formula to track if isStopped is true at least
once between hasStop becoming true and later becoming
false, indicating that ego stopped while being controlled by
the stop sign. This is a necessary but insufficient specification
to meet the criteria under the law; notably, this does not
check that the vehicle stopped at the stop line rather than
before, nor does it enforce separate stops for successive stop
signs along the same lane.

As ω4,ω7, and ω8 contain a threshold parameter, we
instantiate 3 versions of each, for a total of 15 monitors.
For ω4, S → {5, 10, 15}m

s was chosen to represent parking-
lot, urban, and suburban driving speeds. For ω7, empirical
studies found that lane changes take 4.6s on average with
a std dev of 2.3s and max of 13.3s [45]; thus we select
T → {5, 10, 15}s to represent the average, 2 std dev, and
beyond max. For ω8, we select T → {5, 10, 15}s as the time
to clear the intersection as a left turn across a 4 lane road at
10mph takes 5s, and we allow for a buffer factor of 1⇓3⇔.



TABLE I: Properties implemented in SGL to address RQ#1

ω VA Code English Summary of Property LTLf Formula over SG propositions # DFA
States

ω1 § 46.2-804 Ego vehicle cannot be in the opposing lane G(¬isOppLane) 2
ω2 § 46.2-802 Ego vehicle cannot be out of the road. G(¬isOffRoad) 2
ω3 § 46.2-802 If ego vehicle is in the rightmost lane, then ego vehicle should

not steer to the right.
G(isInRightLane ↑ ¬isJunction

↓ isNotSteerRight)
2

ω4 § 46.2-816 Ego vehicle should not be behind another entity in the same
lane whithin 4 meters while travelling at a speed > S.

G(isNearColl ↓ ¬isFasterThanS) 2

ω5 § 46.2-816 If ego vehicle is between 4 and 7 meters of the closest vehicle
in the same lane and then comes within 4 meters of a vehicle
in the same lane, throttle must not be positive.

G((isSuperNear ↑ ¬isNearColl)↑
X (isNearColl) ↓ X (isNoThrottle))

3

ω6 § 46.2-888 If the ego vehicle is moving and there is no entity in the same
lane as the ego vehicle within 7 meters, and there is no red
traffic light or stop sign controlling the ego vehicle’s lane, then
the ego vehicle should not stop.

G(¬isStopped ↑ ¬(isSuperNear ↔ isNearColl)↑
¬hasRed ↑ ¬hasStop↑
X (¬(isSuperNear ↔ isNearColl)↑

¬hasRed ↑ ¬hasStop) ↓ X (¬isStopped))

2

ω7 § 46.2-804 If ego vehicle is not in a junction, then ego vehicle cannot be
in more than one lane for more than T seconds (N samples).

¬F$[N ][isMultipleLanes ↑ ¬isJunction] N+1

ω8 § 46.2-833 Ego vehicle must exit junctions within T seconds (N samples). ¬F$[N ][isOnlyJunction] N+1
ω9 § 46.2-821 Once the ego vehicle detects a new stop signal controlling its

lane, it must stop before passing the stop signal.
G((¬hasStop ↑ X (hasStop))

↓ (X (hasStop U (isStopped ↔ G(hasStop)))))
4

We note that while some parameters can be expressed
in SGL, others are reliant on the parameterization of the
underlying SGG. In ω4, ω5, and ω6, we use 4 and 7 meters
as the distance thresholds because these correspond to the
‘near collision’ and ‘super near’ relationship used by prior
AV SGGs [25], [19]. Further, the underlying laws do not
provide concrete values, e.g. the law from ω5 says “[...] a
motor vehicle shall not follow [a vehicle] more closely than

is reasonable and prudent [...]” (emphasis added) [18].

C. RQ#2. Violations Observed

As described in RQ#1, we derive 15 properties from
the Virginia Driving Code and use SGSM to implement a
monitor for each property. We ran each AV system through
the 10 evaluation scenarios of the CARLA leaderboard and
separately evaluated all 15 properties at a rate of 2Hz.

Table II shows how many of the 10 routes resulted in a
violation for each AV system for each of the 15 properties.
Note that since the properties are defined as global properties,
we track only the first violation, for a maximum of 10
possible violations per AV system per property. We find that
the number of violations ranges from 51 for TCP to 72 for
Interfuser (over 150 possible violations). Fig. 4a shows an
instance of Interfuser violating ω1; as the road curved to the
right, Interfuser did not steer right enough and drifted into
the opposing lane. Fig. 4b shows LAV violating ω2, turning
left through a junction too sharply, exiting the junction into
the median between two lanes. While this is not off of the
road bed, the SGG denotes it as off road because it is not
part of a defined lane of traffic. Fig. 2 shows TCP violating
ω9 over a series of frames. TCP approaches a junction with a
marked stop line, but it does not stop and enters the junction.

The property violation statistics also give insights into
the driving style of the AVs. None of the AVs violated ω4,
meaning that they maintained sufficient follow distance from
lead vehicles. However, we also see that Interfuser and TCP
violated ω6 over more than half the routes, i.e., they stopped
in the middle of the roadway. While we do observe 9 cases
where this stoppage is unjustifiable, in 4 other cases we
observe that the AV is stopping due to a stopped vehicle

ahead of it but farther than the 7 meters prescribed in ω6,
and in the remaining 4 cases there is a traffic light that
is transitioning out of red. This highlights the difficulty in
concretizing the parameters used in the specification given
the imprecise definitions in the driving manual; 7 meters may
be acceptable depending on circumstances. This is further
shown in the performance across the parameterizations of
ω7 and ω8. As T increases, the specification is more relaxed
which leads to fewer violations; e.g. TCP reduces from 8
violations to 0 under ω8 when T is increased from 5 to
10. Although TCP eliminates all violations, Interfuser and
LAV do not improve as rapidly. This may point to different
AV’s optimizations; they likely did not optimize for junction
crossing times, and instead may have prioritized moving
cautiously through a junction leading to slower transits.

Overall, the study highlights three features of SGSM.
First, it showcases how it enabled the specification and
monitoring of driving properties that included entities like
lanes, vehicles, and traffic signals; their attributes like speed
and color; and their relations like is in, controls, and opposes.
Second, it shows how SGSM can be parameterized to support
a rich set of property types, from stateless to temporal,
over propositions that are easily accessible through the scene
graph. Third, it provides evidence of SGSM’s generality as
per its direct application to monitor three distinct systems.

D. Threats of validity

In this work we showed the feasibilty of implementing an
SG-based monitor and its utility for checking safety property
specifications based on driving rules. The external validity of
our results, however, is bounded by our use of simulation
to create the SGs using ground truth data. Working in
simulation enabled us to construct an SGG module that
generates accurate SG representations of the world to judge
the cost-effectiveness of the framework as a whole, but we
recognize that it will be necessary to consider SGGs using
various sensor types and in the wild. Moreover, CARLA
suffers from the simulation-reality gap [46], so deploying
the approach in the real world will be necessary to assess its
generalizability. Similarly, more complex operational domain



(a) Interfuser violates ω1. Missed road curve, crossed into opp. lane. (b) LAV violates ω2. Left turn missed lane and drove into median.

Fig. 4: Interfuser and LAV safety violations.
TABLE II: Count of Routes (10 total) with Property Violations by AV System to address RQ#2

Property ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 Total
System S=5 S=10 S=15 T=5 T=10 T=15 T=5 T=10 T=15
InterFuser 3 0 10 0 0 0 3 9 10 5 5 10 5 5 7 72
TCP 6 0 10 0 0 0 2 6 5 3 3 8 0 0 8 51
LAV 6 1 10 0 0 0 3 2 8 6 5 10 6 1 7 65
Total 15 1 30 0 0 0 8 17 23 14 13 28 11 6 22 188

properties should be specified and checked. The internal
validity of our results are related to our implementation of
SGSM, and to overcome this threat we released an artifact.

V. RELATED WORK
Prior work has built specialized monitors for AV software

subcomponents such as trajectory prediction [47], collision
avoidance [48], or interfaces between AV components such
as the CAN bus [15], [49] or through ROS topics [50].
These efforts include propositions over simple types, e.g.,
“disengaged cruise control” or “traveled for 2 seconds”. Prior
work has also examined monitoring end-to-end systems.
Desai et al. propose using observable trajectories to monitor
path following and safety buffers using signal temporal logic
(STL) [51]. Stamenkovich et al. use system-independent
runtime monitors that observe only the external inputs and
outputs to check properties specified in LTL [14]. Morse
et al. [52] characterize spatial relationships between sensed
objects and robot behaviors, by using graph representations
and First Order Logic (FOL), that can be used for runtime
monitoring. However, these techniques assume there is a
mapping from the sensed inputs to the semantics of the APs.

The introduction of machine-learned components to pro-
cess multi-dimensional sensors complicate the design of
monitors due to the black-box nature of such components
and their ability to perform previously separate subtasks end-
to-end. Grieser et al. provide a mechanism for monitoring
a limited set of safety properties based on LiDAR point
clouds [53], however, it is not generalizable to other sen-
sors or properties. Work in shielded reinforcement learning
aims to learn [54] or enforce [55] safety properties for
agents specified in temporal logic and has shown to increase
robustness of learned behaviors. But again, extracting the
APs used in the specification requires either limiting the
propositions to those already consumed by the agent or
additional effort to extract the relevant semantics, both of
which limit generalizability. Anderson et al. try to overcome
this issue by introducing Spatial Regular Expressions for
pattern matching over perception streams containing spatial
and temporal data, leveraging object detection networks [56].

Nonetheless, it can only reason about relationships given by
bounding box overlap, and misses richer types of relation-
ships like proximity between entities or traffic semantics.

Another line of related research has explored different
ontologies in the AV domain [57] for scenario-based testing
[58], [59] and for situation assessment and decision making
[60], [61], [62]. The main limitation of these approaches,
however, is that the ontologies are completely tied to the
SUT, thus only encoding the information needed by the
system and making them nongeneralizable. Our previous
work on SGs for AV testing [19] demonstrated the utility
of SGs as a basis for measuring coverage of nontemporal
properties, but does not provide a mechanism to express and
automatically check the rich properties studied here. Closer
to our abstraction, Majzik et al. envisioned using a graph-
based ontology of the environment with STL to monitor
system performance [63], but defines no properties for self-
driving cars. Our work extends and formalizes this notion
with: a spatial-relation graph that can be computed from
external, system-independent inputs, a graph-semantics logic
DSL and LTLf that can specify safety-critical properties;
and we demonstrate that this approach can automatically find
property violations at runtime for AV driving systems.

VI. CONCLUSION
Ensuring that AVs’ behaviors abide by safe driving prop-

erties is key to their successful deployment. Specifying and
monitoring such properties, however, is challenging as they
depend not just on the AV but also on related entities
that influence its behavior but are not readily accessible.
This paper introduces SGSM, a framework to support the
specification of safe driving properties and their automatic
synthesis into an AV runtime monitor. It provides a general
mechanism based on scene graphs to abstract relevant entities
from sensor inputs and a domain-specific language to enable
property specification over those graphs. The study shows
the expressiveness of the DSL for specifying real driving
properties and the generality of the monitoring mechanism
through its application to 3 off-the-shelf AV systems where
it uncovers various driving violations.
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APPENDIX

TABLE III: Intermediate variables used in APs

Name SGL expression
egoLanes relSet(Ego, isIn)
egoRoads relSet(egoLanes, isIn)
egoJunctions relSet(egoRoads, isIn)
oppLanes relSet(egoLanes, opposes)

offRoad
filterByAttr(egoLanes, kind,
εx : x = offRoad)

rightLanes relSet(egoLanes, toRightOf)
steerRight filterByAttr(Ego, steer,εx : x > 0)
inEgoLane relSetR(egoLanes, isIn) \ {Ego}
nearColl relSet(inEgoLane, near coll)
superNear relSet(inEgoLane, super near)
egoFasterS filterByAttr(Ego, speed,εx : x > S)
noThrottle filterByAttr(Ego, throttle,εx : x < ϑ)
tLights filterByAttr(G, kind,εx : x = trafficLight)

redLights
filterByAttr(tLights, lightState,
εx : x = Red)

trafLightLns relSet(redLights, controlsTrafficOf)
stopSigns filterByAttr(G, kind,εx : x = stopSign)
stopSignLanes relSet(stopSigns, controlsTrafficOf)
egoStopped filterByAttr(Ego, speed,εx : x < ϑ)
juncRoads relSetR(egoJunctions, isIn)

TABLE IV: Atomic Propositions

Atomic Prop. SGL expression
isJunction |egoJunctions| > 0
isOppLane |oppLanes| > 0
isOffRoad |offRoad| > 0
isInRightLane |rightLanes| = 0
isNotSteerRight |steerRight| = 0
isNearColl |nearColl| > 0
isFasterThanS |egoFasterS| = 1
isSuperNear |superNear| > 0
isNoThrottle |noThottle| = 1
isMultipleLanes |egoLanes| > 1
hasRed |trafLightLns ↗ egoLanes| > 0
hasStop |stopSignLanes ↗ egoLanes| > 0
isStopped |egoStopped| = 1
isOnlyJunction |egoRoads \ juncRoads| = 0


