Calculating Spectra by Sequential Filtering
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Abstract

We expand on the method of sequential filtering for calculating spectra of inhomogeneous fields.
Sadek & Aluie [Phys. Rev. Fluids 3, 124610 (2018)] showed that the filtering kernel has to have
at least p vanishing moments to extract a power-law spectrum k=% with o < p + 2 by low-pass
filtering. Here, we show that sequential high-pass filtering allows for extracting steeper spectra
with a < 2p + 3 using the same p-th order kernel. For example, the spectrum of a field that is
shallower than k=5 can be extracted by sequential high-pass filtering the field using any 1st order
kernel such as a Gaussian or top-hat. Finally, we demonstrate how the second-order structure

function fails to capture spectral peaks because it cannot detect scaling that is too shallow.
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1. INTRODUCTION

Among Charles Meneveau’s prolific and wide-ranging contributions to turbulence research
were his foundational contributions to the theory of turbulence [1-7]. He was one of the
earliest pioneers who recognized the potential of the coarse-graining (or filtering) framework
of Leonard [8] and Germano [9] to gain insight into the multiscale physics of turbulence
[10], including the spatial distribution of energy cascade across scales [11, 12]. Here, as
in the works of Charles (e.g., [13, 14]), we use the terms ‘filtering’ and ‘coarse-graining’
inter-changeably, where the latter emphasizes the analysis of scale dynamics and has a long
history in physics, which goes far beyond mere signal processing that the term ‘filtering’

may suggest.

The filtering framework provides the theoretical basis for subgrid scale (SGS) modeling
in LES [14]. A primary objective in LES is practical: an accurate SGS model that is
numerically stable. Significant advances have been achieved in this regard (e.g., [15-19]),
and the field of LES is arguably mature. The review by Charles Meneveau and Joseph Katz
[14] on LES has become a classic and remains an invaluable reference approximately 25 years
on. Since LES is primarily concerned with SGS modeling, the filtering scale ¢ is often taken
to be a fixed length of the order of the ‘integral length scale’ £y in a turbulent flow. This
is because the scales ¢ < ¢, are expected to be universal in turbulence, justifying general

closures for those scales [20].

Less common and beyond its LES utility is employing the filtering framework to probe
the dynamics at all scales (e.g., [5, 21-23]). Under this theme, the idea of using sequential
filtering to extract the energy content at different scales; i.e., the spectrum, was recently
introduced in [24]. Compared to traditional methods, a main advantage of the so-called
filtering spectrum is the scale decomposition of a field at any geographic location and any
instant of time, without requiring homogeneity. This advantage is shared with the wavelet
transform [25], which falls within the filtering framework by using a wavelet function as
the filtering kernel. In fact, Charles Meneveau was a pioneer in using wavelets to analyze
turbulence [11, 12]. However, compared to wavelets, simple low-pass filtering can guide
subgrid models more naturally and has arguably provided physical insight into the mutiscale
dynamics more transparently. This is because simple low-pass filtering partitions the flow

into just two sets of scales (larger and smaller than ¢), which allows for a tractable analysis
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of their dynamic coupling as a function of ¢ in a manner similar to renormalization-group

methods [26].

A. Fourier Methods

By far, the most common method for determining spectra is via the Fourier transform.
However, Fourier analysis is fraught with complications when applied to inhomogeneous
fields. After all, Fourier modes are not an eigenbasis for arbitrary domains and boundary
conditions [27, 28]. Measuring the spectrum via a Fourier transform of the auto-correlation
function, sometimes known as the Wiener-Khinchin theorem [27], is also not justified in
the presence of boundaries or if the field is statistically inhomogeneous such as with a
spatially varying mean or autocorrelation. In practical applications, Fourier analysis of
inhomogeneous fields (or non-stationary temporal signals) is often performed [29, 30| after
removing the ensemble-mean [31], detrending [32, 33|, and/or tapering (i.e. windowing) [34,
35]. Doing so removes potentially important components of the dynamics. An emblematic
example is the global oceanic circulation, for which it had been asserted since the advent
of global satellite altimetry in the 1990s that its wavenumber spectrum’s peak is at scales
0(100) km based on detrended and windowed Fourier analysis (e.g. [36-38]). It was recently
shown [39, 40] that this is untrue and that the spectral peak is in fact at O(10*) km.
The spectral peak and the existence of a power-law scaling over scales > 10 km in the
oceanic circulation could not have been detected from windowed Fourier analysis because
all scales larger than the window size (typically taken to be a few hundred kilometers to avoid
continental boundaries and curvature effects) are implicitly removed. These limitations of

Fourier analysis exist for many realistic flows.

B. Structure Functions

Another tool for analyzing scales is the 2nd-order structure function. It has been a valu-
able phenomenological tool in turbulence theory, but it requires statistical averaging and is
not a formal scale decomposition of a field [20]. Unlike a spectrum, which when integrated
yields total energy (Parseval’s relation), a 2nd-order structure function, Ss(r), does not sat-

isfy such a relation [41]. As we shall demonstrate in this paper, at any scale r, Sy(r) can
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have significant contributions from all scales larger or smaller than r. This is unsurprising
since for a field such as velocity u(z), Sa(r) = (|du(z;r)|?) at scale r is constructed from
increments du(z;r) = u(x + r) — u(x) of separation r before spatial averaging, (...). In-
crements du(r) can have contributions from all scales larger or smaller than r depending on
the regularity (or smoothness) of the field u(x) [42-44] (see discussion following eq. (4) in
[45]). Tt is known that the power-law scaling of a 2nd-order structure function, Sy(r) ~ ro=1,
is related to that of the Fourier spectrum, E(k) ~ k=% but only if o < 3, i.e. the scal-
ing relation breaks down if E(k) is steeper than k= as a function of wavenumber k (e.g.
[46, 47]). Perhaps less well-known is that the scaling relation between Sy(r) and E(k) also
breaks down when o < 1, i.e. E(k) is shallower than k~' [21, 42, 45]. This prevents the
2nd-order structure function from capturing spectral peaks as we shall demonstrate below.

Another obvious limitation, shared with Fourier analysis, is that structure functions do not

provide spatial information about various scales.

C. Filtering Spectrum

The so-called filtering spectrum was recently proposed [24] to determine spectral content
using straightforward filtering in physical space, which is closely related to the continuous
wavelet transform [25, 48]. This permits its application to inhomogeneous flows with complex
boundaries and allows us to probe scales of both the mean and fluctuating fields concurrently
[40]. The approach was used to measure the first global energy spectrum of the oceanic
general circulation [39].

The filtering spectrum can be regarded as a generalization of the Fourier spectrum to
inhomogeneous fields. The filtering spectrum is an energy-preserving scale decomposition
[24] and can represent the non-quadratic kinetic energy content at different scales of variable-
density flows [49-53]. It was recently extended to quantify shape anisotropy at different
scales [54]. Subsequent works [39, 40, 49, 55-64] demonstrated the possibility of performing
a meaningful scale decomposition of inhomogeneous fields and determining their spectra,
which satisfy both positive semi-definiteness and energy conservation, without the need for
the orthogonality structure provided by Fourier modes. If the filtering kernel has a sufficient
number of vanishing moments, the filtering spectrum follows any power-law scaling that the

Fourier spectrum may have (assuming Fourier analysis is possible). In fact, the filtering
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spectrum converges to the Fourier spectrum when using a kernel with an infinite number of
vanishing moments (e.g. the Dirichlet kernel), which is justified only for homogeneous fields
given the highly non-local nature of such kernels in x-space.

The filtering spectrum as a method is especially valuable in permitting us to visualize (in
physical space) the flow at different scales in a self-consistent manner [65]. A disadvantage
of the filtering spectrum compared to the Fourier spectrum is that it involves smoothing as a
function of scale [24]. This is the price paid for gaining spatially local information at different
scales and generalizing the notion of a spectrum to non-homogeneous fields. Concurrently

exact spatial and scale localization is forbidden by the uncertainty principle [28; 66].

D. Paper Outline

The following section 2 provides preliminaries and a brief review of the low-pass filtering
spectrum from [24]. Section 3 presents the main analytical results, including a method for
constructing higher-order kernels. Section 4 demonstrates the results using numerical data.
Section 5 compares filtering spectra and structure functions. The paper concludes with a

brief summary and an appendix containing the mathematical derivation of the main result.

2. PRELIMINARIES

In a periodic domain x € [-L/2,L/2)" in n dimensions, the Fourier transform and its
inverse are, respectively

[ g e (21)

L/2

1
In
Fx) =Y fk)eiTix (2.2)

L2 g

This normalization guarantees that f (k = 0) equals the spatial average, (f(x)) = L™ [} /2

We define the Fourier spectrum of f(x) as

By = 3 %|f(k)]2, k=0,1,2,.... (2.3)

k— 5 <|k|<k+1

where |k| = /k2 + k2 + k2. The Fourier coefficients satisfy Plancherel’s relation,

IR =32 SI7P ZE (24)



A. Filtering

For any field u(x), a coarse-grained or (low-pass) filtered version of this field, which

contains spatial variations at scales > ¢, is defined in n dimensional space as [8, 9, 14, 42]

wp(x) = /d”r Gi(x —r)u(r). (2.5)

Kernel Gy(r) = ¢7"G(r/{) is the dilated version of the “parent kernel” G(r), which is
normalized. G,(r) has its main support over a region of diameter ¢. Operation (2.5) may be
interpreted as a local space average in a region of size ¢ centered at point x. It is, therefore,
a scale decomposition performed in x-space that partitions length scales in the system into

large (2 ¢), captured by u,, and small (< ¢), captured by the residual
uy = u — . (2.6)

We assume that [ rG,(r)d"r = 0, which ensures that local averaging is symmetric.

B. Low-pass filtering spectrum

The low-pass filtering spectrum is defined as [24]

2

Bk = - (5l ) = = 5 (G, (27)
where k, = L/{ is a ‘filtering wavenumber’, L is a characteristic length scale (e.g. do-
main size), and ¢ is the scale being probed. Eq. (2.7) measures the energy density (per
wavenumber) at scale ¢ by varying it and probing the associated variations in coarse energy,
(|[uy(x)|?)/2, which is the cumulative spectrum at all scales larger than ¢. The main ad-
vantage of this method is that it does not rely on Fourier transforms and, therefore, can be
easily applied to non-periodic or inhomogeneous data [24, 39]. In a periodic domain, Fourier
and low-pass filtering spectra agree if G, has sufficient vanishing moments. In fact, the two
spectra have an explicit relationship expressed by eq. (16) in [24], which reads

()

2

d

s BE(k) . (2.8)
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3. HIGH-PASS FILTERING SPECTRUM

For any given filtering kernel, Sadek and Aluie [24] partitioned the integration in eq. (2.8)
into small wavenumber and large wavenumber components,

2 2

F(k:)—/kadk: d\a(* E(k) 4+ (co st)/oodk G (EN] o (3.1)
O Tk | ke WL ke | \ e ' ‘
perIE R

Here, k, marks the wavenumber beyond which the spectrum follows a power-law, E (k) ~ k=
over k, < k < 0o. Eq. (3.1) highlights the reason low-pass sequential filtering stops being
meaningful if the Fourier spectrum is too steep: large-scale (k < k;) contributions to E(ky)
dominate even in the limit of very small filtering scales (k; — 00). Note that the derivation
by [24] followed a similar derivation by [48] for the wavelet spectrum, which has the same
limitation: the lowest order wavelet cannot capture spectral scaling steeper than £73. In
this section, we will show that high-pass sequential filtering provides significant improvement
and allows for capturing steeper spectra using the same kernel by reducing the influence of

large scales (k < k).

A. Kernel properties

We shall assume that the kernel is a real-valued even function, G(r) = G(—r). Hence, its
Fourier transform, G (k), will also be real-valued. Any spherically symmetric kernel is even.
We also assume that the filter kernel is normalized, [ dr G(r) = G (k=0)=1.

In practical applications, filtering kernels are often chosen to be sufficiently localized in
x-space to avoid prohibitive computational costs. Here, we shall restrict our consideration
to kernels that decay faster than any power in z-space, G(r) < (const.)r~™ for any m as
lr|] — oo, where r = |r|. Examples of such kernels include the Gaussian, (%)%e*‘”zﬂ, or
kernels that have compact support (i.e. has zero value beyond a finite spatial extent) such
as the top-hat kernel,

) 1/0, if |z] < £/2. 52

0, otherwise.
These kernels are also useful analytically since the fast decay in z-space guarantees smooth-
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ness in k-space. A Taylor-series expansion near the origin in k-space yields:

~ ~ ~ G® (0
G(k) = G(0) + kGM(0) + k* % (3.3)
where f((s) denotes the n-th derivative, 2 f(s).
Moments of a kernel are related to its derivatives in k-space:
+o0 .
/ dz 2" G(z) = G™ (k) o’ (3.4)
o =0

Since even kernels, G(z) = G(—x), have vanishing odd moments, it follows from eq. (3.4)
that CA}’(”)(O) = 0 for all odd integers n for any even kernel G(z).

We shall call a kernel G(z) “p-th order” iff

+oo
/ dx 2"G(z) = 0 for n=1,...,p,

o0

and /+oo dr 2P G(z) # 0. (3.5)

Any even kernel is of an odd integer order p > 1. For example, the Gaussian and top-hat
kernels are of order p = 1. As discussed in [24], the order of the kernel is a key property for
extracting the correct spectrum by sequential filtering.

For a normalized even p-th order kernel, the Taylor expansion in eq. (3.3) becomes

. G+ (0) GP+3)(0)
_ +1 2
Gk) = 1+k TE] TR +..., (3.6)
o(k)
where
¢(0) = (const.) # 0. (3.7)

Note that in the Taylor expansion in eq. (3.6), we are using smoothness properties (in

k-space) of the kernel and not of the field being filtered.

B. Constructing high-order kernels from a Gaussian

The Gaussian kernel is a 1st order kernel (p = 1). For the numerical results below, we

use the Gaussian kernel in n dimensions

6 \2 g
Gg(r) = (ﬁ) (& 6lx|"/¢ (38)



Motivated by the procedure in [24] to build higher-order kernels, we can construct pth-order
kernels by a linear combination of (p + 1)/2 Gaussians with different filtering widths and
different center locations. For example, to construct a p = 3 kernel of width ¢ we use two

Gaussians of width ¢ and ¢, respectively,
G (2) = ¢ Gy(x) — ¢ Gplz — x0) — ¢ Gz + 30) . (3.9)

Here, ¢, d, xy are dilation and translation parameters to be determined from the properties

of GP*:

> G (z)dx =1,
S G (3.10)
[2 22 GP(x)dz = 0.
The four free parameters ¢, ¢, c, xy are thus reduced to two,
, c—1 c (? 072
_ - - 3.11
CT T T DRE-1) 12 (3:11)

Figure 1 shows Gy(2) in eq. (3.8) and G¥*(z) in eq. (3.9) with the parameters ¢ = 1.1, £/¢' =
2.

2.0
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-20 -15 -1.0 =05 00 05 10 15 20

X

FIG. 1: Gaussian kernel Gy() in eq. (3.8) and the 3rd-order kernel G5’ (z) in eq. (3.9)
with parameters ¢ = 1.1,¢/¢' = 2. The domain is [—7, 7] and the filtering scale is ¢ = 7 /4.

C. High-pass Sequential Filtering

For a field u(x), we define the high-pass filtering spectrum as,

B (k) = =2 G0P) /2 = o (P2 (312)

We now follow the analysis in [24] to characterize the scaling of E (k). This is pertinent

to determine E/(kg) is meaningful in the sense that it captures the scaling of the Fourier
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spectrum when the latter is possible to calculate. Assume that E(k) oc k= over k, < k < 00

for an arbitrary wavenumber k,, then

E’(k)——/oodki 1—@(3) 2E(k:)
¢ o dkg e
koo g ~ (k| < ~ (| .
:_/0 ik 1—G<k—é> E(k)—/ i 1—G(k—6) By . B
term I:;;2P73 term ;IrNk’Za

The derivation is in the Appendix. Eq. (3.13) implies that if the Fourier spectrum has a

power-law scaling F(k) ~ k= at high wavenumbers, then the high-pass filtering spectrum

obtained by filtering with a p-th order kernel scales as

k=<, ifa<2p+3

E' (k) ~ (3.14)
E=r3) ifa > 2p+3

Therefore, if the Fourier spectrum decays faster than k=3 the small wavenumber con-

tributions in “term I” of eq. (3.13) dominate at large k;, whereas if o < 2p + 3, then the

high-pass filtering spectrum is meaningful in the sense that it can capture the power-law

scaling of the Fourier spectrum. This is a significant improvement over the low-pass filtering

spectrum presented in [24], which can only capture power-laws with @ < p + 2.

The steeper is the underlying spectrum, the higher is the order of the filtering kernel
required for extracting such a spectrum. For example, the Gaussian or top-hat functions are
Ist-order kernels and can only extract power-law spectra shallower than k=5. A practical
consequence of eq. (3.14) is that if a filtering spectrum is measured using a p-th order kernel
and exhibits a scaling shallower than k~(?*3) then the user can have confidence that it
reflects the scaling of the Fourier spectrum correctly. Otherwise, if it scales ~ k~(2P*3) then
a higher-order filtering kernel is required.

The high-pass filtering spectrum is an energy-preserving scale decomposition. Indeed, it

is straightforward to verify that its integral yields the total energy:

1 27]- 2 * i
3 () = 5 P [ e B (k) (315)

In practice, since the spectrum itself is calculated from the cumulative high-pass spectrum,
E' (ko) = (Juy(x)]?)/2, the total energy is retrieved by taking the limit of large filter scale,

lim, £'(ke) 3 () = 3 ([u?) (3.16)

k¢—0
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4. NUMERICAL RESULTS

Here, we compare the scaling of E/(kg> using lst-order and 3rd-order kernels to the
traditional Fourier spectrum. We use the 3D isotropic turbulence dataset from the Johns
Hopkins database [67], which exists primarily thanks to Charles Meneveau’s bold vision and
tireless work. The dataset originates from a pseudospectral simulation of forced isotropic
turbulence with 10243 grid points and a Taylor-scale Reynolds number of approximately 433.
Figure 2 shows the Fourier spectrum of a 2D slice, which is periodic. Figure 2 also shows
low-pass and high-pass filtering spectra using G, and G?g(x) in Fig. 1. Since the Fourier
spectrum over the inertial range in Fig. 2 follows E(k) ~ k=°/3, it is sufficiently shallow to be
captured by all filtering spectra, including when using a 1st-order kernel. Differences appear
in the dissipation range, when E(k) becomes too steep. Over those small scales, we see
that the high-pass filtering spectrum, E,p?)(k), using the 3rd-order kernel GE?’(:B) is the most
accurate. This is in accord with our analytical result above, which indicates that E/pg(/ﬂ)
should capture scaling shallower than k=°. When using a 1st-order kernel, we see in Fig. 2
that El(k;) is less accurate since it can only capture scaling shallower than k=°. Its scaling
is comparable to that of the low-pass filtering spectrum Epg(k’) using the 3rd-order kernel,
which can also capture scaling shallower than k=°. We suspect that the slight improvement
of E/(k,’) over Ep3(k) in Fig. 2 may be due to the reduced influence of large-scales when high-
pass filtering. Finally, the low-pass filtering spectrum, E(k;), using the lst-order kernel is

the least accurate since it can only capture scaling shallower than k3.

We also use 2D synthetic data with Fourier spectra having prescribed power-laws. The
synthetic data is generated in Fourier space with random phases and an amplitude satisfying
the specified spectral shape. This is to demonstrate how filtering spectra cannot capture the
true spectral scaling if it is too steep for the kernel used, instead locking at the power-law
scaling derived in eq. (3.13). We generate several 2D periodic fields ¢(x) having Fourier
spectra with scaling exponents —5/3, =5, —9, —12 shown in Fig. 3(a)-(d), respectively. As
discussed above, the low-pass filtering spectrum EPS(k) with a 3rd-order kernel can capture
a Fourier spectrum shallower than £~°, while the high-pass filtering spectrum Elpg(k) can

capture spectra shallower than k=%, Figure 3 demonstrates our results numerically.
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FIG. 2: Left panel is a visualization of velocity magnitude from a 2D slice of the 3D
isotropic turbulence data from the JHU Turbulence database. The domain is periodic.

Right panel shows the Fourier spectrum FE(k) alongside the low-pass (E(k) and Ep3(k))
and high-pass (E,(k) and E/p3(/€)) filtering spectra using Gy and G%*(z) shown in Fig. 1.
Since the Fourier spectrum over the inertial range has E(k) ~ k=% it is sufficiently
shallow to be captured by all filtering spectra, including when using a 1st-order kernel.

Differences between the spectra can be seen in the dissipation range where the Fourier

spectrum is steep.

5. STRUCTURE FUNCTIONS

As discussed in the introduction, the 2nd-order structure function Sy(r) is a common tool
in turbulence [20] that is often used as a proxy for the Fourier spectrum [68-72]. It played

a central role in Kolmogorov’s formulation of his theory [73, 74]. It is usually defined as
Sa(r) = ([ou(x;1)[*), (5.1)

where

du(x;r) = u(x +r) — u(x), (5.2)

is an increment of separation r. Without boldface r, it should be understood that Sy(r) is
obtained from Sy(r) after averaging over all angles.

While Sp(r) has been a valuable phenomenological tool in turbulence theory, unfortu-
nately it is not a formal scale decomposition of a field [20]. It is known that its power-law
scaling, Sy(r) ~ r*~1 is related to that of the Fourier spectrum, E(k) ~ k=<, but only if
1 < a < 3 [42, 45-47]. This fact is demonstrated in Fig. 4 (top-left panel), where we can see
that the Sy(r) power-law scaling can only be between r° and 72, corresponding to a Fourier

spectral exponent 1 < o < 3. Therefore, Sy(r) cannot capture spectral scaling that is either
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FIG. 3: To demonstrate the limitations of low-pass (red) and high-pass (green) filtering
spectra, we use 2D periodic fields ¢(x) having Fourier spectra E(k) (blue) with scaling
exponents —5/3, =5, —9, —12 shown panels (a)-(d), respectively. (a) Both Fpg(k) and
Elpg(k:) are accurate at capturing E(k) ~ k=%/3. (b) E* (k) locks in at k=% while Elpg(k:)
remains accurate at capturing E(k) ~ k7. (c) Ep3(k) is locked at k=5 while E/pg(k’) locks
in at k=9 and stops being accurate at capturing E(k) ~ k2. (d) Since " (k) locks at k5
and E,pg(k) locks at k9, neither can capture E(k) ~ k~'2.

too steep or too shallow. In contrast, neither low-pass nor high-pass filtering spectra has lim-
itations for capturing spectral scaling that is too shallow, even when using a 1st-order kernel
as shown in Fig. 4 (top-right and bottom panels). It should be noted that standard structure
functions have been generalized by using 2nd-order differences [75, 76]. These enable the
analysis of “more-than-differentiable” signals with a spectral exponent 1 < o < 5 by utiliz-
ing 2nd-order differences 6%u(x;r) = u(x +r) — 2u(x) +u(x —r) [76]. A pth-order difference
with integer p > 2 can be defined recursively as 6Pu(z;r) = 6" tu(x;r) — P tu(z — r;r),
where §'u(z;r) = du(x;r), and can capture scaling of signals with a spectral exponent

1 < a < 2p+ 1. This is analogous to conditions required by low-pass sequential filtering
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to capture steep spectra. However, deriving the dynamics governing higher-order differ-
ences becomes cumbersome quickly. Even 2nd-order differences have had limited utility in
turbulence research [76].

The limitation of Sy(r) (even if based on higher-order differences) in capturing spec-
tra shallower than k! implies that Sy(r) fails to detect spectral peaks. This is because
the spectral slope at the peak follows k°. Moreover, Sy(r) cannot capture the scaling at
wavenumbers k smaller than that of the peak where the spectral slope is positive. These
considerations are demonstrated numerically in Fig. 5, where we can see that Sy(r) follows
the expected r2/3 power-law scaling (corresponding to E(k) ~ k~°/3) at small scales, but
saturates at large scales without capturing the two peaks present in the Fourier spectra. A
similar double peaked spectrum was measured in the global ocean circulation [39], where it is
believed to be due to different forcing mechanisms at different scales [77]. Fig. 5 shows that
both low-pass and high-pass filtering spectra can capture the Fourier spectrum reasonably

well using a 1st-order kernel because they are not limited by shallow scaling.

6. CONCLUSIONS

We have shown that the spectrum of a field can be extracted by sequential high-pass
filtering in physical space. The approach brings significant improvements over sequential
low-pass filtering introduced in earlier work [24] because it can capture much steeper spectra.
Even when using the lowest order filtering kernel, sequential high-pass filtering can capture
spectra shallower than k~°. In comparison, both sequential low-pass filtering and wavelet
transform can only capture spectra shallower than k=3 [24, 48]. The improvement is rooted
in the enhanced insulation from the largest (and most energetic) scales when high-pass
filtering.

We also demonstrated how second-order structure functions fail to capture spectral peaks
because they cannot detect scaling that is too shallow. This limitation is not shared by
either low-pass or high-pass filtering spectra. We note that a high-pass filtered field and its

increments are related by

uy(x) = u(x) — up(x) = —/d”r Go(—r) du(x;r) . (6.1)
This relation implies that a high-pass filtered field uj(x) is exactly equal to the spatial average
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FIG. 4: Top left panel: power-law scaling of a 2nd-order structure function,

Sa(r) ~ r*~1 is related to scaling of the Fourier spectrum E(k) ~ k= (legend), but only
when 1 < a < 3. We see that the scaling of Sy(r) is no longer related to that of the Fourier
spectrum when E(k) is steeper than k=3 (magenta) or shallower than k=! (blue). The
fields analyzed here are 1D periodic data similar to those shown in Fig. 24 of [54]. Top
right panel: Low-pass filtering spectra F(k,) using a Gaussian kernel applied to the same
data used in the top-left panel. We see that the filtering spectrum has the same scaling as
the Fourier spectrum, E(k) ~ E(k) ~ k=@, for a < 3. Specifically, it can correctly capture
power-law scaling that is shallower than k=! (blue) but fails for power-law scaling steeper
than k=2 (magenta) since the Gaussian kernel (p = 1) we are using to calculate E(k;) is a
first-order kernel. It is possible for E(k,) to correctly capture power-laws steeper than k=3
by using a higher-order kernel [24]. Bottom panel: similar to top-right panel, but shows

high-pass filtering spectra, which can also capture steeper spectra (magenta) accurately.

of increments du(x;r) originating from x with separations r within a ball of radius ~ ¢/2.
That the high-pass filtering spectrum, which is a spatial average of |uj(x)[* in eq. (3.12)

is superior to So(r), which is a spatial average of |du(x;r)|? in eq. (5.1), underscores the
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FIG. 5: Left panel: Fourier spectrum (blue), along with low-pass (red) and high-pass
(green) filtering spectra extracted from the same 1D field using a Gaussian kernel in a
periodic domain of size L = 2. The field has two spectral peaks, which the filtering
spectra can capture. Right panel: Second-order structure function, Sy(r), calculated

from the same field is able to capture the power-law scaling at small scales r but fails to

detect the two spectral peaks. This is because Sy(r) cannot capture the shallow spectral

scaling that occurs around scales of the spectral peak and larger (i.e. smaller k) as
demonstrated in Fig. 4. Vertical lines indicate scales » = L/k at wavenumbers k where the

Fourier spectrum peaks.

importance of local averaging of increments in eq. (6.1).
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Appendix A: High-pass Filtering Spectrum Scaling

Here, we derive the scaling of E (k) in eq. (3.14). Assume that E(k) o< k= over k, <

6 (4) e

EN |2 © g k
1—G(k—e> E(k)—/a dkd—]wl—(}’(k—)

-~ ~~

I II

k < oo, then
_ ©
E (k) = —/ Ak —
(ke) o dk
ka d
—— | dk—
) /0 dk,

which is split into two terms with contribution from low (term I) and high (term II) wavenum-

2 B (A.1)

ber components. Term II can be recast as
-« = d ~ 2. 1-«a
II =k, ds—|1 — G(s)|*s
ka /Ko ds
with s = k/k,. Under mild smoothness and decay conditions on G (s), the integral on the
right hand side converges to a constant and term II scales as &k, “.
For term I, if the filtering kernel is an even pth-order kernel, we can recast @(k) using

Taylor series expansion [24]

~ ~ k k k
Gl = 1+40(k) 1= G = ()20

) )

where ¢(k) was defined in eq. (3.6). Thus
ka 2p+2
e[
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The last line holds since I, = k; > (const. ) fok“ (2p+2)k*P P2 E(k)dk ~ k; = and T, becomes
negligible for k/ky — 0 due to ¢(0) = (const.) and ¢'(0) =
Finally, we have

— ko g ~ k < ~ k
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