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ABSTRACT

Recent experiments indicated that nanoparticles (NPs) might efficiently catalyze multiple chemical reactions, frequently exhibiting new phe-
nomena. One of those surprising observations is intra-particle catalytic cooperativity, when the reactions at one active site can stimulate
the reactions at spatially distant sites. Theoretical explanations of these phenomena have been presented, pointing out the important role of
charged hole dynamics. However, the crucial feature of nanoparticles that can undergo dynamic structural surface rearrangements, poten-
tially affecting the catalytic properties, has not yet been accounted for. We present a theoretical study of the effect of dynamic restructuring in
NPs on intra-particle catalytic cooperativity. It is done by extending the original static discrete-state stochastic framework that quantitatively
evaluates the catalytic communications. The dynamic restructuring is modeled as stochastic transitions between states with different dynamic
properties of charged holes. Our analysis reveals that the communication times always decrease with increasing rates of dynamic restructur-
ing, while the communication lengths exhibit a dynamic behavior that depends on how dynamic fluctuations affect migration and death rates
of charged holes. Computer simulations fully support theoretical predictions. These findings provide important insights into the microscopic
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mechanisms of catalysis on single NPs, suggesting specific routes to rationally design more efficient catalytic systems.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0239455

I. INTRODUCTION

Catalysis accelerates chemical reactions by using specific com-
pounds, called catalysts, that are not consumed by these reac-
tions, providing alternate pathways to increase the rates of these
processes.” It is widely explored, ranging from living systems to
various modern industries, affecting a huge number of important
phenomena.”” Recent experimental efforts led to the introduction
of metal-based nanoparticles (NPs) as novel heterogeneous catalysts
for complex processes where the reactants, catalysts, and products
might exist in distinct thermodynamic phases.” * The advantage of
NPs as catalysts is that they can be synthesized in various specific
shapes, sizes, and chemical compositions, providing better control
for the outcome of catalyzed chemical reactions.” "'

The application of NPs also allowed the catalytic processes
to be investigated with more quantitative details by using a vari-
ety of novel single-molecule approaches with high spatial and

temporal resolutions, clarifying many aspects of underlying molec-
ular mechanisms.'” '® Several new phenomena related to catalysis
have been discovered.'” One of the most surprising of them is the
observation of intra-particle catalytic cooperativity.'® It was found
that during the catalysis of redox chemical reactions on Au and
Pd nanoparticles, the processes at some active sites stimulated the
same processes at the spatially close but distinct active sites. Sta-
tistical analysis of Pearson’s cross correlation coefficients (PCCs)
between different segments of individual nanoparticles revealed
that successive product-formation events were correlated with a
temporal memory (or lifetime) of ~10-100 s and a communica-
tion distance of ~200-600 nm."® Such cooperative communications
are reminiscent of the allosteric effects observed in proteins, but
their molecular origins are completely different.!” Experiments also
identified the positively charged holes moving on the oxidized sur-
faces of metal NPs as being responsible for the observed catalytic
cooperativity.'®
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To explain these surprising observations, we recently developed
a novel theoretical framework to clarify the microscopic picture of
catalytic cooperativity.”’ It was proposed that the probability of the
catalytic reaction taking place at a given active site depends on the
local concentration of positively charged holes, and each redox reac-
tion creates an additional amount of charged holes.”’ ** Then, a
higher local concentration of charge holes after the reaction took
place at the given active site drives them away to other parts of the
nanoparticle with lower concentrations of charged holes, increas-
ing the pool of charged holes near neighboring active sites. This
eventually stimulates new chemical reactions at these new sites.
Based on this hypothesis, we developed a discrete-state stochastic
model that allowed us to obtain a comprehensive description of cat-
alytic cooperativity processes.”’ The proposed theoretical approach
gave excellent quantitative agreements with experimentally observed
ranges of communication distances and temporal memories and
the dependence on the external fields, explaining the universality
of catalytic cooperative effects and clarifying several mechanistic
aspects of the phenomenon. It was later extended to account for
the possible spatial heterogeneity of nanocatalysts,”* predicting that
spatial heterogeneity should decrease communication distances and
temporal memories while simultaneously increasing the strength of
correlations.

While the proposed theoretical framework successfully cap-
tured most of the features of catalytic cooperativity, it neglected
an important property of nanoparticles. The theoretical method
assumed that the structures of nanoparticles are always static, i.e.,
that their catalytic properties do not change over time. However,
there are multiple experimental observations of temporal fluctu-
ations of metal NPs, which are frequently manifested through
dynamic surface restructuring.””*° It was shown, for example, that
Au nanoparticles that participate in catalytic hydrogenation experi-
ence significant size- and shape-dependent transformations, switch-
ing between so-called resting and active states.”” A size-dependent
restructuring of Ni nanoparticles has also been observed.” In
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addition, recent kinetic Monte Carlo simulation studies have shown
that such dynamic reshaping of nanocatalysts may lead to changes
in the active sites, which can eventually influence the overall cat-
alytic efficiency.”” Furthermore, these fluctuations can be induced by
substrate molecules adsorbed on the nanocatalyst’s surfaces.”’ The
dynamic restructuring might also arise from various environmen-
tal factors that eventually impact the catalytic efficiency of the metal
NPs.’! Tt is critically important to understand how such dynamic
fluctuations of nanoparticle surfaces can influence the underlying
microscopic mechanisms of catalysis, especially when the involved
active sites can communicate with each other at the intra-particle
level. However, the corresponding theoretical method to quantify
such effects is currently missing.

In this work, a theoretical investigation of the effect of dynamic
restructuring of NPs on the intra-particle catalytic cooperativity is
presented. We extend the original static stochastic framework and
consider dynamic fluctuations as transformations between differ-
ent macroscopic states that exhibit different dynamic properties of
charged holes. This allows us to obtain an explicit description of the
catalytic cooperativity phenomena in the presence of dynamic fluc-
tuations. Analytical calculations are supported by Monte Carlo com-
puter simulations. We also present physical-chemical arguments
to explain the theoretical predictions. Our theoretical study uncov-
ers novel microscopic features of catalytic phenomena, opening the
possibilities for rationally designing optimal catalytic systems.

Il. THEORETICAL MODEL

To explain our theoretical method, let us consider a single
nanoparticle that can catalyze only one type of redox chemical
reaction, as shown schematically in Fig. 1. Because experimen-
tal studies are mostly focused on nanorods, we adopt an effective
one-dimensional description of catalytic processes,'® although the
method can be extended to more complex geometries of NPs. In
our theoretical approach, the lattice with several segments each of
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FIG. 1. (a) A schematic representation of dynamic restructuring in the single NP, which is viewed as a network of macroscopic states and transitions between them. (b)
A simple case when the nanorod fluctuates only between two macroscopic states, A and B. The rates y, and y, describe the corresponding transitions. The nanorod is
divided into multiple segments of equal length, possessing a uniform distribution of active sites (red-filled circles) that produce charged holes (blue circles) while catalyzing
redox reactions. A new charged hole appears with the rate kj_ g at a given active site (empty red circle) of the nanorod. For any macrostate A (or B), charged holes migrate
to adjacent segments with the rate uy (or ug), and they can also disappear from a segment with the rate r (or rg). (c) A corresponding discrete-state stochastic model to
describe a dynamically fluctuating nanorod. The states n = 0, +1, +2, . . . represent the different nanorod segments after a new hole is produced at state n = 0 at some

initial time.
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length I represents the single nanorod with multiple active sites. For
simplicity, we also assume that the number of active sites per seg-
ment is the same, but the analysis for spatially heterogeneous cases
is also possible.”””" It has been proposed earlier, using experimen-
tal observations and theoretical arguments, that due to the nature
of redox reactions, charged holes play a critical role in the mecha-
nisms of catalytic cooperativity. “*’ More specifically, in our original
theoretical framework, we assumed that each reaction at the active
site might create new charged holes.”’ The charged holes can then
migrate between different parts of the nanorod, and they can also
disappear from the system.

To account for dynamic restructuring, we postulate that these
fluctuations lead to different macroscopic states that exhibit differ-
ent diffusion and death rates of charged holes. In the macroscopic
state j, the charged holes are created with a rate k;, a migration rate
u;, and a death rate r;. As shown in Fig. 1(a), these stochastic fluctua-
tions correspond to transitions between different macroscopic states
i and j of the system with rates y; (i > j) and y;; (j — i). Thus, the
dynamic restructuring of the nanorod can be viewed as a network
of stochastic transitions, as shown schematically in Fig. 1(a). This
allows us to extend the original theoretical framework of analyzing
catalytic cooperativity to account also for dynamic fluctuations. In
our model, the mean time for the charged hole to stay in the system,
which we associate with the communication lifetime, is averaged
over all possible macroscopic states. Similarly, the mean distance
that the charged particle migrates before disappearing, which we
associate with the communication length, is the quantity that is
averaged over all possible macrostates.

To understand better the microscopic picture of how dynamic
restructuring influences catalytic cooperativity, let us consider the
simplest situation when the nanorod can fluctuate only between two
macroscopic states labeled A and B. This is shown in Fig. 1(b). The
two-macrostate model can be validated from experimental obser-
vations. Distinct transitions between resting and active states have
been observed, for example, in Au nanoparticles during butadi-
ene hydrogenation,”” and two types of restructuring processes were
also reported on Au nanoparticles while they catalyze the reduction
of p-nitrophenol.”’ From state A, the system can change to state
B with a rate y,, while the reverse transition has a rate y,. The
charged holes are produced in the macroscopic state A (B) with rate
ka (ks). These holes might migrate and disappear from the nanorod
via the rates u4 (up) and ra (rs), respectively. To quantify the prop-
erties of catalytic cooperativity, we adopt an effective discrete-state
stochastic model presented in Fig. 1(c), where one can monitor the
fate of a single charged hole on an infinitely long, dynamically fluc-
tuating nanorod. When a new hole is produced on the nanorod in
any macrostate with the rate k4 or kg, we label this segment as the
state n = 0, and the adjacent segments are labeled as n = +1, +2,. ..
accordingly. This can be done because of the translational symme-
try of the system. Since the hole’s dynamics are different in each
macroscopic state due to the associated transition rates, we adopt
a first-passage approach to accurately evaluate the complex details
of the catalytic cooperativity dynamics in this system.

To determine the overall lifetime of the charged hole after it is
produced at state 0, we consider all the situations for the hole disap-
pearing from each macrostate separately. One can introduce F/ i(t)

and F? j(t) as the first-passage distribution functions for the hole to
disappear from the macrostate A or B, respectively, at time ¢ if it was

ARTICLE pubs.aip.org/aipl/jcp

initially in the segment —L <n <L (L > 1), or the state n = off if
the hole is not yet produced on the lattice, starting in the macrostate
j=A,B. Let us first analyze the situation when the hole disappears
from the macrostate A only. The temporal evolution of the first-
passage probabilities F‘;‘, j(t) can be described via a set of backward
master equations. For segment n = 0, using the symmetry arguments
Fﬁ)j(t) = an)j(t), we have

% = 2usFis(t) + raFga(t) + yaFop(t)

- (2ua +rA+yA)FéA(t), (1a)

A
dFos(t) _ 2upFi5(t) + yaFoa(t) — (2up + 5 + ys)Fap(t). (1b)

dt ’

Here, we use F;,(t) = 8(t) as the initial condition, which suggests
that the hole at t =0 has already dissociated from the lattice in
the macrostate A, and the process ends immediately. The above
equations also ensure that the hole will disappear only from the
macrostate A. For segments n # 0, L, one can write

% = uaFp 1 a(t) + uaFps1a(t) + raFia(t) + yaFap(t)
- (ZuA + 714 +yA)F;?’A(t), (2a)

A
dF”TE;(t) = MBFr/?—I,B(t) + MBFfH,B(t) + )’BFQA(ZL)

— (2up + 3 + y8) Fop(2). (2b)
For the lattice ends, Fﬁj(t) = FfL,j(t), we have

AO) it 0+ raFLL D)+ 1)

—(uA+rA+yA)F£A(t), (3a)

% = upFi, 5(t) + ysFia(t) — (up + 75 + y8)Fis(t). (3b)

In addition, for the state “off,” the backward master equations are
written as

d A
"“of;%z:(f) = KaFA() + yaFYy5(t) — (ka + ya)Elya(8),  (4a)
d A
F"f#‘sa) = ksFop(t) + ysEoga(t) — (ks + y)Foyp(t).  (4b)

It is convenient to solve the above backward master equations
in the Laplace space, Fj ;(s) = [,™ F.;(t)e”™, allowing us to rewrite
Eqgs. (1)-(4) as

(s+2ua+ra+ yA)FaA (s) = 2uaF 4 (s) +7ra + yAFéB (s), (5a)
(s-+2up + 15 +y5) Fop(s) = 2usF1p(s) + ysFoa(s)  (5b)

for the state n = 0, and for n # 0 and n # +L, we have

(s+2upa+ra+ YA)P;\,A(S) = uAPI:—l,A(S) + uAPﬁ+1,A (s)+7a
+yaFas(s), (6a)
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(s+2up+rp+ yB)I:"':,B(s) = uBF’:,LB(s) + uBFﬁH,B(s) + yBF;‘,A(s).
(6b)
For the ends of the nanorod, n = L, one can write

(s+ua+ra+ yA)Ff,A(s) = uAFf_m(s) +7ra+ yAFﬁB(s), (7a)

(s+up+rp+ )/B)Ff,B(S) = “BF?—I,B(S) + )’BFQ,A (s)- (7b)

Finally, for the state “off,” we write the Laplace transformed
backward master equations as

(s+ka+ya)Enga(s) = kaFoa(s) + yaFozp(s), (8a)

(s+ ks + y8)Fop5(s) = kaFop(s) + ysFoga(s)- (8b)

The explicit expressions for the functions Fj j=4,5(t) can be obtained
by solving the above set of equations as shown in the supplementary
material,

- _ rA((/>B - 2u3)
Foa(s) = 61— 200 + 263 (9a)
~A _ TAYB
FO,B(S) = 7¢1 _ 2¢2 + 2¢3 5 (9b)
where
¢1(s) = pagp + 2uaup — yays, $2(s) = uads + usga,
(10)

¢3 = uaug,

and (pj:A,B(s) =S+ 2+ i+,

A similar set of calculations can be performed for the first-
passage distribution functions F5 j(t). In the Laplace transformed
space, the final results are

N TBYA
Foa(s) = b1 =26 + 205 "2y 4 23° (11a)
=B _ 78(¢pa —2ua)

FO,B(S) = 7451 — 2¢2 + 2¢3 (11b)

Equations (9)-(11) are the main results of this work. This is
because these first-passage distribution functions can now be fully
analyzed, and one can determine all characteristic features of the cat-
alytic cooperativity. We are specifically interested in evaluating the
communication lifetimes and lengths, as explained in Sec. ITI.

I1l. RESULTS AND DISCUSSION

To understand better the role of dynamic restructuring, one has
to compare the properties of catalytic cooperativity for dynamically
fluctuating systems with those for homogeneous non-fluctuating
systems. For this purpose, we introduce dimensionless heterogeneity
parameters «, and «, defined as

u

;
Up=—; TA=0t, Tg=—, (12)
oy Qr

us = ay,

where the rates u and r correspond to a purely homogeneous case
without dynamic fluctuations.”’ Thus, by varying these parameters,
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one can see the continuous changes in the catalytic cooperativity
induced by dynamic restructuring. It is important to note here that
this is not the only way to probe the effect of dynamic fluctuations
since the migration and death rates could have more complex depen-
dencies. However, this is the simplest convenient approach with a
minimal number of variables that should allow us to explain more
clearly the physics of these complex phenomena. In addition, to
simplify calculations, in most situations, we assume that fluctuation
rates between different macroscopic states are the same, y, = y; =y,
although our analysis is valid for more general situations.

A. Communication lifetime or temporal memory

Now let us explicitly evaluate the temporal memory in catalytic
cooperativity for the systems that experience dynamic restructur-
ing. It corresponds to the average time a charged hole stays on the
nanorod after it was initially produced. Using our analysis and the
results in Eq. (9), the splitting probabilities (T j=a,8) and the mean
first-passage times (T j=a.p) for the charged hole to disappear only
from the macrostate A after it was initially produced in segment 0
on the nanorod can be estimated as

M, =y (s=0) = amtre) (130)
TAYB + YBYA + TATB
HéB:Pg,B(S:O) = L, (13b)
TAYB + 'BYA + TATB
__OFGa(s=0) yays + (ys + rs)? (139
0.4 = i = , C
oA (y8 +78)(rays + rBYA + TATB)
TéB:_aSPéB(SZO) _ YA+ yB+ra+rs (13d)

T .
Iy 5 TAYB + TBYA + TATB

Using a similar strategy for Eq. (11), one can determine the
respective splitting probabilities (Hfi j-a,) and mean first-passage
times (T j-a,p) for the hole to disappear only from the macrostate B
after it is produced in the segment 0 of the nanorod. These quantities
are

rBYA

Hg,A = Fg,A(s =0)=—""—, (14a)

TAYB + YBYA + TATB
M8, = BBy(s—0) = — atra) (14b)

TAYB + BYA + TATB

+B B
T(I)B,A=—BSFO’A§;S_O) _ YA +YyBt+7TA+ 1B ’ (14C)
ITp 4 TAYB + TBYA + TATB

T(l);,B _ _&Pg}B(s = 0) _ YAYB + ()’A + T’A)Z (14d)

Mo (ya+ra)(rays+7pya+rars)’

Finally, the overall mean lifetime (7) of the charged hole can be
calculated by averaging over all possible initial states and all possible
macrostates from which it disappears,*”

 Pa(TIgaTou + Mg aToa) + Pe(TosTos + o Top)

15
PA(HQ,A+H€,A)+PB(H3,B+H€B) ( )

T
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In these expressions, we defined Pa=y,/(y,+y;) and
Pg=1y,/(y, +yy) as the steady-state probabilities for the nanorod
to exist in the macrostates A and B, respectively. The steady-state
calculations are provided in the supplementary material. By sub-
stituting Eqs. (13) and (14) into Eq. (15), we obtain the overall
temporal memory of catalytic cooperativity,

raya +ryp + (ya + YB)2

- . 16
(ya +yB)(rays + r8ya + 1a78) (162)

If the fluctuation rates are equal, y, = y; = ¥, the lifetime simplifies
into
ra+rp+4y

= 2[rarg + y(ra +18)] (16b)

Note that the cooperativity lifetime is independent of the diffusion
rates ua and up. Using the relations from Eq. (12), the lifetimes can
be rewritten as

(o +o;t) + 4y

T= m (16C)

When the dynamic restructuring does not affect the death rates,
ar = 1, it can be shown that Eq. (16¢) reduces to 7 = 1/r, which, as
expected, fully agrees with the estimates of the communication life-
times for homogeneous nanorods.”’ In the case when the dynamic
restructuring is very slow, Eq. (16¢) reduces to

T(y—»O):%(L+ 1 ), (17)

ra.  rlox
while in the limit of very fast dynamic fluctuations we obtain
1
r(ar + ai ) /2

These results can be explained using the following arguments:
When the dynamic restructuring transitions are rare (y — 0), the

T(y—> 00) ~ (18)

(a) T T T T T T T T T T T
1.2} .
Zi0l i
E1.0
0.8} i
10¢ 10* 102 10° 10> 10* 10°
y(s™)

(b)

Log,,(v)
=)

ARTICLE pubs.aip.org/aipl/jcp

system has enough time to explore both macroscopic states, and
the overall communication lifetime can be viewed as average over
the macrostates A and B. This means that 7 = (74 + 78)/2, where
Tp = % is the temporal memory for the macrostate A and 73 = r/%x
is the temporal memory for the macrostate B. When the dynamic
transitions are very fast (y — o0), the system will reach an effec-
tive equilibrium between the two macrostates A and B, and it can
be viewed as an effectively homogeneous nanorod with the effective
equilibrium death rate given by re = (ra, + +) /2. Factor 2 reflects
that the nanorod is equally probable to be found in the macrostates
A or B because the fluctuation rates are the same in both directions
(Pa=7vp=7)

To quantify better how the dynamic restructuring is influenc-
ing the temporal memory in catalytic cooperativity in comparison
with purely static situations, one can introduce a dimensionless
parameter R(7) defined as

7(ar) _ 4y+r(<x,+¢x,_1)
(= 1) 2[r+y(ocr+(x;1)]'

R(r) = (19)

It shows quantitatively how the temporal memory in the dynamic
restructuring system deviates from the situation for the homoge-
neous nanorod without dynamic fluctuations. R(7) > 1 corresponds
to the situation when dynamic restructuring increases the com-
munication lifetimes, while R(7) < 1 describes the opposite effect
of decreasing the temporal memory for dynamically fluctuating
systems.

The results of analytical calculations and Monte Carlo com-
puter simulations for R(7) are presented in Fig. 2. For the fixed
value of the parameter a;, it can be shown that increasing the rate
of dynamic fluctuations always decreases the communication life-
time of catalytic cooperativity; see Fig. 2(a). One can also see that
R(7) > 1 for relatively small fluctuation rates, while R(7) <1 for
large fluctuation rates. This can be explained by noticing that for
y — 0, the system has enough time to explore both macrostates,
and the macrostate with the lowest death rate is equally probable

R(7)
10°
2
10°
10"
1072
2
10’3

-2 0
Log,(c,)

FIG. 2. (a) The ratio R(7) plotted as a function of the fluctuation rate y. Considering & = 2, the solid black line is obtained analytically, whereas the red symbols correspond
to Monte Carlo simulation results. (b) Contour plot for the ratio R(7) as a function of rate y and the dimensionless parameter «. Here, R() is theoretically determined using
Eq. (16c), and we used r = 0.036 36 s, which reflects the purely homogeneous death rate of the hole determined for Pd nanorod catalyzing resazurin disproportionation.?”

The detailed simulation procedure is explained in the supplementary material.
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as the macrostate with the highest death rate. Then the dynamic
behavior of the macrostate j with the lowest death rate r; domi-
nates, and the overall communication times are higher than in the
case without fluctuations because the charged hole can stay longer
on the nanorod. The situation changes for fast dynamic fluctua-
tions, where the fluctuating system can be effectively mapped into a
new homogeneous system with a faster effective death rate [because
(or + ai) /2 is always larger than one for a;, # 1], and this decreases
the communication times. One could also estimate the critical value
of the fluctuation rate y, at which R(7) = 1. From Eq. (19), it can
be shown that y, = r/2. This result suggests that the biggest changes
in communication times occur when the fluctuation rates become
comparable to the death rates in at least one of the macrostates. This
can be seen in Fig. 2(a).

Figure 2(b) illustrates how the parameter R(7) generally
depends on the fluctuation rate y and heterogeneity parameter a;. A
complex behavior is observed for different ranges of dynamic fluc-
tuation rates and different heterogeneities. For large y, the largest
communication times [maxima in R(7)] are observed for the homo-
geneous system (a, = 1), while for strongly heterogeneous systems
(ar = 0 or &y — o00), the communication times always decrease. For
small y, the behavior completely reverses: now, the smallest com-
munication times [minima in R(7)] are observed for homogeneous
systems, while heterogeneous systems exhibit longer communica-
tion times. Again, this is the result of different dynamics for slow
and fast fluctuation rates, as explained above.

Overall, our theoretical results suggest that for the given set of
heterogeneity parameters, communication times generally decrease
as a function of the temporal fluctuation rate (y), ie., dynamic
surface restructuring lowers the temporal memory of catalytic coop-
erativity. In addition, for the fixed fast fluctuation rates, increasing
heterogeneity in death rates (deviating from a, = 1) always lowers
the memory lifetimes, while for the fixed slow fluctuation rates,
longer communication times are expected for more heterogeneous
systems.

B. Communication lengths

As shown in the supplementary material, the average dis-
tance traveled by a charged hole on the nanorod can be explicitly
evaluated, yielding

A=-— L, (20a)
1nx1

where [ represents the length of a nanorod segment and the
parameter x; is given by

2
! n
== A\/[Z) -1, 2
X1 5 (2) (20b)

with

9a(s=0) —\/$a(s = 0)> ~ 4¢5(¢1 (s = 0) ~ 2¢3)
= 20, .

It has been argued before that this length scale can be associated with
the communication length of catalytic cooperativity.”’

21
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FIG. 3. The ratio R(1) as a function of the fluctuation rate y for different migration
and death rates. For all segments of the length / = 50 nm, we used u = 0.736 s~
and r = 0.03636 s~', which reflect the migration and death rates of the hole
determined for a purely homogeneous Pd nanorod catalyzing resazurin dispro-
portionation in Ref. 20. Symbols are Monte Carlo simulation results; dashed
lines represent the analytical result obtained for small fluctuation rates using
Eq. (28) whereas solid lines are obtained for y « 1 from Eq. (25). The simulation
procedure is explained in the supplementary material.

To better quantify the extent of changes in communication
length due to dynamic restructuring, we introduce a dimensionless
parameter,

Mo, o)

RQ) = May=a,=1)

(22)

It gives a quantitative measure of how much larger the commu-
nication length is in the system with dynamic restructuring in
comparison with the situation when there are no dynamic fluctua-
tions. For R(A) > 1, dynamic restructuring increases the communi-
cation length, while for R(1) < 1, it makes this length smaller. This
quantity, obtained via analytical calculations and computer simula-
tions, is presented in Fig. 3. One can see that for small fluctuation
rates, the communication lengths of dynamically restructuring sys-
tems (a, # 1 and a, # 1) are always larger than the corresponding
length for the homogeneous system without fluctuations (a, = 1 and
ar = 1). However, increasing the fluctuation rate y has a different
effect on the communication lengths depending on explicit values
of the heterogeneity parameters «, and a.

These observations can be explained by analyzing the limiting
behavior of the system at very fast and very slow structural rear-
rangements. First, we notice that for homogeneous systems without
fluctuations (a, =1 and a, = 1), the communication length has
already been estimated as*’

Moy =ar=1) = l\/? (23)

Since for slow dynamic fluctuations (y — 0), the system has enough
time to explore both macrostates, the communication length in this
limit can be viewed as an average of communication lengths in each
macrostate, leading to
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Log,o(a,)

1 Uua 1 up
/\(y—>0):l(5,15+5‘/g). (24)

Then, using the heterogeneity parameters from Eq. (12) in Eq. (24),

we obtain
1 oy o
R(A,y = 0) =~ = — — 25
-0 =5(/%/2) 2s)

Mathematically, it is clear that the function R(A,y = 0) > 1 at
all values of ay # ay, as also observed in Fig. 4(a). One can eas-
ily find that R(1) = 1 only when the dimensionless parameters are
equal, i.e., for a, = a,. Physically, this means that due to heterogene-
ity, the communication lengths in one of the macrostates become
larger than in the static case, effectively increasing the overall com-
munication length. This explains the dynamic behavior for small y.
For large fluctuation rates (y — oo), the system can be viewed as a
homogeneous one with effective migration and death rates,

1 1
Uefp = i(uA +UB), T = E(m +18). (26)

Then, the communication length in this limit can be written as

Aoy [HATHE 27)
ra +1B

which leads to

R(A,y — 00) = S (28)

This expression can be larger or smaller than unity depend-
ing on the specific values of the heterogeneity parameters. One
should note that the function f(x) =x+ 1/x (for x > 0) is always
decreasing for 0 < x <1 and always increasing for x > 1, with the
minimum being achieved at x = 1. Then, there are four possible situ-
ations: (1) for a,, > 1 and a, > 1, the parameter R(A) > 1 for a,, >
and R(1) <1 for ay < a5 (2) for ay <1 and ar < 1, the parameter
R(A) > 1 for ay < ar and R(A) < 1 for ay > ar; (3) for a, > 1 and
ar <1, the parameter R(A) >1 for a, > 1/ay and R(A) <1 for
oy < 1/ar; and (4) for a, < 1 and a;, > 1, the parameter R(A) > 1 for

ARTICLE pubs.aip.org/aipl/jcp

FIG. 4. Contour plots of the ratio R(1)
as the function of dimensionless para-
meters oy and «, when the fluctuation
rates between the macrostates are (a)
very slow [y =102 and calculations
done using Eq. (25)] and (b) very fast
ly= 10? and calculations done using
Eq. (28)]

Log,o(a,)

oy <1/ar and R()) <1 for a, > 1/a,. Importantly, the parameter
R(A) =1 when a, = a*'. This corresponds to the situation when
dynamic fluctuation modifies the migration and death rates in each
macrostate to the same degree, leading to unchanged communica-

tion length because A ~ \/u_/r In these special cases, the dynamic
fluctuations do not affect the communication length at all, despite
observable dynamic rearrangements in the system. All these results
are clearly illustrated in Fig. 4(b).

C. Catalytic cooperativity in the systems with
multiple macrostates

Our theoretical analysis of the effect of dynamic restructuring
on catalytic cooperativity has concentrated so far on the simplest
situation with only two macrostates. However, it is more realis-
tic to expect transitions between multiple structural conformations
of the single NP. This also raises the question of whether the
results obtained in our two-macrostate approach will survive if more
macrostates are taken into account.

To test the role of the number of macrostates in dynamic
restructuring, we performed Monte Carlo computer simulations
to evaluate the communication distances and lifetimes for a more
realistic situation. It was assumed that the single nanorod can expe-
rience 50 different macrostates. In each of them, we randomly picked
the migration and death rates from Gaussian distributions that are
centered around homogeneous migration and death rates utilized
in previous theoretical analysis of catalytic cooperativity.”’ Further
simulation details are provided in the supplementary material.

The results of our computer simulations are presented in Fig. 5.
One can see from Fig. 5(a) that dynamic transitions that influence
only the migration rates (red curve) do not affect the communication
times, but those that modify the death rates (blue and green curves)
strongly modify the memory lifetimes. In these cases, the mem-
ory times always decrease as a function of the dynamic fluctuation
rate. This fully agrees with our analytical calculations for the two-
macrostate model [compare with Fig. 2(a)]. For the communication
lengths [Fig. 5(b)], we observe that the effect of the fluctuation rate
depends on the degree of changes in migration and death rates due to
dynamic fluctuations, producing an increase or decrease in the com-
munication length. These results generally agree with the predictions
and trends for the two-macrostate systems, further supporting our
theoretical method. It is important to note that the two-macrostate
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FIG. 5. (a) Temporal memory, 7, and (b) communication distance, A, for the systems with multiple macrostates as a function of the dynamic fluctuation rate. The results are
obtained from computer simulations. A single nanorod is allowed to dynamically transform between 50 macrostates with equal rate y. The nanorod is divided into multiple
segments of length / = 50 nm, and the migration and death rates in each macrostate are randomly picked from respective Gaussian distributions, with the average value of
death rates as r = 0.036 36 s~' and migration rates as u = 0.736 s~', which are used in Ref. 20 for the static case of Pd nanorods. The standard deviations about the mean
values are o, = 0.05s~" and ¢, = 0.5 ™", respectively. The creation rate of a hole is k = r = 0.036 36 5.

approach allows us to better explain the underlying physics of how
the dynamic restructuring affects the catalytic cooperativity.

In single-molecule experiments, the quantities 7 and A have
been determined by analyzing a well-known statistical parameter
called Pearson’s cross correlation coefficient (PCC or pT,,T}.).]‘\ This
quantity exhibited an exponential decay with respect to the aver-
age time separation (At;j) between successive product formation
events as well as the distance separation (Ax;;) of any two segments
i and j of a single nanorod. The respective decay constants provided
the quantities 7 and A, respectively. As discussed in detail within
the supplementary material, we performed multiple-particle Monte
Carlo computer simulations to mimic this experimental analysis by
monitoring the hole-creation events on a single nanorod. The char-
acteristic exponential decay of the PCC values is observed for all the
simulated situations, further supporting our theoretical approach.

IV. SUMMARY AND CONCLUSIONS

In this paper, we investigated the effect of dynamic restruc-
turing of single nanoparticle catalysts on catalytic cooperativity.
The analysis was performed by extending the original discrete-state
stochastic approach for homogeneous systems. In our theoreti-
cal method, dynamic restructuring is viewed as a set of stochastic
transitions between different macrostates characterized by differ-
ent dynamic properties of charged holes that are known to be
responsible for catalytic cooperativity. By considering the simplest
model with two macrostates, the dynamics of catalytic cooperativ-
ity are explicitly evaluated. It is found that increasing the speed of
dynamic fluctuations always decreases the communication times,
while the effect on communication length depends on specific
relations between transition rates. Physical-chemical arguments to
explain these observations are presented.

The effect of dynamic structuring on the lifetime and commu-
nication distance relative to our original model for a homogeneous
system can be successfully quantified using the specific dimension-
less parameters R(7) and R(1), respectively. These parameters allow

us to extend our theoretical analysis to more realistic scenarios, as
demonstrated by the example of the redox reaction of resazurin dis-
proportionation on Pd nanorods, as performed by Zou et al.'® The
assumption of equal fluctuation rates (y, = y; = ) and the presence
of only two macrostates were introduced to simplify our calculations
and provide clear insights into the underlying dynamics. However,
the strength of our method lies in its generality, as our theoreti-
cal framework can be extended to cases with varying fluctuation
rates between macrostates. For example, in Fig. S2, we show the
variation in the dimensionless parameters R(7) and R(A) for the
systems with non-equal fluctuation rates, demonstrating the flexi-
bility of our approach. Importantly, experimental evidence supports
the effective two-macrostate picture. Distinct transitions between
resting and active states have been observed in Au nanoparticles
during butadiene hydrogenation,”” and two types of restructuring
processes were reported on Au nanoparticles while they catalyze
the reduction of p-nitrophenol.”’ These observations align well with
our simplified model, further validating its relevance to realistic
catalytic systems. We have also extended our theoretical analy-
sis to include cases where dynamic restructuring leads to multiple
macroscopic states (see Iig. 5), and the results remain qualitatively
consistent with those derived from the simpler two-state model.
This suggests that our simplified assumptions are reasonable while
still capturing the essential dynamics of metal nanorods. Thus, the
presented theoretical method clarifies the microscopic picture of
how dynamic restructuring influences the phenomena of catalytic
cooperativity.

In particular, our theory predicts that faster dynamic fluctua-
tions reduce both communication lengths and lifetimes, but they
also enhance the strength of cooperative effects, especially when
the heterogeneity in death rates is greater than that in migration
rates. These insights offer potential strategies to improve catalytic
efficiency. For example, increasing the density of traps or incorpo-
rating the processes that accelerate hole removal (i.e., increasing the
death rates) could lead to faster communication and reaction times,
thereby enhancing catalyst performance. In addition, photochemical
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methods could be employed to fine-tune these transition rates. By
controlling the spatial arrangement of active sites on the nanopar-
ticle surface, it may be possible to introduce favorable changes that
optimize these cooperative effects, thereby designing more efficient
catalytic systems; see also Ref. 20.

Although the presented theoretical method provides a phys-
ically consistent picture of the role of dynamic fluctuations for
catalytic cooperativity, it is crucial to critically analyze its limitations.
This theoretical approach hypothesizes that each chemical reaction
occurring on an active site produces a charged hole. Afterward,
this hole diffuses on the nanoparticle surface until it disappears.
Therefore, only the hole’s creation rate directly relates to the reac-
tion under consideration. Other parameters such as migration and
death rates are tied to the hole’s dynamic behavior and reflect the
system’s broader macrostate rather than being directly related to
specific chemical processes. Our model does not address the exact
microscopic mechanisms responsible for hole creation, nor does it
capture quantum-mechanical details of the underlying processes.
These aspects are beyond the scope of our current theoretical frame-
work, and their inclusion would require more detailed electronic
structure information.”’

In addition, our strongest assumption is that dynamic restruc-
turing does not change the uniform distribution of active sites
along the catalytic nanoparticle. Realistically, one expects changes
in both the dynamic properties of charged holes and in the num-
ber of active sites per unit length of the nanocatalyst. It can be
noted, however, that the impact of spatial variations for nanocat-
alysts has already been theoretically probed by us, but it was only
studied for stationary systems without dynamic fluctuations.”* This
means that it will be important to investigate catalytic cooperativ-
ity when both spatial and dynamic fluctuations are happening, and
this might lead to some new phenomena. Another limitation of
our study is that it concentrated only on effective one-dimensional
systems, while many nanoparticles deviate from this simple geom-
etry. In addition, our theoretical study did not take into account
the finite-size effects of nanocatalysts. However, despite these reser-
vations, the proposed theoretical method provides a fully quanti-
tative physical-chemical analysis of catalytic cooperativity that can
be further tested in experiments and more advanced theoretical
studies.

SUPPLEMENTARY MATERIAL

See the supplementary material for the calculations to solve
first passage time distributions, determine steady-state probabili-
ties, details of the Monte Carlo computer simulations, Pearson’s
cross correlation coefficient analysis, and additional microscopic
arguments in support of our theoretical findings.
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