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We propose a score-based generative sampling method for solving the nonlinear filtering problem 
with superior accuracy. A major drawback of existing nonlinear filtering methods, e.g., particle 
filters, is the low accuracy in handling high-dimensional nonlinear problems. To overcome this 
issue, we incorporate the score-based diffusion model into the recursive Bayesian filter framework 
to develop a novel score-based filter (SF). The key idea of SF is to store the information of 
the recursively updated filtering density function in the score function, instead of storing the 
information in a set of finite Monte Carlo samples (used in particle filters and ensemble Kalman 
filters). By leveraging the reverse-time diffusion process, SF can generate unlimited samples to 
characterize the filtering density. An essential aspect of SF is its analytical update step, gradually 
incorporating data information into the score function. This step is crucial in mitigating the 
degeneracy issue faced when dealing with very high-dimensional nonlinear filtering problems. 
Three benchmark problems are used to demonstrate the performance of our method. In 
particular, SF provides surprisingly impressive performance in reliably capturing/tracking the 
100-dimensional stochastic Lorenz system that is a well-known challenging problem for existing 
filtering methods.

 Introduction

Nonlinear filtering represents a significant avenue of research in data assimilation, encompassing a wide range of applications 
 weather forecasting, military operations, material sciences, biology, and finance [1,3,6,8,12,15,18,32,35]. The primary objective 
 addressing a filtering problem lies in leveraging partially noisy observational data streams to estimate the unobservable state of 
stochastic dynamical system of interest. In linear filtering, where both the state and observation dynamics are linear, the Kalman 
ter provides an optimal estimate for the unobservable state, attainable analytically under the Gaussian assumption.
When dealing with nonlinear dynamical systems, the standard Kalman filter becomes impractical. An extension of the Kalman 
ter known as the ensemble Kalman filter can be employed to tackle the nonlinearity to a certain extent. The fundamental concept 
hind the ensemble Kalman filter is to utilize an ensemble of Kalman filter samples to describe the probability distribution of the 
rget state in the form of a Gaussian distribution. As a Kalman type filter, the ensemble Kalman filter stores the information of the 
te variable as the mean and the covariance of Kalman filter samples. Consequently, the probability density function (PDF) of the 
rget state, which is often referred to as the filtering density, is approximated by a Gaussian distribution. However, in nonlinear 
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tering problems, the filtering density is usually non-Gaussian. Therefore, the ensemble Kalman filter, which still relies on the 
ussian assumption, is not the ideal approach to solve the nonlinear filtering problem [1,38].
In addition to the ensemble Kalman filter, several effective nonlinear filtering methods have been developed to tackle nonlin-
rity in various applications. These methods include the particle filter [4,19], the Zakai filter [7,45] and so on. Among these 
proaches, the particle filter stands out as the most widely applied solution for addressing the nonlinear filtering problem. Also 
own as sequential Monte Carlo, the particle filter employs a collection of Monte Carlo samples, referred to as particles, to construct 
 empirical distribution that characterizes the conditional probability distribution for the target state. In this work, we slightly 
isuse the terminology and continue to use “filtering density” to denote the conditional distribution for the state variable. Upon 
ceiving observational data, the particle filter employs a Bayesian inference procedure to assign likelihood weights to the particles. 
bsequently, a resampling process is iteratively performed, generating duplicates of particles with large weights while discarding 
rticles with small weights. This resampling technique ensures that the particle filter adapts well to the nonlinearity present in the 
timal filtering problem. By utilizing particle simulations, the filter incorporates the nonlinear state dynamics into the filtering den-
y. Simultaneously, the Bayesian inference serves as a standard approach to handle nonlinear observations. In contrast to Kalman 
pe filters, which capture information about the filtering density through mean and covariance, the particle filter stores data about 
e filtering density in the positions of its numerous particles. As a result, the particle filter excels at characterizing more complex 
n-Gaussian filtering densities through the empirical distributions constructed from the particles. This unique feature of the particle 
ter allows it to handle a broader range of challenging filtering scenarios compared to traditional Kalman filters.
The main drawback of the particle filter is the low accuracy in handling high-dimensional nonlinear problems. In the particle filter, 
ce the total number of particles is fixed, the capability to characterize the filtering density is fixed, and one may only use those 
ite particles to approximate the filtering density. However, the nonlinear state dynamics and nonlinear observations could result 
 unpredictable features of the filtering densities. Therefore, it’s hard to use finite particles to characterize unlimited possibilities of 
tering densities. This often causes the so-called degeneracy issue, i.e., the amount of particles in high probability regions are not 
fficient to characterize highly probable features in filtering densities. Such a degeneracy issue is even more prohibitive when the 
mension of the problem is high due to the curse of dimensionality. Although advanced resampling methods are proposed to address 
e degeneracy issue by relocating particles to high probability regions [4,16,24,34,38], the nature of finite particle representation 
r the filtering density cannot be changed under the sequential Monte Carlo framework, and the information that any re-sampling 
ethod may use cannot exceed the information carried by those finite particles.
In this work, we introduce a novel score-based filter (SF) that allows to use a score function to generate samples from the filtering 
nsity through a diffusion process. The score function is a key component in diffusion model, which is a well-known generative 
achine learning model for generating samples from a target PDF. Diffusion models are generative models that utilize noise injection 
 progressively distort data and then learn to reverse this process for sample generation. As a category of deep generative models, 
ffusion models are widely used in image processing applications, such as image synthesis [17,21,40,41,13,22,33], image denoising 
5,30,21,39], image enhancement [26,27,36,43], image segmentation [2,10,11,20], and natural language processing [5,23,29,37,
]. Diffusion models are also capable of density estimation (i.e., learning how to draw samples from the probability distribution). 
ecifically, a diffusion model can transport a prior distribution, which is often chosen as the standard Gaussian distribution, to 
complex target data distribution through a reverse-time diffusion process in the form of a stochastic differential equation, and 
e score function is the forcing term that guides the reverse-time diffusion process towards the data distribution. Since the prior 
stribution is independent of the target data distribution, the information of the data distribution is stored in the score function.
The key idea of SF is to store the information of the recursively updated filtering density function in the score model, instead of 
ring the information in a set of finite Monte Carlo samples used in particle filters and ensemble Kalman filters. Specifically, we 
opagate Monte Carlo samples through the state dynamics to generate data samples that follow the filtering density, and use the 
ta samples to train a score function defined by a deep neural network. Although samples that characterize the filtering density 
e still needed in our method, SF is essentially different from existing Monte Carlo based filtering methods. Using the reverse-time 
ffusion sampler, we can generate unlimited samples to characterize the filtering density. Moreover, when the score function is 
proximated by a deep neural network [41], SF has the potential to handle very high-dimensional nonlinear filtering problems.
The rest of this paper is organized as follows. In Section 2, we briefly introduce the nonlinear filtering problem and its state-
-the-art solver, i.e., the particle filter method. In Section 3, we provide a comprehensive discussion to develop our score-based 
ter method. In Section 4, we carry out numerical experiments for three benchmark nonlinear filtering problems, which include a 
0-dimensional stochastic Lorenz system, to demonstrate the superior performance of the score-based filter.

 Problem setting

Nonlinear filters are important tools for dynamical data assimilation with a variety of scientific and engineering applications. The 
finition of a nonlinear filtering problem can be viewed as an extension of Bayesian inference to the estimation and prediction of a 
nlinear stochastic dynamical system. In this effort, we consider the following state-space nonlinear filtering model:

State: 𝑋𝑡+1 = 𝑓 (𝑋𝑡,𝜔𝑡),

Observation: 𝑌𝑡+1 = 𝑔(𝑋𝑡+1) + 𝜀𝑡+1,
(1)

here 𝑡 ∈ ℤ+ represents the discrete time, 𝑋𝑡 ∈ ℝ𝑑 is a 𝑑-dimensional unobservable dynamical state governed by the nonlinear 
2

nction 𝑓 ∶ ℝ𝑑 × ℝ𝑘 ↦ ℝ𝑑 , 𝜔𝑡 ∈ ℝ𝑘 is a random variable that follows a given probability law representing the uncertainty in 𝑓 , 
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d the random variable 𝑌𝑡+1 ∈ ℝ𝑟 provides nonlinear partial observation on 𝑋𝑡+1, i.e., 𝑔(𝑋𝑡+1), perturbed by a Gaussian noise 
+1 ∼ (0, Σ).
The overarching goal is to find the best estimate, denoted by 𝑋̂𝑡+1, of the unobservable state 𝑋𝑡+1, given the observation data 

𝑡+1 ∶= 𝜎(𝑌1∶𝑡+1) that is the 𝜎-algebra generated by all the observations up to the time instant 𝑡 + 1. Mathematically, such optimal 
timate for 𝑋𝑡+1 is usually defined by a conditional expectation, i.e.,

𝑋̂𝑡+1 ∶= 𝔼[𝑋𝑡+1|𝑡+1], (2)

here the expectation is taken with respect to the random variables 𝜔0∶𝑡 and 𝜀1∶𝑡+1 in Eq. (1). When solving nonlinear filtering 
oblems, where the conditional distribution for the state variable is often non-Gaussian, our objective is to approximate the con-
tional probability density function (PDF) of the state, denoted as 𝑃 (𝑋𝑡+1|𝑡+1). In this context, we refer to this distribution as 
e “filtering density.” The Bayesian filter framework is to recursively incorporate observation data to describe the evolution of the 
tering density. There are two steps from time 𝑡 to 𝑡 + 1, i.e., the prediction step and the update step:

• The prediction step is to use the Chapman-Kolmogorov formula to propagate the state equation in Eq. (1) from 𝑡 to 𝑡 + 1 and 
obtain the prior filtering density, i.e.,

Prior filtering density: 𝑃 (𝑋𝑡+1|𝑡) = ∫ 𝑃 (𝑋𝑡+1|𝑋𝑡)𝑃 (𝑋𝑡|𝑡)𝑑𝑋𝑡, (3)

where 𝑃 (𝑋𝑡|𝑡) is the posterior filtering density obtained at the time instant 𝑡, 𝑃 (𝑋𝑡+1|𝑋𝑡) is the transition probability derived 
from the state dynamics in Eq. (1), and 𝑃 (𝑋𝑡+1|𝑡) is the prior filtering density for the time instant 𝑡 + 1.

• The update step is to combine the likelihood function, defined by the new observation data 𝑌𝑡+1, with the prior filtering density 
to obtain the posterior filtering density, i.e.,

Posterior filtering density: 𝑃 (𝑋𝑡+1|𝑡+1) ∝ 𝑃 (𝑋𝑡+1|𝑡)𝑃 (𝑌𝑡+1|𝑋𝑡+1), (4)

where the likelihood function 𝑃 (𝑌𝑡+1|𝑋𝑡+1) is defined by

𝑃 (𝑌𝑡+1|𝑋𝑡+1) ∝ exp
[
−1
2
(
𝑔(𝑋𝑡+1) − 𝑌𝑡+1

)⊤Σ−1(𝑔(𝑋𝑡+1) − 𝑌𝑡+1
)]

, (5)

with Σ being the covariance matrix of the random noise 𝜀 in Eq. (1).

In this way, the filtering density is predicted and updated through formulas Eq. (3) to Eq. (4) recursively in time. Note that both 
e prior and the posterior filtering densities in Eq. (3) and Eq. (4) are defined as the continuum level, which is not practical. Thus, 
e important research direction in nonlinear filtering is to study how to accurately approximate the prior and the posterior filtering 
nsities.

1. The state of the art: particle filters

Particle filters (PF), which is the state of the art in nonlinear filtering, approximate the filtering densities in Eq. (3) and Eq. (4)
ing empirical distributions defined by a set of random samples, referred to as “particles”. To compare with the proposed score-
sed filter in Section 3, we briefly recall how particle filters use random samples to approximate the filtering densities. At the time 
stant 𝑡, we assume that we have a set of 𝑀 particles, denoted by {𝑥𝑡,𝑚}𝑀

𝑚=1, that follows the posterior filtering density 𝑃 (𝑋𝑡|𝑡). 
e empirical distribution for approximating 𝑃 (𝑋𝑡|𝑡) is given by

𝑃 (𝑋𝑡|𝑡) ≈ 𝑃 PF
𝑡|𝑡 (𝑋𝑡) ∶=

1
𝑀

𝑀∑
𝑚=1

𝛿𝑥𝑡,𝑚
(𝑋𝑡), (6)

here 𝛿𝑥𝑡,𝑚
is the Dirac delta function at the 𝑚-th particle 𝑥𝑡,𝑚. In practice, PF is implemented through the following 3-step procedure 

 propagate from time 𝑡 to 𝑡 + 1:

• The prediction step. It is to propagate the particle cloud through the state dynamics and generate a set of predicted particles. For 
each particle 𝑥𝑡,𝑚 that represents state 𝑋𝑡, we run the state equation in Eq. (1) to obtain a predicted particle 𝑥̃𝑡+1,𝑚 = 𝑓 (𝑥𝑡,𝑚, 𝜔𝑡,𝑚), 
where 𝜔𝑡,𝑚 is a sample of the random variable 𝜔𝑡. As a result, we obtain a set of particles {𝑥̃𝑡+1,𝑚}𝑀

𝑚=1 and the corresponding 
empirical distribution

𝑃 (𝑋𝑡+1|𝑡) ≈ 𝑃 PF
𝑡+1|𝑡(𝑋𝑡+1) ∶=

1
𝑀

𝑀∑
𝑚=1

𝛿𝑥̃𝑡+1,𝑚
(𝑋𝑡+1), (7)

which approximates the prior filtering density 𝑃 (𝑋𝑡+1|𝑡) in Eq. (3).
• The update step. It is to incorporates the new observational data 𝑌𝑡+1 through Bayesian inference to update the prior filtering 
3

density 𝑃 PF
𝑡+1|𝑡(𝑋𝑡+1) to the posterior filtering density 𝑃 PF

𝑡+1|𝑡+1(𝑋𝑡+1), i.e.,
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𝑃 (𝑋𝑡+1|𝑡+1) ≈ 𝑃 PF
𝑡+1|𝑡+1(𝑋𝑡+1) ∶=

𝐿∑
𝑙=1

𝑤𝑡+1,𝑚𝛿𝑥̃𝑡+1,𝑚
(𝑋𝑡+1), (8)

where 𝛿𝑥̃𝑡+1,𝑚
is the Dirac delta function at the 𝑚-th predicted particle 𝑥̃𝑡+1,𝑚, and the weight 𝑤𝑡+1,𝑚 ∝ 𝑃 (𝑀𝑡+1|𝑥̃𝑡+1,𝑚) is defined 

by the likelihood function 𝑃 (𝑀𝑡+1|𝑋𝑡+1) at the 𝑚-th predicted particle 𝑥̃𝑡+1,𝑚.
• The resampling step. It is to alleviate the degeneracy issue, in which only a few particles have significant weights while the 
weights on other particles maybe neglectable. The resampling is often implemented to re-generate a set of equally weighted 
particles that follows the weighted empirical distribution 𝑃 PF

𝑡+1|𝑡+1(𝑋𝑡+1). We denote the resampled equally weighted particles by 
{𝑥𝑡+1,𝑚}𝑀

𝑚=1, which formulate the empirical distribution

𝑃 (𝑋𝑡+1|𝑡+1) ≈ 𝑃 PF
𝑡+1|𝑡+1(𝑋𝑡+1) ∶=

1
𝑀

𝑀∑
𝑚=1

𝛿𝑥𝑡+1,𝑚
(𝑋𝑡+1), (9)

which is the final approximation of the posterior filtering density at the time instant 𝑡 + 1.

The challenge of particle filters is the so-called degeneracy issue, especially for high-dimensional nonlinear filtering problems or 
ng-term tracking problems. In these scenarios, the likelihood weights 𝑤𝑡+1,𝑚 in Eq. (8) tend to concentrate on a very small number 
 particles. As a result, only a few number of particles are taken into account to construct the approximate posterior filtering density 
 Eq. (9), and the information of the prior filtering density stored in the particles with small weights is gradually ignored. The main 
ason causing the degeneracy issue is the use of a discrete approximation (i.e., the empirical distributions) based on a finite number 
 pre-chosen samples to characterize the continuous filtering densities in Eq. (3) and Eq. (4). Due to the “curse of dimensionality”, 
distribution in a high-dimensional space contains enormous information, and it’s very difficult for finite amount of particles to 
pture the continuous characterization of the filtering densities in high-dimensional spaces. This challenge motivated us to exploit 
cent advances in diffusion models to develop a score-based nonlinear filter that uses a continuous score function to indirectly store 
e information of the filtering densities.

 Our method: the score-based filter (SF)

This section contains the key components of the proposed method. The score-based diffusion model is briefly introduced in 
ction 3.1. We introduce the details of the score-based filter in Section 3.2 with the implementation details provided in Appendix A.

1. The score-based diffusion model

The diffusion model is a type of generative machine learning models for generating samples from a target probability density 
nction, denoted by

𝑄(𝑍) for 𝑍 ∈ℝ𝑑 , (10)

here 𝑍 is a 𝑑-dimensional random variable. The key idea is to transform the unknown density 𝑄(𝑍) to a standard probability 
stribution, e.g., the standard Gaussian  (0, 𝐈𝑑 ). To this end, a diffusion model first defines a forward stochastic differential equation 
DE), i.e.,

Forward SDE: 𝑍𝜏 = 𝑏(𝜏)𝑍𝜏𝑑𝜏 + 𝜎(𝜏)𝑑𝑊𝜏 for 𝜏 ∈  = [0,1], (11)

here  = [0, 1] is a pseudo-temporal domain that is different from the real temporal domain in which the nonlinear filtering problem 
defined, 𝑊𝜏 is a standard 𝑑-dimensional Brownian motion, 𝑏 ∶  ↦ℝ is the drift coefficient, 𝜎 ∶  ↦ℝ the diffusion coefficient, 
d the solution {𝑍𝜏}0≤𝜏≤1 is a diffusion process that takes values in ℝ𝑑 .

The probability density function of the forward process 𝑍𝜏 is denoted by

𝑄𝜏 (𝑍𝜏 ) for 𝜏 ∈ [0,1]. (12)

ith a proper definition of 𝑏(𝜏) and 𝜎(𝜏) (e.g., see Appendix A), the forward SDE in Eq. (11) can transform any initial distribution of 
0(𝑍0) to a standard Gaussian variable 𝑄1(𝑍1) = (0, 𝐈𝑑 ). Therefore, when we set the initial state to be the target random variable, 
., 𝑍0 = 𝑍 in Eq. (11), the forward SDE can transform the target distribution 𝑄(𝑍) to the standard Gaussian distribution  (0, 𝐈𝑑 ).
It is easy to see that the forward SDE cannot be used to generate samples of the target distribution 𝑄(𝑍). To do this, the score-
sed diffusion model shows that there is an equivalent reverse-time SDE to transform the terminal distribution 𝑄1(𝑍1) = (0, 𝐈𝑑 )
 the initial distribution 𝑄0(𝑍0), i.e.,

Reverse-time SDE: 𝑑𝑍𝜏 =
[
𝑏(𝜏)𝑍𝜏 − 𝜎2(𝜏)𝑆(𝑍𝜏, 𝜏)

]
𝑑𝜏 + 𝜎(𝜏)𝑑 ⃗𝑊 𝜏, (13)

here ⃗𝑊 𝜏 is the backward Brownian motion and 𝑆(𝑍𝜏, 𝜏) is referred to as the score function
4

Score function: 𝑆(𝑍𝜏, 𝜏) ∶= ∇𝑧 log𝑄𝜏 (𝑍𝜏 ), (14)
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. 1. The schematic overview of the proposed SF method. The key idea is to store the information of the recursively updated filtering density, i.e., 𝑆𝑡|𝑡, 𝑆𝑡+1|𝑡 and 
1|𝑡+1 , in the score function, instead of storing the information in a set of finite Monte Carlo samples (used in particle filters and ensemble Kalman filters). The 
erse-time SDE uses the score function to generate unlimited number of samples of the current filtering density by simulating Eq. (13) in the pseudo-temporal space. 
other key ingredient of SF the analytical update step 𝑆𝑡+1|𝑡 to 𝑆𝑡+1|𝑡+1 (see Eq. (20)) to mitigate the degeneracy issue.

at is uniquely determined by the initial distribution 𝑄0(𝑍0) and the coefficients 𝑏(𝜏), 𝜎(𝜏). Note that the SDE in Eq. (13) is solved 
m 𝜏 = 1 to 𝜏 = 0. In this way, if the score function is given, we can easily generate samples from the target distribution 𝑄(𝑍) by 
nerating samples from 𝑄1(𝑍1) = (0, 𝐈𝑑 ) and then solving the reverse-time SDE.
As such, the problem of generating samples becomes a problem of how to approximate the score function. In practice, the score 
nction can be estimated by training a score-based model on samples with score matching (Hyvarinen, 2005; Song et al., 2019a). 
 this end, we train a time-dependent parameterized score-based model, denoted by 𝑆̄(𝑍𝜏, 𝜏; 𝜃), to approximate the exact score 
nction by solving the following optimization problem:

𝜃̂ = argmin
𝜃

𝔼
[‖𝑆(𝑍𝜏, 𝜏) − 𝑆̄(𝑍𝜏, 𝜏;𝜃)‖22], (15)

here 𝜃 denotes the set of the tuning parameters (e.g., neural network weights) for the approximate score function. The implemen-
tion details about the loss function are given in Appendix A.3. Once the approximate score function 𝑆̄(𝑍𝜏, 𝜏; 𝜃) is well trained, it 
n be substituted into the Reverse-time SDE to generate any number of samples from the target distribution.

2. The methodology of the score-based filter

The key idea of the proposed score-based filter is to treat the prior and posterior filtering densities in Eq. (3) and Eq. (4) as the 
rget distribution 𝑄(𝑍) in Eq. (10) (or the initial distribution 𝑄0(𝑍0) in Eq. (12)) in the diffusion model and utilize the score-driven 
verse-time SDE to approximate the filtering densities. In other words, we store the information of the filtering densities in the 
ntinuous score function. A systemic overview of the score-based filter is given in Fig. 1.

2.1. The relation between the diffusion model and the filtering densities
Here we discuss how to store the information of the filtering densities in the corresponding score function and how to use the 
ore function to generate unlimited samples of the filtering densities. To proceed, we define the notation

𝑆𝑡|𝑡(𝑍𝜏, 𝜏;𝜃) with 𝜏 ∈ [0,1], (16)

 represent the exact score function of the posterior filtering density 𝑃 (𝑋𝑡|𝑡) at the time instant 𝑡. The diffusion model is related 
 the filtering density by having the filtering state 𝑋𝑡 equal to the initial state 𝑍0 in the forward and reverse-time SDEs in Eq. (11)
d Eq. (13),
5

𝑍0 = 𝑋𝑡 ⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇐⇒ 𝑄0(𝑍0) = 𝑃 (𝑋𝑡|𝑡), (17)
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here 𝑄0(𝑍0) is the initial distribution of the diffusion model. As shown in Appendix A, the choice of 𝑏(𝜏) and 𝜎(𝜏) in Eq. (11) can 
sure that the diffusion model can transform any initial distribution 𝑄0 to the standard Gaussian distribution, we can see that the 
ore function implicitly defines an invertible mapping between the filtering density and the standard Gaussian density, i.e.,

Π𝑆𝑡|𝑡
( (0, 𝐈𝑑 )

)
= 𝑃 (𝑋𝑡|𝑡) and Π−1

𝑆𝑡|𝑡
(
𝑃 (𝑋𝑡|𝑡)

)
= (0, 𝐈𝑑 ), (18)

hich indicates that the complete information of the filtering densities can be stored in the score function. This is the key property 
e will exploit to develop the score-based filter. In Section 3.2.2 and 3.2.3, we will discuss the procedure of dynamically updating 
e approximate score function 𝑆̄(𝑍𝜏, 𝜏; 𝜃).

2.2. The prediction step of the score-based filter
We intend to evolve the score function 𝑆̄𝑡|𝑡 associated with 𝑃 (𝑋𝑡|𝑡) to the score function 𝑆̄𝑡+1|𝑡 associated with the prior filtering 
nsity 𝑃 (𝑋𝑡+1|𝑡). To achieve this, the prediction step consists of three stages:

• Drawing 𝐽 samples from 𝑃 (𝑋𝑡|𝑡) by solving the reverse-time SDE in Eq. (13) using the score function 𝑆̄𝑡|𝑡. The samples are 
denoted by {𝑥𝑡,𝑗}𝐽

𝑗=1. Unlike the particle filter, we can draw unlimited amount of samples using the diffusion model.
• Run the state equation in Eq. (1) to obtain predicted samples 𝑥̃𝑡+1,𝑗 = 𝑓 (𝑥𝑡,𝑗 , 𝜔𝑡,𝑗 ), where 𝜔𝑡,𝑗 is a sample of the random variable 

𝜔𝑡.

• Update the score function 𝑆̄𝑡|𝑡 to 𝑆̄𝑡+1|𝑡 for the prior filtering density 𝑃 (𝑋𝑡+1|𝑡) using the sample set {𝑥̃𝑡+1,𝑗}𝐽
𝑗=1 by solving the 

optimization problem in Eq. (15).

One may notice that scheme 𝑥̃𝑡+1,𝑗 = 𝑓 (𝑥𝑡,𝑗 , 𝜔𝑡,𝑗 ) is similar to the prediction scheme in Eq. (7) in the particle filter, and {𝑥̃𝑡+1,𝑗}𝐽
𝑗=1

rm a set of samples for the prior filtering density. However, it’s important to recall that the score-based filtering stores the infor-
ation of the target filtering density in the score function instead of the finite (or discrete) locations of the particles as in the particle 
ter, and we can generate unlimited number of data samples through the reverse-time SDE as needed to characterize the target 
stribution. Therefore, the number 𝐽 in our score-based filter is an arbitrarily chosen number. In this way, as long as the exact score 
nction is well approximated, which is typically obtained through deep learning, we can generate as many samples as needed to 
ss into the state dynamical model and create a distribution for the predicted filtering density as smooth as we want. On the other 
nd, once the number of total particles is chosen at the beginning of a particle filter algorithm, the filtering density can be only 
aracterized by the finite locations of those particles.

2.3. The update step of the score-based filter
We intend to update the score function 𝑆̄𝑡+1|𝑡 corresponding to the prior filtering density to the score function 𝑆̄𝑡+1|𝑡+1 corre-
onding to the posterior filtering density. Unlike the prediction step in which we can generate unlimited samples {𝑥̃𝑡+1,𝑗}𝐽

𝑗=1 to help 
 train the score function 𝑆̄𝑡+1|𝑡, we do not have access to samples from the posterior filtering density. Therefore, we propose to 
alytically add the likelihood information to the current score 𝑆̄𝑡+1|𝑡 to define the score 𝑆̄𝑡+1|𝑡+1 for the posterior filtering density 
(𝑋𝑡+1|𝑡+1).
Specifically, we take the gradient of the log likelihood of the posterior filtering density defined in Eq. (4) and obtain,

∇𝑥 log𝑃 (𝑋𝑡+1|𝑡+1) = ∇𝑥 log𝑃 (𝑋𝑡+1|𝑡) + ∇𝑥 log𝑃 (𝑌𝑡+1|𝑋𝑡+1), (19)

here the gradient is taken with respect to the state variable at 𝑋𝑡+1. According to the discussion in Section 3.2.1, the exact score 
nctions 𝑆𝑡+1|𝑡+1 and 𝑆𝑡+1|𝑡 satisfy the following constraints:
1): 𝑆𝑡+1|𝑡(𝑍0, 0) =∇𝑥 log𝑃 (𝑋𝑡+1|𝑡) and 𝑆𝑡+1|𝑡+1(𝑍0, 0) =∇𝑥 log𝑃 (𝑋𝑡+1|𝑡+1),
2): Π−1

𝑆𝑡+1|𝑡
(
𝑃 (𝑋𝑡+1|𝑡)

)
= (0, 𝐈𝑑 ) and Π−1

𝑆𝑡+1|𝑡+1
(
𝑃 (𝑋𝑡+1|𝑡+1)

)
= (0, 𝐈𝑑 ),

hen setting 𝑍0 = 𝑋𝑡+1. We combine the Eq. (19) and the constraints (𝐂𝟏), (𝐂𝟐) to propose an approximation of 𝑆𝑡+1|𝑡+1 of the form
𝑆̄𝑡+1|𝑡+1(𝑍𝜏, 𝜏;𝜃) ∶= 𝑆̄𝑡+1|𝑡(𝑍𝜏, 𝜏;𝜃) + ℎ(𝜏)∇𝑧 log𝑃 (𝑌𝑡+1|𝑍𝜏 ), (20)

here 𝑆̄𝑡+1|𝑡(𝑍𝜏, 𝜏; 𝜃) is from the prediction step, ∇𝑧 log𝑃 (𝑌𝑡+1|𝑍0) = ∇𝑥 log𝑃 (𝑌𝑡+1|𝑋𝑡+1) (if 𝑍0 = 𝑋𝑡+1) is analytically defined in 
. (5), and ℎ(𝜏) is a damping function satisfying

ℎ(𝜏) is monotonically decreasing in [0,1] with ℎ(0) = 1 and ℎ(1) = 0. (21)

e use ℎ(𝜏) = 1 − 𝜏 for 𝜏 ∈ [0, 1] in the numerical examples in Section 4. We remark that there are multiple choices of the damping 
nction ℎ(𝜏) that satisfying Eq. (21). How to define the optimal ℎ(𝜏) is still an open question that will be considered in our future 
ork.

We observe that the definition of 𝑆̄𝑡+1|𝑡+1(𝑍𝜏, 𝜏; 𝜃) is compatible with the constraints (𝐂𝟏), (𝐂𝟐). Intuitively, the information of 
w observation data in the likelihood function is gradually injected into the diffusion model (or the score function) at the early 
6

namics (i.e., 𝜏 is small) of the forward SDE during which the deterministic drift (determined by 𝑏(𝜏)) dominates the dynamics. 
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hen the pseudo-time 𝜏 approaches 1, the diffusion term (determined by 𝜎(𝜏)) becomes dominating, the information in the likelihood 
already absorbed into the diffusion model so that ℎ(1) = 0 can ensure the final state 𝑍1 still follows the standard Gaussian 
stribution. The updated score function 𝑆̄𝑡+1|𝑡+1(𝑍𝜏, 𝜏; 𝜃) can be used as the starting point of the prediction step for the time instant 
1.

2.4. Summary of the score-based filter method
In Algorithm 1, we use a brief pseudo-algorithm to summarize the score-based filter.

gorithm 1 The score-based filter.
Input: the state equation 𝑓 (𝑋𝑡, 𝜔𝑡), the prior density 𝑃 (𝑋0);
for 𝑡 = 0, …,

if 𝑡 = 0
Generate 𝐽 samples {𝑥0,𝑗}𝐽

𝑗=1 from 𝑃 (𝑋0);
Train the score function 𝑆0|0 using the sample set {𝑥0,𝑗}𝐽

𝑗=1 ;

else

Generate 𝐽 samples {𝑥𝑡,𝑗}𝐽
𝑗=1 of 𝑃 (𝑋𝑡|𝑡) using the score function 𝑆̄𝑡|𝑡 ;

Run the state equation in Eq. (1) to obtain a predicted samples {𝑥̃𝑡+1,𝑗}𝐽
𝑗=1 ;

Train the score function 𝑆̄𝑡+1|𝑡 using the sample set {𝑥̃𝑡+1,𝑗}𝐽
𝑗=1 ;

: Update the score function 𝑆̄𝑡+1|𝑡 to 𝑆̄𝑡+1|𝑡+1 using Eq. (20);
: end

As a novel methodology for solving the nonlinear filtering problem, the score-based filter has the following advantages to provide 
perior accuracy:

• At any recursive stage of the data assimilation procedure, we can substitute the current score function into the reverse-time SDE 
in Eq. (13) to generate unlimited samples from the filtering density and compute any statistics of the current state.

• The score function modeled by deep neural network (DNN) can take advantage of deep learning, and the DNN learned score is 
potentially capable to store complex information contained in data and state dynamics.

• The score-based filter is equipped with an analytical update step, i.e., Eq. (20) to gradually inject the data information into the 
score model. This allows the data information to be sufficiently incorporated into the filtering density.

 Numerical experiments

We demonstrate the performance of our score-based filter by solving three benchmark nonlinear filtering problems. In the first 
ample, we consider a double-well potential problem, which is a 1-dimensional problem with highly nonlinear state dynamics. In 
e second example, we solve a bearing-tracking problem, in which the state dynamics is linear, but the measurements are nonlinear 
servational data, i.e., bearings of the state. This is a benchmark example to examine whether a filtering method is suitable for 
nlinear problems. The third example that we shall solve in this section is the Lorenz tracking problem, and it is a well-known 
allenging problem for all the existing filtering methods when the dimension of the problem becomes high.1

1. Example 1: the double-well potential problem

We demonstrate the accuracy of the proposed score-based filter by solving the tracking problem of dynamical systems driven by 
e double-well potential. The state dynamics formulated by the double-well potential is given by the following SDE model

𝑑𝑋𝑡 = −4𝑋𝑡(𝑋2
𝑡 − 1)𝑑𝑡+ 𝛽𝑑𝜔𝑡, (22)

here 𝑋𝑡 is the target state, and 𝜔𝑡 is a standard Brownian motion with diffusion coefficient 𝛽. The drift coefficient in Eq. (22) is 
e derivative of a double-well energy landscape, i.e. 𝑈 (𝑥) = (𝑥4 − 2𝑥2) shown in Fig. 2. The state 𝑋𝑡 that follows the dynamics (22)
scribes a target particle moving on the energy landscape 𝑈 (𝑥). So there are two stable energy states, i.e. 𝑋𝑡 = 1 and 𝑋𝑡 = −1, and 
ere’s a forcing term defined by the derivative of the energy potential, that “drags” the state towards one of the stable states.
In the numerical tests, we use the discretized double-well potential model with temporal step-size Δ𝑡 = 0.1 defined by

𝑋𝑛+1 = 𝑋𝑛 − 4 ⋅ 0.1 ⋅𝑋𝑛(𝑋2
𝑛 − 1) + 𝛽

√
0.1 ⋅𝜔𝑛. (23)

 order to track the target particle governed by Eq. (23), we assume that we have direct observations on 𝑋𝑛+1, i.e.,

𝑌𝑛+1 = 𝑋𝑛+1 + 𝜀𝑛+1, (24)

Reproducibility: the score-based filter is implemented in Python. The source code is publicly available at https://github .com /zezhongzhang /Score -based -Filter. 
7

l the numerical results presented in this section can be exactly reproduced using the code on Github.

https://github.com/zezhongzhang/Score-based-Filter
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. 2. The double-well potential that drives the dynamical system in Eq. (22). It’s relatively easy to track the state 𝑋𝑡 in Eq. (22) when it stays in one of the potential 
lls. However, when the state 𝑆𝑡 suddenly switches from one potential well to another, the large discrepancy between the state prediction and the measurement 
ta may lead to tracking lost. Thus, we use this problem to demonstrate the superior accuracy of the proposed score-based filter in capturing the state.

. 3. Accuracy comparison for tracking the dynamical system in Eq. (22) with large noise, i.e., 𝛽 = 0.3, where the accuracy is measured by the discrepancy between 
 true and the estimated state trajectories. All the three methods can track the true state (the black curve marked by pluses) while the state stays in the bottom 
a potential well. When the true state switches from one potential well to the other, it takes several time steps for both APF (the red curve marked by triangles) 
d EnKF (the magenta curve marked by dots) to adjust and capture the unexpected state switch. In comparison, SF (the red curve marked by triangles) can quickly 
pture the unexpected state switch, which demonstrates its superior accuracy.

here 𝜀𝑛 ∼ 𝑁(0, 𝑅) is the observational noise with standard deviation 𝑅 = 0.1. It’s easy to track the state while it stays in the bottom 
 one of the potential wells. The challenge in solving the nonlinear filtering problem (23) - (24) is that when the state (unexpectedly) 
itches from one potential well to another, there’s a big discrepancy between the predicted state and the measurement data. In this 
se, the stability of the optimal filtering algorithm becomes the main issue.
We carry out several experiments to compare the performance of our score-based filter with two state-of-the-art optimal filtering 
ethods, i.e., the particle filter and the ensemble Kalman filter. To implement the score-based filter, we use the sliced score-matching 
ethod (see [40,41]) to train the score model defined by a fully-connected neural network with 2 hidden layers and 50 neurons per 
dden layer. The sampling procedure through the reverse-time SDE is implemented by the Euler-Maruyama scheme with 𝐾 = 600
e steps. Recall that the number of samples generated through the reverse-time SDE can be arbitrarily chosen and the computational 
st for generating those samples is small. The particle filter used here is the auxiliary particle filter (APF) that is a popular particle 
ter method with a moderate-cost resampling procedure to improve the performance of the standard bootstrap particle filter. We use 
00 particles to produce an empirical approximation for the filtering density. The ensemble Kalman filter (EnKF) is implemented 
ing 100 Kalman filter samples in the ensemble. We track the target state over time interval [0, 10], i.e., 100 time steps, for two 
ise levels 𝛽 = 0.3 or 0.2 in Eq. (22).
The results are shown in Fig. 3 for 𝛽 = 0.3 and Fig. 4 for 𝛽 = 0.2, respectively. We can see that all the three methods can track 
e true state while the state stays in the bottom of a potential well. However, when there’s a state switch SF can quickly adjust the 
anges, and it takes a few time steps for APF and EnKF to capture the switch. The lagged tracking of APF and EnKF results from 
e fact that the state model produces strong force that drags the target towards one of the stable energy points, i.e., the bottoms. 
 this way, the particles/samples of APF (or EnKF) will be moved towards the bottom of a potential well. This not only makes the 
rticles/samples concentrate at one of the bottoms but also significantly reduces the variance of the predicted filtering density, 
., the prior density. Since APF and EnKF utilize finite particles/samples to characterize empirical approximations for the predicted 
tering density, narrower distribution bands would lead to inaccurate tail approximations. When the likelihood corresponding to 
e measurement data lies on the tail of the prior distribution, the data cannot effectively influence the posterior distribution – due to 
e poor tail approximation by limited particles/samples (or no samples at all) at the distribution’s tail. Several advanced techniques 
ve been developed to address tail approximation issues in particle filters or Kalman filters [3,9,16,28,31,32]. However, these 
chniques often come with increased computational demands, which makes them less suitable for higher dimensional problems that 
8

osely related to real-world scenarios.
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. 4. Accuracy comparison for tracking the dynamical system in Eq. (22) with smaller noise, i.e., 𝛽 = 0.2, where the accuracy is measured by the discrepancy 
tween the true and the estimated state trajectories. The proposed SF shows more advantageous performance over APF and EnKF in this setting. The small variance 
the noise makes the variance of the predicted filtering density obtained by APF and EnKF much narrower, such that APF and EnKF produces stronger confidence 
the predicted state and therefore takes more times steps to capture the unexpected state switch. In comparison, SF uses the analytical form of the likelihood via 
. (20) to update the filtering density, such that the measurement data information is guaranteed to be incorporated.

To further demonstrate the accuracy of SF, we reduce the noise variance in the state dynamics to 𝛽 = 0.2. We can see that SF 
s even more advantageous performance compared with APF and EnKF. This is because a smaller noise level makes the variance 
 the predicted filtering density obtained by APF and EnKF narrower. This results in stronger confidence in the predicted state and 
erefore make the update even less effective. In comparison, SF can produce as many samples as needed for the target distribution, 
hich leads to more accurate tail approximations. Moreover, in the SF method, the likelihood is continuously added to the posterior 
ore corresponding to the updated filtering density. Therefore, the measurement data information is guaranteed to be incorporated 
to the updated filtering density through the reverse-time SDE sampler.

2. Example 2: bearing-only tracking

We demonstrate the performance of SF in handling highly nonlinear observational functions using the benchmark bearing-
ly tracking problem. Specifically, we consider the following linear dynamical system that models a moving target on the two-
mensional plane:

𝑋𝑛+1 = 𝑋𝑛 +𝐴Δ𝑡+𝐵
√
Δ𝑡 ⋅𝜔𝑛, (25)

here 𝑋𝑛 = [𝑢𝑛, 𝑣𝑛]⊤ is the position of the target, 𝜔𝑛 is a standard Brownian motion, 𝐴 = [𝜈1, 0; 0, 𝜈2] is the velocity matrix that 
lls how fast the target moves, 𝐵 is the diffusion coefficient, and Δ𝑡 is the time step. In this example, we let 𝜈1 = 4, 𝜈2 = 6, 
= [0.2, 0; 0, 0.2], and we choose Δ𝑡 = 0.05. In the bearing-only tracking problem, we can only receive bearings (i.e., the angles) for 
e target state, and the observational process is defined by

𝑌𝑛+1 = arctan
𝑣𝑛 − 𝑣̄

𝑢𝑛 − 𝑢̄
+ 𝜀𝑛+1,

here 𝜀𝑛+1 ∼ 𝑁(0, 𝑅) is the observational noise, and [𝑢̄, 𝑣̄]⊤ is an observation platform to locate the detector. Similar to Example 1, 
e compare SF with APF and EnKF, where all the three methods use the same setup as in Example 1.
Fig. 5 shows the tracking performance of SF, APF, and EnKF, where the APF is implemented with 1000 particles and the EnKF 
implemented using 100 Kalman filter samples in the ensemble. The green diamond is the location of the detector platform. The 
itial position of the target state is chosen as 𝑋0 = [1, 1]⊤. We observe that both SF and APF provide accurate estimates for the target 
te, but EnKF does not work well due to the nonlinear observations [19]. Additionally, Fig. 6 shows the tracking errors of SF, APF, 
d EnKF. In this example, we let 𝑅 = [0.01, 0; 0, 0.01], and the observation platform is chosen at [𝑢̄, 𝑣̄]⊤ = [−5, 10]⊤, and we track 
e target for 20 steps. We see that although the state model is simply a linear dynamical system, the highly nonlinear observational 
nction arctan makes the Kalman-type filters unreliable. This verifies that both the particle filter approach and the score-based filter 
e suitable for solving the nonlinear filtering problem.
To demonstrate the capability of the score-based filter in approximating the filtering densities, we plot the posterior samples 
nerated by the posterior filtering score in the SF (at time instants 𝑡 = 4, 𝑡 = 8, 𝑡 = 12 and 𝑡 = 12) as well as posterior particles in 
e APF in Fig. 7. At each time instant, 300 samples/particles are presented. We can see that the posterior distributions described by 
 samples are similar to the empirical distributions of the particles in the APF. Since for this relatively low dimensional problem, 
e APF is known to be asymptotically correct in approximating posterior filtering densities, Fig. 7 indicates that the SF can provide 
9

asonably good descriptions for filtering densities.
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. 5. Comparison for tracking the dynamical system in Eq. (25), where the accuracy is measured by the discrepancy between the true and the estimated state 
jectories. We observe that SF and APF successfully capture the target state using the highly nonlinear observation, but EnKF does not work well due to limited 
pabilities in handling the nonlinear observations.

. 6. The 𝑙2 error between the estimated state and the true state for the results in Fig. 5. It verifies that SF and APF have comparable accuracy in handling 
-dimensional and nonlinear problems, while EnKF does not perform well.

3. Example 3: high-dimensional Lorenz attractor

We demonstrate the SF’s capability in handling high-dimensional (up 100 dimension) Lorenz attractor problems. Specifically, we 
ck the state of the Lorenz 96 model described as follows:

𝑑𝑥𝑖

𝑑𝑡
= (𝑥𝑖+1 − 𝑥𝑖−2)𝑥𝑖−1 + 𝐹 , 𝑖 = 1,2,⋯ , 𝑑, 𝑑 ≥ 4, (26)

here 𝑋𝑡 = [𝑥1(𝑡), 𝑥2(𝑡), ⋯ , 𝑥𝑑 (𝑡)]⊤ is a 𝑑-dimensional target state, and it is assumed that 𝑥−1 = 𝑥𝑑−1, 𝑥0 = 𝑥𝑑 , and 𝑥𝑑+1 = 𝑥1. The 
rm 𝐹 is a forcing constant. When 𝐹 = 8, the Lorenz 96 dynamics (26) becomes a chaotic system, which makes tracking the state 𝑆𝑡

challenging task for all the existing filtering techniques, especially in dimensional spaces. We discretize Eq. (26) through the Euler 
heme with temporal step size Δ𝑡 = 0.01. To test SF’s performance in a realistic scenario, we make the following two changes to the 
iginal Lorenz attractor model, i.e.,

• Nonlinear observation: we assume that the observational process in Eq. (1) is a cubic function of the state, i.e.,

𝑌𝑛+1 = (𝑋𝑛+1)3 + 𝜀𝑛+1, (27)

which is commonly seen in real-world applications.
• Random state perturbation: we add a 𝑑-dimensional white noise (with the standard deviation 0.1) to perturb the Lorenz 96 model, 
which intertwines with the chaotic property making the filtering problem more challenging.

3.1. Test on the 10-dimensional Lorenz system
We track the target state for 100 time steps in the 10-dimensional space, i.e. 𝑑 = 10. We use a 2-layer fully connected neural 
twork with 200 neurons per layer to define the score model in Eq. (20), and the sampling procedure through the reverse-time 
E is implemented with 𝐾 = 800 time steps. For APF, we use 20, 000 particles to construct the empirical distribution for the 
10

tering density. For EnKF, we use 1, 000 Kalman filter samples, which is already a very large number of samples for the EnKF for 
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. 7. Comparison of posterior samples between the SF and the APF with 300 samples at time instants 𝑡 = 4, 𝑡 = 8, 𝑡 = 12 and 𝑡 = 12. The blue crosses provide 
sterior samples of the SF. The red triangles are the posterior samples of the APF. The true state is given by black pluses. The posterior distributions described by SF 
ples are similar to the empirical distributions of the particles in the APF.

10-dimensional problem. To make the tracking task even more difficult, we add two random shocks to mimic the severe chaotic 
havior of the Lorenz system at time instants 𝑛 = 21 and 𝑛 = 41, and those unexpected shocks could challenge the stability of 
fferent nonlinear filtering methods. In practical applications, those unexpected random shocks can be interpreted as incomplete 
owledge about the state dynamics. This kind of incomplete knowledge would typically cause large errors between predictions and 
e states.
Fig. 8 illustrates the high discrepancy, caused by the nonlinearity, between one target state’s trajectory and the corresponding 
servation’s trajectory. We plot the first two directions of the original signal 𝑋𝑡 in subplot (a), and we compare the observations 
ith the real signal in subplot (b), where the observation trajectory is the red curve (marked by triangles) and the true signal is the 
ue curve. We can see that the cube measurements are highly nonlinear and only limited data information is contained in the cube 
servations. Therefore, being able to handling nonlinear observation processes is essential to solve the nonlinear filtering problem 
 Eq. (26)-(27).
Fig. 9 presents the state estimation comparison between SF, APF, and EnKF. In subplots (a), (b), and (c) of Fig. 9, we compare the 
curacy of state estimation between SF and APF in estimating 𝑥1, 𝑥5, and 𝑥9, respectively, where the black curves marked pluses 
scribe the true states, the red curves marked by triangles are the APF estimated states, and the blue curves marked by crosses are 
e SF estimated states. We can see from those subplots that the APF works well at beginning. However, when the random shock 
curs, the large discrepancy between the state prediction and the measurement data makes the particle filter method degenerate. 
is is indicated by the flat and unresponsive estimation curve. On the other hand, although the SF also suffers from the unexpected 
ndom shocks, it still captures the true state with acceptable accuracy. Given the high difficulty of the problem, SF’s performance is 
omising and significantly better than APF and EnKF.

3.2. Test on the 100-dimensional Lorenz system
We further challenge our SF method by solving a 100-dimensional Lorenz attractor problem. Note that as a nonlinear filtering 
ethod, we need to characterize a non-Gaussian distribution in the 100-dimensional space, which would certainly encounter the 
fficulty of “curse of dimensionality”. To implement the SF, we increase the size of the neural network for the score model to 
0 neurons per hidden layer, and the sampling procedure through the reverse-time SDE is implemented with 1000 time steps. 
nce the SF outperformed the APF and the EnKF in the 10-dimensional Lorenz problem, we compare SF with an Online Variational 
ltering method (Online-Var) [14], which is an advanced variational approach for optimal filtering problems known for its efficacy 
 addressing high-dimensional nonlinear problems. To challenge both SF and the Online-Var method, we add an unpredictable 
ndom shock at time instant 𝑛 = 26. The addition of random shocks mimics the scenario of having unexpected extreme events in 
al-world data assimilation problems, e.g., weather forecasting. In Fig. 10, we compare the performance of SF with Online-Var in 
 selected dimensions. We can see from this figure that both SF and Online-Var can capture the main features of the state dynamics, 
11

d SF outperformed Online-Var in accuracy.
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. 8. Illustration of the high discrepancy, caused by the nonlinearity, between one target state’s trajectory and the corresponding observation’s trajectory for the 
-dimensional Lorenz model in Eq. (26)-(27), which presents a significant challenge for nonlinear filtering methods.

. 9. Accuracy comparison for tracking the 10-dimensional Lorenz model, where the accuracy is measured by the discrepancy between the true and the estimated 
te trajectories. We illustrate three state components in Eq. (26), i.e., 𝑥1 , 𝑥5 , and 𝑥9 . It is easy to see that SF provides a significantly better accuracy than APF and 
KF, where APF degenerates after the random shock occurs and EnKF cannot handle the high nonlinearity illustrated in Fig. 8.

To validate the superior performance of SF over Online-Var, we conduct the above experiment 20 times and plot the root mean 
uare errors (RMSEs) across all 100 dimensions over the 20 repeated trials. The comparison of RMSEs is depicted in Fig. 11, with 
aded areas representing 95% (2𝜎) error regions for both methods. We can see that both SF and Online-Var method can recover 
m the random shock, which generated unexpected large errors. However, throughout the entire tracking period, SF consistently 
12

tperformed Online-Var.
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. 10. Comparison between the SF and the Online-Var method in estimating 100-dimensional Lorenz 96 model. The SF outperforms the Online-Var in accuracy in 
s 100-dimensional test.

Fig. 11. Comparison of average RMSEs over 100 dimensions between SF and Online-Var in solving the 100-dimensional Lorenz problem with 20 repeated trials.

 Concluding remarks

We propose the SF method to solve high-dimensional nonlinear filtering problems. The outstanding performance of SF, especially 
 solving the 100-dimensional Lorenz system, shows a great potential to handling much higher dimensional problems, which mo-
ate our future research from the following perspectives. First, the efficiency of the training the neural network to approximate 
e score function is not ideal, which limits the applicability of the current version of SF in nonlinear filtering problems that require 
st feedback. We will exploit data and model parallelism strategies on modern computing platforms or even super computers to 
prove the training accuracy. Second, the efficiency of reverse-time sampling can also be improved by incorporating advanced 
13

ble time stepping schemes, e.g., the exponential integrator, to significantly reduce the number of time steps in the discretization 
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 the reverse-time process in the diffusion model. Third, the choice of damping function ℎ in Eq. (21) in the current format is not 
timal. We will explore better ways to define the damping function ℎ in future studies.
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pendix A. Additional information on the implementation of diffusion models

1. The choice of the coefficients for the forward SDE

The task of the forward SDE in Eq. (11) is to transform any given initial distribution 𝑄0(𝑍0) to the standard Gaussian distribution 
(0, 𝐈𝑑 ). It is shown in [41,42,21] that such task can be done by a linear SDE with properly chosen drift and diffusion coefficients. 
r example, we can define 𝑏(𝜏) and 𝜎(𝜏) in Eq. (11) by

𝑏(𝜏) =
d log𝛼𝜏

d𝜏
and 𝜎2(𝜏) =

d𝛽2
𝜏

d𝜏
− 2

d log𝛼𝜏

d𝜏
𝛽2

𝜏 , (A.1)

here the two processes 𝛼𝜏 and 𝛽𝜏 are defined by

𝛼𝜏 = 1 − 𝜏, 𝛽2
𝜏 = 𝜏 for 𝜏 ∈ [0,1]. (A.2)

e definitions in Eq. (A.1) and Eq. (A.2) can ensure that the conditional density function 𝑄𝜏 (𝑍𝜏 |𝑍0) for any fixed 𝑍0 is the following 
ussian distribution:

𝑄𝜏 (𝑍𝜏 |𝑍0) = (𝛼𝜏𝑍0, 𝛽
2
𝜏 𝐈𝑑 ). (A.3)

is easy to see that the choice of 𝛼𝜏 and 𝛽𝜏 can ensure that

𝑄1(𝑍1|𝑍0) = (0, 𝐈𝑑 ) ⟹ 𝑄1(𝑍1) = ∫
ℝ𝑑

𝑄1(𝑍1|𝑍0)𝑄0(𝑍0)𝑑𝑍0 = (0, 𝐈𝑑 ),

hich is the property we need for the forward SDE.

2. Discretization of the forward and reverse-time SDEs

Taking the reverse-time SDE in Eq. (13) as an example, we use the Euler-Maruyama scheme to discretize the reverse-time SDE 
d transform any set of Gaussian samples {𝑧1,𝑗}𝐽

𝑗=1 of the final state 𝑍1 to a set of samples, denoted by {𝑧0,𝑗}𝐽
𝑗=1, approximately 

llowing the target distribution 𝑄0(𝑍0). Specifically, we first introduce a partition of the pseudo-temporal domain  = [0, 1], i.e.,

𝐾 ∶= {𝜏𝑘 | 0 = 𝜏0 < 𝜏1 < ⋯ < 𝜏𝑘 < 𝜏𝑘+1 < ⋯ < 𝜏𝐾 = 1}

ith uniform step-size Δ𝜏 = 1
𝐾
. For each sample 𝑧1,𝑗 , we obtain the approximate solution 𝑧0,𝑗 by recursively evaluating the following 
14
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𝑧𝜏𝑘,𝑗 = 𝑧𝜏𝑘+1 ,𝑗 −
[
𝑏(𝜏𝑘+1)𝑧𝜏𝑘+1 ,𝑗 − 𝜎2(𝜏𝑘+1)𝑆(𝑧𝜏𝑘+1 ,𝑗 , 𝜏𝑘+1)

]
Δ𝜏 + 𝜎(𝜏𝑘+1)Δ𝑊𝜏𝑘+1 ,𝑗 , (A.4)

r 𝑘 = 𝐾 − 1, 𝐾 − 2, ⋯ , 1, 0, where Δ𝑊𝜏𝑘+1,𝑗
is a realization of the Brownian increment. The accuracy of {𝑧0,𝑗}𝐽

𝑗=1 is determined by 
e number of pseudo-time steps 𝐾 .

3. The loss function for training the diffusion model

We provide details of the general loss function in Eq. (15) for training the approximate score function. The full definition of the 
ss function in Eq. (15) is

𝐿𝑜𝑠𝑠 = 𝔼𝜏∼ [0,1],𝑍0∼𝑄0(𝑍0),𝑍𝜏∼𝑄𝜏 (𝑍𝜏 |𝑍0)
[
𝜆(𝜏)𝛽2

𝜏 ‖∇𝑧 log𝑄𝜏 (𝑍𝜏 ) − 𝑆̄(𝑍𝜏, 𝜏;𝜃)‖22] , (A.5)

here  [0, 1] is the uniform distribution, 𝑄0(𝑍0) is the target distribution, 𝑄𝜏 (𝑍𝜏 |𝑍0) is the conditional distribution given in 
. (A.3), 𝛽𝜏 is defined in Eq. (A.2), and 𝜆(𝜏) is a weighting function. This formulation is not practical because we do not know the 
act score function ∇𝑧 log𝑄𝜏 (𝑍𝜏 ). Thanks to the derivation in [42], the loss in Eq. (A.5) is equivalent to

𝐿𝑜𝑠𝑠 = 𝔼𝜏∼ [0,1],𝑍0∼𝑄0(𝑍0),𝑍𝜏∼𝑄𝜏 (𝑍𝜏 |𝑍0)
[
𝜆(𝜏)𝛽2

𝜏 ‖∇𝑧 log𝑄𝜏 (𝑍𝜏 |𝑍0) − 𝑆̄(𝑍𝜏, 𝜏;𝜃)‖22]+ 𝑐𝑜𝑛𝑠𝑡, (A.6)

here the exact score function is replaced by the gradient of the logarithm of the conditional distribution 𝑄𝜏 (𝑍𝜏 |𝑍0). It makes the 
sk much easier because we know 𝑄𝜏 (𝑍𝜏 |𝑍0) is the Gaussian distribution  (𝛼𝜏𝑍0, 𝛽2

𝜏 𝐈𝑑 ). Thus, we have

∇𝑧 log𝑄𝜏 (𝑍𝜏 |𝑍0) = −
𝑍𝜏 − 𝛼𝜏𝑍0

𝛽2
𝜏

,

ch that the loss function in Eq. (A.6) is computable, i.e.,

𝐿𝑜𝑠𝑠 = 𝔼𝜏∼ [0,1],𝑍0∼𝑄0(𝑍0),𝑍𝜏∼𝑄𝜏 (𝑍𝜏 |𝑍0)

[
𝜆(𝜏)

‖‖‖‖−𝑍𝜏 − 𝛼𝜏𝑍0
𝛽𝜏

− 𝛽𝜏 𝑆̄(𝑍𝜏, 𝜏;𝜃)
‖‖‖‖
2

2

]
+ 𝑐𝑜𝑛𝑠𝑡.

oreover, because 𝑍𝜏−𝛼𝜏𝑍0
𝛽𝜏

follows the standard Gaussian distribution, the final loss used to solve the optimization problem in 
. (15) is

𝐿𝑜𝑠𝑠 = 𝔼𝜏∼ [0,1],𝑍0∼𝑄0(𝑍0), 𝜁∼ (0,𝐈𝑑 )

[
𝜆(𝜏)‖‖𝜁 − 𝛽𝜏 𝑆̄(𝑍𝜏, 𝜏;𝜃)‖‖22] .
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