Mathematical Control and Related Fields
Vol. 15, No. 2, June 2025, pp. 570-589 ALMS
doi:10.3934 /mcrf.2024026

LOCAL HALANAY’S INEQUALITY WITH APPLICATION TO
FEEDBACK STABILIZATION

MICHAEL MALISOFF! AND FREDERIC MAZENCEY2
1Louisiana State University, USA
2INRIA EPI DISCO, L2S-CNRS-CentraleSupélec, France

(Communicated by Lars Griine)

ABSTRACT. We provide a local version of an approach to proving asymptotic
stability that is based on Halanay’s inequality. Our results are applicable to a
family of nonlinear systems that contain state and input delays. We determine
input-to-state stability inequalities when the systems contain additive uncer-
tainty. We combine the results with an observer and a Gramian approach,
to solve an output feedback stabilization problem. Our numerical examples
illustrate how our theorems lead to new basin of attraction estimates.

1. Introduction. Since its introduction in [6], Halanay’s inequality and its gen-
eralizations have been very useful in many cases to establish asymptotic stability
properties for families of nonlinear systems. These results have been developed
in several contributions, including [5], [7], [12], [13], [15], [16], and [17] for both
continuous-time and discrete-time systems. In its basic form (e.g., [4, Lemma 4.2,
p. 138]), Halanay’s inequality calls for finding nonnegative valued differentiable
functions v and constants a > 0, b € (0,a), and T > 0 such that

0(t) < —av(t)+b sup wv(¥) (1)

Le[t—T,t]

holds for all ¢ > T, in order to prove that v(t) exponentially converges to 0 as
t — +00. See also works such as [20] for generalizations where, instead of being
constants, the a and b in (1) can depend on ¢, which include cases where there are
t values such that b(t) > a(t), and which explain the advantages of using Halanay’s
inequality approaches for stability analysis instead of standard Lyapunov function
methods. However, to the best of our knowledge, they only apply to globally expo-
nentially stable systems. On the other hand, in many cases, nonlinear systems are
only locally exponentially stable, and in those cases, the global Halanay’s results
cannot be applied to establish global stability results. Moreover, surprisingly per-
haps, to the best of our knowledge, we think that the local stability or stabilization
of delayed systems is an under-studied topic even if [1], [3], and [9] present results
on this subject. This motivates the present work.
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We establish a local version of the Halanay’s inequality based stability result for
functions that satisfy a nonlinear differential inequality in a suitable local sense.
We apply it to systems that contain small bounded additive uncertainties, and we
determine input-to-state-stability (or ISS) inequalities; see below for the definition
of ISS. The results can be applied to nonlinear systems with delays, and enable us
to estimate basins of attraction. In Section 4, we apply this result to a local out-
put feedback exponential stabilization problem using an observer and an invertible
Gramian approach. We revisit the main result of the paper [11], by considering
systems with poorly known nonlinear terms that violate the usual linear growth
conditions.

We state and prove our local Halanay’s inequality result in Section 2, which we
use to prove our local exponential stabilization result for state feedback in Section
3, and our generalization for systems with outputs in Section 4. Our work covers
nonlinear systems with distributed state delays and time-varying input delays. We
illustrate our results in Section 5 using a controlled version of van der Pol’s equation,
and a system with an output and a saturation, whose structures preclude using
previous methods to prove global stabilization, but which are amenable to our
results. This leads to our estimates for basins of attraction and sufficient conditions
on the bounds for the uncertainties for our local stabilization estimates to hold.
Then in Section 6, we provide our suggestions for future research.

We use standard notation which we simplify when no confusion would arise. The
dimensions of our Euclidean spaces are arbitrary, unless indicated otherwise, and ||
is the usual Euclidean vector norm and corresponding matrix operator norm. For
matrices A € R™™ and B € R"*", we write A < B provided B — A is nonnegative
definite, and I denotes the identity matrix. When r is a time variable, we use the
standard notation g.(¢) = g(r 4+ ¢) for functions g and all £ < 0 and r > 0 such
that r + ¢ is in the domain of g. We also use the standard family of functions Ko
and the standard definitions of ISS [8, 19] and controllability [18]. Let us recall the
definition of ISS systems. A system of the form

X(t) = f(t, Xe,8(1))
with initial conditions in the set C°([—7,0]) of all R"-valued continuous functions
that are defined in the interval [—7,0] and a delay 7(t) valued in [0,7] for all t > 0
for a given constant 7 > 0 is ISS with respect to d, where § is a locally bounded

piecewise continuous function, provided there are a function § of class KL and a
function « of class K such that all the solutions of the system are such that

(X (@) < B(|X5|7t—8)+a< sup |5(m)l>

mels,t]

for all t > s and all s > 0.

2. Local ISS Hanalay’s results. Let « : [0,400) — [0,+00) be a continuous,
nonnegative valued and nondecreasing function such that there are two constants
v, > 0 and a > 0 such that

a(vy) = a. (2)

Let t, > 0 and b > 0 be two constants. Let ¢ : [ty,+00) — [0,400) be a nonde-
creasing function such that

¢(t) < buy (3)
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holds for all ¢ > t,. Let Lo > 0 be a constant, and 7 € (t,,400) or 7 = +00.
Throughout this section, we let V : [t, — Lo, 7) — [0,+00) be a C! function such
that
sup  V(m) <u, (4)
ME[te—Lo,ty]

and such that its time derivative V satisfies the inequality

V() < —(a+bV(t)+a ( sup V(m)> sup  V(m)+((¢) (5)
me[t—Lo,t] me[t—Lo,t]
for all ¢ € [ty, 7). Notice that if « is a positive constant, then the inequality (5) is
a standard Halanay’s inequality. With the preceding notation, we then state and
prove a result which is instrumental in establishing our main result:

Lemma 2.1. Consider the function V introduced above. Then the inequality V (t) <
vy is satisfied for all t € [ty — Lo, T).

Proof. We prove this result by contradiction. Suppose that there were a ¢, € [t, —
Lo, 7) such that
V(te) = vs (6)
and V(t) < v, for all t € [t, — Lo,t.). Then (4) gives t. > t., and (2), (3), and (5)
give
V(t.) < —(a+ b)v, + a (v,) vy + bv, = —av, + av, = 0. (7)
From the inequality V(tc) < 0 and the continuity of V, we deduce that there is
ta € (ts,tc) such that V(t4) > v,. This contradicts the definition of t., so the
lemma holds. O

Since a > 0 and b > 0, there is a unique value A > 0 such that
A=a+b—ae*ro. (8)
Using this A, we next state and prove the main result of this section.

Theorem 2.2. Consider the function V introduced above, in the case where T =
+00. Then

¢
V()<  sup  V(m)e s —|—/ M= (m)dm (9)

me[s—Lo,s] s

holds for all t > s and for all s > t,.

Remark 2.3. Two key differences between Theorem 2.2 and Theorem 3.2 in [15]
are that (i) a disturbance is taken into account in Theorem 2.2 and (ii) Theorem
2.2 gives exponential stability when the disturbance is not present, whereas the
[15, Theorem 3.2] establishes asymptotic stability. The specifics of the nonlinear
functions involved in the nonlinear Halanay’s inequality considered in [15] makes it
possible to prove asymptotic stability of systems which are not exponentially stable.
Proving a local ISS result for classes of systems that we will study below that are
locally asymptotically stable but not exponentially stable when no disturbance is
present is an interesting open problem. On the other hand, see [14] for results
for systems of the form @(t) = Ax(t) + f(«(t),u(t)) having Banach spaces as the
state spaces and having controls u that are valued in a normed space, where A is
the generator of a Cp-semigroup. However, this class of systems from [14] do not
include our main class of systems, where x; can enter in a nonlinear way and which
therefore include nonlinear delay systems; see (15) below. Moreover, we believe
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that the methods of [14] do not lend themselves to being adapted or extended to
cover our general systems, because of the nonlinearity of our systems in x;. See also
[2, Theorem 21] for time invariant cases, for which asymptotic stability is shown to
imply local ISS.

Proof. Since the function « is nondecreasing, Lemma 2.1 and (5) ensure that

V(t) < —(a+bV({E)+a(ve) sup  V(im)+((t) (10)

me[tf[:o,t]
holds for all ¢ > ¢,. From (2), we deduce that
V() < —(a+bV(t)+a sup V(m)+(() (11)

me[t—Lo,t]

holds for all ¢ > t,. Since @ > 0 and b > 0, we can then apply Lemma A.1.1 in
Appendix A.1 below, to conclude. 0

Remark 2.4. The inequality (9) gives the ISS inequality
V)< sup V(m)e 9+ 1 sup ((m) (12)
me[s—Lo,s] me|s,t]

for all t > s and all s > ¢,.

3. Local exponential stabilization result. We use Theorem 2.2 to solve a local
stabilization problem for a class of nonlinear systems containing a small time-varying
delay in the control law.

3.1. Studied system and preliminary result. Let h: [0,+0c0) — [0, +00) be a
continuous function for which there is a constant A > 0 such that

0<h(t)<h (13)
for all ¢ > 0. Let ¢ : [0, +00) — R™ be a continuous function that admits a constant
A such that

6(t) < A (14)
for all ¢ > 0. Consider the system
z(t) = Ax(t)+ Bu(t —h(t)) + F(t,z) + 6(t) (15)

where x is valued in R™, the input u is valued in R?, and F is locally Lipschitz with
respect to its second argument and piecewise continuous with respect to the first.

Throughout this paper, we assume that the dynamics satisfy the usual forward
completeness properties, with standard existence and uniqueness properties of so-
lutions. Let to > 0. We consider initial functions g : [to — h,to] — R™, and we
introduce three assumptions:

Assumption 3.1. The pair (A, B) is controllable.

Assumption 3.2. There is a continuous nondecreasing function p : [0,4+00) —
[0,400) that is not identically equal to zero such that

[F(t,¢)| < sup ]|¢(m)l2p(|¢(m)|) (16)

me([—h,0

holds for all functions ¢ : [~h,0] — R™ and all t > 0.
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It is well known that Assumption 3.1 provides a matrix K € RP*™ such that the
matrix

H=A+BK (17)

is Hurwitz, and so also a symmetric positive definite matrix P € R™*™ and constants
¢ > 0 and p > 0 such that

PH+H"P < —cP (18)
and
I <P and |P| <P, (19)

e.g., by using the Pole-Shifting Theorem (as stated in [18, p.186]) to find K, and
by then solving the Riccati equation PH + H' P = —I for P, and then choosing
¢ > 0 small enough such that ¢P < I [18], and then scaling P by a big enough
positive constant if needed to satisfy our additional requirement that P > I. In
what follows, we fix p, K, P, and p satisfying the preceding requirements, and we
assume that BK # 0. Our last assumption is the following, which can be viewed
as a smallness condition on h or on A:

Assumption 3.3. There is a real value s, > 0 such that with the choice

wo = (2|A| + 2|BK| +1+2y/5, p(v/5) )P, (20)
the inequality
- —R2
(10 1) 22, (21)

is satisfied.
In terms of the preceding notation and the positive definite quadratic function
W(z) =z Pz, (22)

where z is valued in R™, we start with a technical lemma, where Assumption 3.3
ensures that (24) is satisfied when the initial function is valued in a small enough
neighborhood of the origin:

Lemma 3.4. Let the system (15) satisfy Assumptions 3.1-3.3. With the preceding
notation, consider (15) in closed-loop with the feedback

u(t — h(t)) = Kz(t — h(t)) (23)
for allt > tyg. Let x be a solution of this system such that
sup W (z(m))e21woh 4 (62‘1“’05 - 1) T’wg < S (24)
me[tofﬁ,to] 0

Then x is defined over [ty — h,to + 2h] and

sup W(z(m)) < sup  W(z(m))e2woh 4+ (emwf’ﬁ - 1) pa> (25)
m&E[to—h,to+2h] meE[to—h,to]
is satisfied.

Proof. Consider a solution x(t) of this closed-loop system from the lemma such
that (24) holds. Let [to — h,to + two) be the domain of definition of z(t). Then
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0 < too < 400 0r too = +00. The time derivative of W defined in (22) along this
solution satisfies

W(t) = 2x(t)" P[Az(t) + BKx(t — h(t)) + F(t,x;) + 6(t)]
2plx(t)] {|A||w(t)| + |BE[z(t — h(t))]

IN

+ sup z(m)*p(|z(m)])
me(t—h,t]

+2|x(t)[pA

for all t € [to,to + tx0), by (14), (16), (19), and the continuity of §. Since p from
Assumption 3.2 is nondecreasing, it follows from (19) that

W(t) < PQIAI+2[BK|[+1) sup W(z(m))

me(t—h,t]

- (27)
+2p sup  W(z(m))*?p \/ sup W(x(m))) + pA?

me[t—h,t] me[t—h,t]

by applying the triangle inequality to upper bound the last right side term in (26),
in order to get 2|z (t)|pA < plz(t)|*> + pAZ. In terms of the function

@(s) =P (2|A| + 2|BK| + 1) s + 25*%5p (v/3) , (28)
we therefore have
Wit) < @| sup W(z(m)) | +pA2 (29)
me[t—h,t]

for all ¢ € [tg,to + too) and, according to the definition of wy in (20), we have
@(s) <wps (30)

for all s € [0, s,]. We apply now Lemma A.2.2 in Appendix A.2 below, with the
choices

W(z(t)), @, wo, P°A?, to, te, 2.1k,  sup W (x(m)), s., and h (31)

me[tg—h,tg]

playing the roles of Z(t), ¥, o, A, t,, 7, ¢, Z, w and T, respectively. Assumption
3.3 ensures that Assumption A.2.1 from Appendix A.2 (which is needed to apply
Lemma A.2.2) is satisfied. Also, (A.2.4) holds, since

W(zt)) < sup  W(x(m)) (32)

meE[to—h,to]

for all t € [tg — h,to]. Then inequality (24) ensures that the inequality (A.2.5) is
satisfied. Therefore, according to Lemma A.2.2, it follows that for all ¢ € [to —
h,to + min{te,2.1h}), we have

W(z(t) < sup  W(x(m))e1woh 1 (e‘z-lwoﬁ - 1) A% (33)

_ wo
me [to —h,to]

Therefore, the finite escape time phenomenon does not occur over [to — h,to + 27L],
which implies that t., > 2h. O
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3.2. ISS result. Using the notation from Section 3.1, let us introduce the function
B(m) = 2h|PBK| (|| + |BK|) + 2/ (RIPBK| + |Pl) p (Vim) . (34)

We now add the following assumption, which can again be regarded as a smallness
condition on h, where ¢ > 0 is the positive constant from (18):

Assumption 3.5. The bound 2h|PBK| (|A| + |BK|) < c¢/4 is satisfied.
It follows that there is a constant w, > 0 such that

Blwe) = § (35)
and we fix a w, satisfying the preceding requirement in the rest of this subsection.

We also assume:

Assumption 3.6. The inequality

4(|PBK|*h? 4 |P|?)A? < <4« (36)

holds.

Assumption 3.6 can be viewed as a smallness condition on A. Let v > 0 be the
constant such that

v=5 - e (37)
We are ready to state and prove the following result:

Theorem 3.7. Let the system (15) satisfy Assumptions 3.1-3.6. Then, with the
notation from the preceding subsection, consider (15) in closed-loop with the control

u(t — h(t)) = Kz(t — h(t)). (38)
Consider any mazimal solution x(t) of the closed-loop system such that
sup W (z(m))e2woh 4 (62'1‘*’“ﬁ - 1) iﬁ < min{sy, wy} (39)
me[to—h,to] 0
holds. Then, for each s >ty + h, and with the choice
4 _ m 4
Him) = SIPBKPR [ 150 dr+ (PP sup (80P, (40)
c 0 ¢ £e[h,m]
the inequality
t
lz(t)| < \/p sup  |z(m)|2e (%) +/ eTm =D (m)dm (41)
meE[s—2h,s] s

holds for all t > s.

Proof. We consider a trajectory x of the closed-loop system satisfying the conditions
of Theorem 3.7. Let [ty — h,ts) be the largest domain of definition of x. Notice
for later use that it follows from Lemma 3.4 that the solution is defined over [ty —
h,to+2h], and that the inequality (25) holds. Then necessarily, o, > to-+2h. From
the definition of H in (17), we deduce that

Wt) = Ha(t)— BK /t th(t) H(m)dm + F(t, z;) + 8(1) (42)
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for all t € [ty + h,ts), since the integral in (42) is z(t) — 2(t — h(t)). According to
(18), the time derivative of W along (42) satisfies

W) < —eW(x(t) —2z(t)T PBK tih(t)i(m)dm (43)
+2x(t) T PF(t,z¢) + 22(t) T PS(t)

for all t € [to + h, too).
Since to, > 2h, it follows that

W(t) < —cW(x(t)
+202(t)||PBE] [, ) |Az(m)+ BKz(m — h(m))

(44)
+F(m, zm)+5(m)|dm
+2z(t) T PF(t, ;) + 22(t) T P& (t)
for all t € [ty + h,ts). Consequently,
t
W) < —eW(x(t)+2|PBK||2(t)] / | Az(m)| dm
t—h(t)
t
+2|PBK||e(t)] / \BKz(m — h(m))|dm

+2|PBK||x(t)\/ | F(m, )| dm + 22(t) " PF(t, ;)
t—h(t)
t

+2|PBK||x(t)\/ |6(m)|dm+2:v(t)TP5(t)
t—h(t)
for all t € [to + ﬁ,too). From our bound & on A from (13), Assumption 3.2, and
(19), we deduce that

W) < —cW(z(t)) +2h|PBK||A] sup  W(z(m))
_ me[t—h,t]
+2h|PBK||BK| sup W(x(m))
me[t—2h,t]
t
+2[PBK||x(t)] sup |a(r)[*p(|z(r)|)dm (46)
t—h(t) r€[m—h,m]
+2lz@)||P| sup  |z(m)*p(|z(m)])
me(t—h,t]

+2|PBE]||x(t)] /th(t) |6(m)| dm + 2| P[[z(8)[[6(2)]

for all t € [tg + h,ts). Since p is nondecreasing, we get

W) < —cW(a() + 2HPBK| (Al +|BK]) swp  Wla(m)

—|—2h|PBK|p< sup \/W(ac(m))> dm sup W(z(m))

mE[t—2h,t] mE[t—2h,t]

+2|Pllz(®)]|5(t)] (47)

+2[P|  sup W(a(m))ip| sup W(x(m»)
me[t—2h,t] me[t—2h,t]
t

3
2

+2|PBK\|x(t)\/ |6(m)|dm

t—h(t)
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for all t € [to + h,ts). We next use the triangle inequality, Jensen’s inequality, and
(19), to get
2|PBK]||x(t) [6(m)|dm

t
| h
t—h(t) ,

< W (a(t)) + %lPBKPE/t o [a(m)dm and

2|P||z(t)]16(t)] < §W ((1) + 2|PI*la (1)
It follows from (47) that

(48)

W(t) < —5W(a(t) +2h|PBEK|(|A| + |BK]) [SEMW(HC(m))

+4|PBK|?h |6(m)|* dm
B t—h(t) ,
+2 (h|PBK|+|P|) sup W(z(m))?
me[t—2h,t]

><p< _sup \/W(x(m))> +2IPPla)?

[t—2h,t]

holds for all ¢ € [ty + h,ts). Therefore, we have

W) < -3 (I(t))+ﬁ< sup W(ﬂﬁ(ﬂ%))) sup - Wiz(m)) 5,

me[t—2h,t] me[t—2h,t]
+4(t)

for all t € [ty + h,ts), where B was defined in (34) and

t

o (t) = %|PBK|2}_7,/ |6(m)[* dm + %\P\2|5(t)\2. (51)

t—h(t)
Note that (14) implies that |03(t)] < 2 (|JPBK|?h? + |P|*) A? for all t > h.
Hence, (36) gives
|0p(8)] < <= (52)
for all t > h. Then let us recall that (25) holds, by (39). Consequently (39) ensures
that

sup W (z(m)) < wy (53)
me[to—h,to+2h]

We can now apply Theorem 2.2 with A = v, and with

V(t) = W(z(t), a=b=c/4, a=p, ((t) = sup,cp , |0:(€)];

_ _ (54)
Lo =2h, vy =Wy, T =1, and t, =ty + h.

Note that (35) ensures that (2) is satisfied. Then (52)-(53) ensure that (3)-(4) are
satisfied. Using Lemma 2.1, we can prove that the finite escape time phenomenon
does not occur, s0 to, = 400, and Theorem 2.2 gives

t
W(z(t) < sup  W(z(m))e 7t + / e sup |5;(0)[dm  (55)
me[s—2h,s] s 2€[h,m]

when ¢t > s > tg + h where v is the constant defined in (37), and where the sup
was needed in (54) and in the integrand in (55) because Theorem 2.2 requires its
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function ¢ to be nondecreasing. Hence, (19) gives
¢
SO <P sup fom)Pe 0 4 [ A0 sup [50dm  (50)
me[s—2h,s] s 2€lh,m]

for all t > s >ty + h. This allows us to conclude. O

4. Output feedback local stabilization.

4.1. Statement of result. Consider the system
{ ©(t) = Ax(t)+ Bu(t) + G(z(t)) + 0(t)
y(t) = Cx(t)
with z valued in R", the input u is valued in R?, the output y valued in R?, G being

a locally Lipschitz nonlinear function and ¢ being continuous. We introduce two
assumptions:

(57)

Assumption 4.1. The pair (A,C) is observable, the pair (A, B) is controllable,
and the system (57) is forward complete for each continuous choice of u : [0, 4+00) —
RP,

Assumption 4.2. There is a continuous, nondecreasing function k : [0,400) —
[0,400) that is not identically equal to the zero function such that

1G(2)] < lal*k(|2]) (58)
holds for all x € R™.

Since (A, B) is controllable, we can argue as in Section 3.1 to find a matrix
K € RP*™ a symmetric and positive definite matrix P € R"*™ and constants
c¢> 0 and p > 0 such that

PH+H'"P < —cP (59)
where
H=A+BK (60)
and
I <P and |P| <D (61)

Let T' > 0 be a constant and set
0
E = / eAT 0T Ceeds. (62)
-7

Assumption 4.1 implies that the matrix E is invertible, e.g., by [18, Section 6.3].
We also use the functions & and p that are defined by

t
z(t) = Eil/ et TNy (s)ds
t—T

¢ t (63)
+E! /t_T eAT(s_t)CTC/S eA(s_m)Bu(m)dmds
for all t > T and 2(t) =0 for all ¢ € [0,T), and
w(ry) = E~1 /75 eAT(St)CTC/t eAC=m G (2(m))dmds, (64)
which is defined for all ¢ zt;f We also fix anys constant g such that
g> ( / OT / ’ BKE1eATSCTCeA(Sm)‘dmds>2, (65)
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and, in terms of the function « from Assumption 4.2, we use the function

Yo(u) = Ep(1 + g)K* (V) u. (66)
From our assumption on k, we then fix a constant u, > 0 such that
'YO(U*) = % (67)

Using the preceding notation, our final assumption is the following smallness con-
dition on the §;’s:

Assumption 4.3. There are a vector M = [my,...,my,]" € [0,400)", a constant
A >0, and a constant d > 0 such that

0 0
d> (1+/ / ‘BKE‘leA SCTCeA(S‘m)M‘dmds> M| (68)
T Js

for which the conditions
sup |6;(t)] <muA for i=1,...,n (69)

t>0
A< g/ % (70)

We also use the function 6* : [T, +-00) — R™ that is defined by

and

are satisfied.

§f(t) =6(t) — BKE~ / TeeTo / eA=™ 5 (m)dmds. (71)
Let v > 0 be the constant such that
£ —<eT, (72)

In terms of the preceding notation, our main result of this subsection is:

vV =

Theorem 4.4. Consider the system (57) in closed-loop with the output feedback
u(t) = Kz(t). (73)
Let Assumptions 4.1-4.3 hold. Consider any mazimal solution x(t) of this system

such that

sup z(€) " Px(f) < u,. (74)
£€[0,T]

Then, for each s > T, the inequality

t
|z(t)] < /D sup \x(m)\ze_”(t_s)—i-%/ eim=t sup [§*(0)]2dm  (75)

me[s—T,s] Le[T,m]
holds for all t > s.

Remark 4.5. From the inequality (75) and the subadditivity of the square root,
we can deduce a standard ISS inequality. A crucial difference between our result
and the one of [11] is that we do not assume that the function G is known. Instead,
we assume that the function x in Assumption 4.2 is known. Note that the observer
Z is not present in the inequality (75) and the rate of convergence of x(t) depends
only on the choices of K and T. We have assumed that (57) is forward complete.
This is a technical assumption, but we conjecture that it can be relaxed. Since
u, > 0, one can often use continuous dependence arguments to check (74), e.g.,
when § = 0 because then the closed loop system admits a 0 equilibrium, which
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allows us to satisfy (74) in cases where |6(¢)| is known to be small enough for all
values ¢ € [0, 7).

4.2. Proof of theorem 4.4. The system (57) in closed loop with (73) is
&(t) = Az(t) + BKE(t) + G(z(t)) + 6(¢). (76)

By applying the method of variation of parameters to (76) on the interval [s,t] for
any s € [t — T,t], then left multiplying the result by e*’ ¢=9CTCe*¢~" and then
integrating the result over all s € [t — T, ¢], it follows that

¢ ¢
z(t) = 2(t) + p(zy) + B~ / A T o / eA=m§(m)dmds (77)
for all ¢t > T. By solving for Z in (77) and substituting the result into (76), it follows
that
z(t) = Az(t) + BK (x(t) — ()
—-E1 ftth A =0T f; eA(Sm)5(m)dmds>

+G(x(t)) +d(t)

for all t > T. From the definitions of H = A+ BK from (60) and the ¢* formula in
(71), it follows that for all t > T', we obtain

i(t) = Ha(t) — BKp(xy) + G(x(t)) + 6*(t). (79)

Notice for later use that Assumption 4.3 and the Cauchy-Schwarz inequality
imply that

0% (1)

(78)

=0T CeAl=m) M| dmdsA

<
- (80)

dA

for all ¢t > T, where d was introduced in (68). Now, we introduce the Lyapunov
function:

Ulz) =z Px. (81)
Its time derivative along all trajectories of (79) satisfies
U(t) = 20()" PHa(t) — BKp(w:) + G(w(t)) + 5 (1) (82)

for all t > T. From (59), it follows that

U(t) < —cU(a(t)) +20()TPl-BKu(x,) + G(a(t)) + 5(2)]
< —cU(x(t)
+2{a(t) VP } {VPI-BEp(z) + G(a(t) + 64(1)] | (83)
< —SU(a(t) + 2[-BKpu(x,) + G(a(t)) + 6*(t)] T P[~ BK ()

+G(z(t)) + 64 (1)]

where the last inequality came from applying Young’s inequality to get 2ab < §|a|2+
21b|?, where a and b are the terms in curly braces in (83). Consequently, the Cauchy-
Schwarz inequality gives

Ut) < —5U®)+ [l - BEp(@:) +G(a(t)? + |04 (1)]

- ) i (89
< —LU(z(t) + 8p [|BK p(we) | + |G ((8) 2] + 216%(t)]
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for all t > T. We can then use our choice (64) of p to obtain

¢
|BK pu(xy)| = BKE*IeAT(S*t)C’TC’eA(S*m)g(x(m))dmds

t—T

t t

<.

t—TJs

where the last inequality is a consequence of (58). Since k is nondecreasing, it
follows that

(85)

AT =0T CA = [a(om) () Jdmdls

|BKu x|

.l

sup |z(r)]’k | sup Ix(r)>
r€t Tt] re[t—T,t]

L.

sup [z(r)[s | sup II(T)>

ret Tt] re[t—T,t]

/ / BEKE A 50T 0o )’dmds

x sup U(z(r)s| sup /U(x(r))
re[t—T,t] re[t—T.,t]

E~leA =T oeAls—m) ’ dmds

BEKE 'eA 50T 0o )’dmds
(86)

where the last inequality is a consequence of (61). We deduce that

|BEp(z:)|*> < g sup Uz(w(m))feQ( sup U(w(m))) (87)
me[t—T,t] me(t—T,t]

with g defined in (65). Similarly, we have

9@ < V) (VU@)) (88)
for all x € R™. It follows that
[BE ()| + (G ()

<(1+g) sup U(z(m))s*| sup U(ﬂf(m))> :

me[t—T,t] me[t—T,t]

Consequently, for all t > T, (84) gives

U < -% (x(t))ﬂo( sup U(x(m))) sup  U(x(m)) (90)

B met—T,t] me[t—T,t]
+ 2164 (1)?

with 7o defined in (66).

Now, let us apply Theorem 2.2 with U(z(t)) playing the role of V(t), v playing
the role of a, v, = uy, Lo =t, =T, 7 = +oo and a = b = §. The inequality (70)
gives

A? < o, (91)
Then, according to (80),
475 sup [6%(0)% < Su, (92)
£€[0,t]
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forallt > T. Counsider any maximal solution z(t) of the closed loop system satisfying
(74). Since (72) and (92) also hold, we deduce from Theorem 2.2 that U(z(t))
satisfies the ISS inequality

— ot
Ulz(t)) < sup U(x(m))e*'/“*suip / 1™t sup [6F(0)2dm  (93)
me[s—T,s] C Js Le[T,m]

if t > s > T. This inequality and (61) allow us to conclude.

5. Illustrations.

5.1. Illustration of Theorem 3.7. Consider the controlled van der Pol equation

io(t) = —z1(t) + el — 23)xy + ult — h(t))
for constants € > 0 and a continuous choice h(t) of the delay; see, e.g., [8, Section
13.2] for simpler cases with no delays. The dynamics are used to represent oscil-
lations in vacuum tube circuits, and provide a fundamental equation in nonlinear
oscillation theory. The system has the form (15) with the choices

A= { ol ] B— [ ) ] s and F(t,2,) = [ _w%(‘;m(t) } (95)

with § = 0. Using Mathematica [10], we can check that Assumption 3.1-3.2 hold
with A =0, K = [-1.25, 2], p(s) = es,

p_ 4.09112  0.722222
T 0.722222  1.17951 |

and € = 0.01, where P was found by first solving for a positive definite symmetric
matrix P; € R?*? such that PLH + H' P, = —1I holds with H = A 4+ BK, then
choosing ¢ = 0.75 in order to satisfy ¢P; < I, and then multiplying P; by 3.25 to
satisfy the requirement that P > I with the choice P = 3.25P;. Also, since A =0,
Assumptions 3.3 and 3.6 hold for any s, > 0. We can then also use Mathematica
to compute the basin of attraction from Theorem 3.7. For instance, when the
delay h is the zero function, we can check that we can satisfy the requirements of
Theorem 3.7 with w, = s, = 2.20049 and all initial functions whose norms are
bounded by 0.718677. If we instead use the delay bound h = 0.008 and keep all
other parameter values the same as before, then the basin of attraction consists of
all initial functions that are bounded by 0.137212. This illustrates the trade-off that
increasing the bound A on the allowable input delays h(t) can reduce the basin of
attraction.

(96)

5.2. Illustration of Theorem 4.4. Consider the two dimensional system

T (t) = Sat($2 (t)) + 61 (t)
o) = ult)+ () 97)
y(t) = a1(t)

where sat is the standard saturation that is defined by sat(s) = s when |s| < 1,
sat(s) = 1 if s > 1, and sat(s) = —1 if s < —1. We illustrate Theorem 4.4. To
satisfy Assumption 4.2 with

G(x) = [sat(z) — x2,0] ", (98)
we prove that

1G(2)| < |o*r(|]) (99)



584 MICHAEL MALISOFF AND FREDERIC MAZENC

for all z € R?, where & is defined by
k(r) = max{r — 1,0}, (100)

by considering two cases:
1) If |z| < 1, then |zo| < 1. Tt follows that G(x) = 0. Consequently, (99) is satisfied.
2) If |z| > 1 and |x2| < 1, then G(z) = 0 which implies that (99) is satisfied. Next,
consider the case where zo > 1. Then |G(z)| = x2 — 1. Thus (99) is satisfied if and
only if 25 — 1 < |z|?k(|z|), which is satisfied because zo — 1 < 23(z2 — 1) = 22K(22).
If 9 < —1, then we get |G(z)| = —z2 — 1 and we obtain a similar result.

It follows that Assumptions 4.1-4.2 are satisfied, once we choose

A:[g H,B:{H,andczu 0. (101)

Since the preceding choices give

et = [ (1) : } (102)

for all s € R, our formulas (62)-(63) give

0 T?
1 T -z
E:/T|:S 352]d‘9:l_w LZ ] (103)

and therefore also

o = BT 1L Lt
Z:LZ . ) . (104)
B[ F L] Lo

for all t > T'. Let us choose
K=1[-1,-2]. (105)

We can then use Mathematica to check that our requirements are met with

1 2

c=0.845T = 0.1, g = 9.3218, y0(s) = 293.164x%(y/s)s, and u, = 1.053. Using the
inequality

P:{Q 1}7 (106)

2lz|? < z' Pz (107)
we obtain the value 0.592453 for the bound on the norm of the initial function from
Theorem 4.4. Moreover, the maximum allowable upper bound on § is 0.0309026
when M = [1,0]", and the maximum allowable bound on § is 0.112342 when M =
[0,1]T.

6. Conclusion. We advanced the state of the art for stability analysis of nonlin-
ear systems, by providing a local version of Halanay’s inequality that is conducive
to proving local asymptotic stability properties for nonlinear systems that contain
state or input delays and uncertainties. Our new results are significant, because
of the well-known benefits of using global versions of Halanay’s inequality to prove
global asymptotic stability for systems with unknown delays, and because many
significant systems are only locally asymptotically stable and therefore are beyond
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the scope of earlier global versions of Halanay’s inequality. Another significant ben-
efit of our work is that we allow the dynamics to contain unknown nonlinearities
that violate the standard linear growth conditions and that can contain distributed
state delays. We used our approach to prove a local feedback stabilization result for
a large class of nonlinear systems with outputs. We illustrated how our methods
provide new estimates for basins of attraction for a controlled van der Pol equation
and other cases that contain input delays and outputs. We hope to find analogs
for discrete-time systems, and vector versions providing local analogs of the corre-
sponding continuous-time Halanay’s inequality results from [12].

Appendices: Proofs of key lemmas.

A.1. ISS inequality. We prove a key lemma that we used in our proof of Theorem
2.2. To this end, first let t, > 0 and Ly > 0 be given constants. Consider a
C?' function V : [t, — Ly, +00) — [0,+00), a nonnegative valued nondecreasing
continuous function ¢, and constants a > 0 and b > 0 such that

V()< —(a+b)V(t)+a sup V(m)+ () (A.1.1)

me[t—Lo,t]

holds for all ¢ > t,. Let A > 0 be the constant defined as is (8). We then have the
following result, where we can use the inequality (A.1.2) to easily deduce an ISS
inequality:

Lemma A.1.1. Consider the function V introduced in Section 2 above. The in-

equality
t
V()<  sup  V(m)e Mims) 4 / = ¢ (m)dm (A.1.2)

me([s—Lo,s]
holds for all t > s and all s > t,.

Proof. Let s > t, be a constant. Let us introduce the function
max{t,s}
o(t) = / Xm0 ¢ (). (A.13)

Notice that 6(t) = —bf(t) + ¢(t) for all t > s. Using the nondecreasing property of
¢ to get

0(t) < / t M= dm((t) < %g‘(t) (A.1.4)

for all ¢ > s, it follows that 6 is nondecreasing over [s,4+00). Moreover, 6(t) = 0 for
all t € [s — Lo, s]. Hence,

0(t) = —(a+)0(t) + a efTiIZ t]a(m)+g(t) (A.1.5)

holds for all ¢ > s. We next choose

vy=sup V(m) and xc(t) = 0(t) +ve N9 4¢, (A.1.6)
me([s—Lo,s]

where € > 0 is a constant. Then

Xe(t) > 0(t) + ve ) > = sup  V(m) (A.1.7)
me[s—Lo,s]

holds for all ¢ € [s — Ly, s]. Therefore,
Xe(t) > V(¢) for all t € [s — Ly, s]. (A.1.8)
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We next prove that
Xe(t) >V (t) (A.1.9)
holds for all ¢t > s — L. Let us start to prove this by observing that

Xet)=—(a+b)0(t)+a sup  O(m)+C(t) — My =) (A.1.10)

mE[tf[:o,t]
for all t > s. From (8), we deduce that

Xe(t) = —(a+b)0(t)+a sup 6O(m)+((t)
me[t—Lo,t]
—(a+b— ae*o)y e Mt=9)

= —(a+b) (G(t) +Ul€—A(t—s)) (A.1.11)
+a sup  O(m) 4+ ve ST ) 4 ¢(t).
me[t—ﬁo,t]
Now, observe that
sup (O(m) + Ulef’\(mfs)> < sup  O(m) 4 vye NmsmEo), (A.1.12)
me[t—Lo,t] met—Lo,t]
As an immediate consequence,
Xe(t) > —(a+b)(0(t) +ve N=9)

+a  sup 6(m) + vle*/\(mﬂ)) +C(t) (A.1.13)
me[t—ﬁo,t]

for all ¢ > s. Using the definition of x., we obtain
Xe(t) = —(a+b)(xe(t)—€)+a sup (xe(m)—e)+((F)

melt—Lo,t]
= —(a+bxet)+a sup xe(m)+ ((t)+ be. (A.1.14)
melt—Lo,1]

We next proceed by contradiction. Bearing in mind (A.1.8), suppose that there
were a t. > s such that x.(t) > V(¢) for all t € [s — Lo, t.) and xc(t.) = V(tc).
Then (A.1.14) gives

Xe(tc) > 7((1 + b)V(tC) +a sup Xs(m) + C(tc) + be. (A]_]_5)
me[tcf[:o,tc]

On the other hand (A.1.1) gives
—V(te) > (a+b)V(te)—a sup  V(m)—C(te). (A.1.16)

me[tc—ﬁo,tc]
By adding (A.1.15) and (A.1.16), we obtain

Xelte) = V(te) > a sup  xe(m) — sup  V(m)| +be. (A.1.17)
me[te—Lo,tc] meE[te—Lo,tc]
The definition of ¢, ensures that sup,,c(;._z, +.] Xe(m) > V(¢) for all t € [t.— Lo, t.].
It follows that
sup  xe(m)— sup  V(m)>0.
me[te—Lo,tc] me[te—Lo,tc]

We deduce from (A.1.17) that x.(t.) — V(t.) > 0. Since xc(t.) — V(t.) = 0, we
deduce that there is tqy € (s,t.) such that xc(tq) — V(tq) < 0. This contradicts
the definition of ¢.. Hence, x.(t) > V(¢) holds for all t > s — Ly. Since € > 0 is
arbitrary, we deduce that 6(t) +v;e=*"= > V (¢) for all t > s — L. Therefore, the
conclusion of the lemma follows.
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A.2. Technical result. We prove the key lemma that we used in the proof of
Lemma 3.4. We use constants T > 0, ¢ > 0, Vg > 0, w > 0, 7 > 0, A > 0 and
to > 0 and a continuous, nondecreasing function ¥ : [0, +00) — [0, 4+00) such that

U(e) < Wot (A.2.1)

forall ¢ € [0,w]. Let Z : [to—T,t,+7) — [0, +00) be a nonnegative valued function
of class C! such that

Z(t) < ( sup Z(£)> + A (A.2.2)
Le(t—T,t]

for all t € [ty,tq + 7). We use the following assumption:
Assumption A.2.1. The inequality
v A
(ePor—1) & <w (A.2.3)
is satisfied.

In the following lemma, the existence of values Z > 0 such that (A.2.5) is satisfied
follows from (A.2.3):

Lemma A.2.2. Let Assumption A.2.1 be satisfied. Let Z be such that
Z(0) < Z for alll € [to, — T, ta) (A.24)
where Z € R is such that
ZeVoa 4 (%01 —1) & <w. (A.2.5)
Then -
Z(t) < ZePot 4 (Vo —1) & (A.2.6)
holds for allt € [t, — T, t, + min{r,q}).

Proof. We first prove that Z(t) < w for all t € [t, — T,t, + min{r,¢}). To prove
this, we proceed by contradiction. Note that (A.2.4)-(A.2.5) imply that Z(t) < w
for all ¢ € [t, — T\ t,], and let us suppose that there were a t. € [0, min{r, ¢}) such
that Z(t) <w for all t € [t, — T,tq +t.) and Z(t, + t.) = w. Then

Z(t) <V, sup Z(0)+A (A.2.7)
Le[t—T,t]

for all t € [t4,tq +1c], by the bounds (A.2.1) and (A.2.2). Now, let us introduce the

function

Eclt) = (Z + e)e(VotIt=ta) 4 [e(Tota)(t=ta) _ 1] A (A.2.8)

with € > 0. Let us observe that Z(t,) < Z < Z + € < £.(t,). We next show that
Z(t) < &(t) for all t € [tq,tq + tc]. We argue by contradiction. Suppose there were
aty € [tq,tq + tc] such that

Z(t) < &(t) for all t € [to,tr) and Z(t;) = E(ty). (A.2.9)
Simple calculations based on the formula (A.2.8) then give
é:e (t) = (\IIO =+ 6)(2 + 6)6(‘1’0+E)(t_ta) + e(q’0+€)(t_ta)A
= (Wo+e) [Ee(t) + (—elPorali=te) 1) %Aﬂ} (A.2.10)

te(Yota) t—ta) A
(To + €)ée(t) + A
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for all ¢ > t,. On the other hand, (A.2.7) and (A.2.9) give Z(t;) < Wo(t;) + A
(A.2.11)

by our choice of &. Consequently, (A.2.10) gives
Z(ty) < &elty),
(A.2.12)

which we can combine with (A.2.9) to deduce that there is a t, € [tq,ts) such that
Ee(ty) < Z(ty)-
(A.2.13)

(A.2.14)

This yields a contradiction with the definition of t;. We deduce that
Z(t) < &(t) for all t € [tq,tq + te].

Since € is an arbitrary positive number, we deduce that
(A.2.15)

Z(t) < ZeVolt=ta) 4 (e¥olt=ta) — 1) & for all t € [ta, tq + tc).

Since t. < g, it follows that
Z(ta +tc) < ZeVod + (e%01 —1) &
(A.2.16)
(A.2.17)

Since Z(tq + t.) = w, we obtain
w < Ze¥oa + (e‘l'oq - 1) ‘I%.

This contradicts (A.2.5). Hence,
Z(t) <wfor all € [ty —T,t, +min{7,q}).
It follows from (A.2.1
Z({t)<Wy sup Z({)+A (A.2.18)
Le[t—T,t]
for allt € [t,,t,+min{T,q}). Arguing as in (A.2.7)-(A.2.13) except with ¢, replaced
(A.2.19)

that
by min{r, ¢}, we obtain Z(t) < &.(t) for all ¢ € [t,,t, + min{7,q}) which implies

(
)

(A.2.20)

Z(t) < Zelllo(t—ta) + (e\I’o(t—ta) _ 1) ‘IIAO
]

that
for all t € [t,,t, + min{7,q}). Since
Z(t) < Z < ZeVoi (%01 —1) &

for all t € [t, — T\, t,], we can conclude.
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