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Abstract—Generative artificial intelligence extends beyond its
success in image/text synthesis, proving itself a powerful uncer-
tainty quantification (UQ) technique through its capability to
sample from complex high-dimensional probability distributions.
However, existing methods often require a complicated training
process, which greatly hinders their applications to real-world
UQ problems, especially in dynamic UQ tasks where the target
probability distribution evolves rapidly with time. To alleviate this
challenge, we have developed a scalable, training-free score-based
diffusion model for high-dimensional sampling. We incorporate
a parallel-in-time method into our diffusion model to use a large
number of GPUs to solve the backward stochastic differential
equation and generate new samples of the target distribution.
Moreover, we also distribute the computation of the large
matrix subtraction used by the training-free score estimator
onto multiple GPUs available across all nodes. Compared to
existing methods, our approach completely avoids training the
score function, making it capable of adapting to rapid changes in
the target probability distribution. We showcase the remarkable
strong and weak scaling capabilities of the proposed method on
the Frontier supercomputer, as well as its uncertainty reduction
capability in hurricane predictions when coupled with Al-based
foundation models.

I. INTRODUCTION

Generative artificial intelligence (Al) extends beyond its
success in image/text synthesis, proving itself a powerful un-
certainty quantification (UQ) technique through its capability
of learning complex high-dimensional probability distribu-
tions. Density estimation is a fundamental problem in UQ,
involving approximating a probability density function (PDF)
of a given set of observation data and generating an unlimited
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amount of samples from the target PDE This process helps
to uncover the underlying structure and distribution of the
data, which is critical to a variety of UQ tasks including
stochastic optimization, Bayesian inference and data assimi-
lation. Generative models, leveraging the expressive power of
deep neural networks, have revolutionized various domains, in-
cluding image synthesis, image denoising, anomaly detection,
and natural language processing. Prominent generative model-
ing techniques include variational auto-encoders (VAEs) [13],
generative adversarial networks (GANs) [9], normalizing flows
[14], [26], and diffusion models [2], [19], [23]-[25]. Each of
these methods offers unique strengths and has contributed to
significant advancements in the field.

Despite their success, training generative models for UQ,
particularly in an unsupervised manner, presents several chal-
lenges. GANSs, for instance, often suffer from issues such as
mode collapse, vanishing gradients, and training instability.
Normalizing flows, on the other hand, face computational
inefficiency due to the determinant calculation of the Jaco-
bian matrix. Even though using specifically designed bijec-
tive neural network architectures can accelerate the Jacobian
computation, the bijective architectures often impose a sig-
nificant constraint to the expressive power of the resulting
normalizing flow model. Score-based diffusion models, while
promising, also encounter difficulties related to training the
score function needed for solving the backward stochastic
process. The performance of diffusion models could dramati-
cally deteriorate when the target PDF is dynamically updated,
e.g., in the context of data assimilation. To avoid training the
score function, the authors in [17] proposed a novel training-
free score estimation scheme that uses Monte Carlo (MC)
estimator to directly approximate the closed form of the score
function. Avoiding training the score function makes it easier
to integrate diffusion models into a general UQ framework,
especially for solving dynamic UQ problems where the target
PDF evolves over time.



However, there are a couple of computational challenges
associated with the training-free diffusion model that need
to be addressed by exploiting high-performance computing
(HPC). First, to ensure the accuracy in UQ, we need to reach
the convergence in solving the backward stochastic differential
equation (SDE) of the diffusion model with a large number of
time steps. The sequential nature of traditional time stepping
schemes makes it a very inefficient process. Second, the
estimation of the score function requires a large and dense
matrix operations. When the dimension of the target random
variable is very large (e.g., on the order of @(107) for the
example in Figure 4), a single GPU does not have sufficient
memory to perform the matrix operations, such that multiple
GPUs are needed.

‘We address the aforementioned challenges by developing a
scalable implementation of the training-free diffusion model.
QOur algorithm has two key components. The first is to im-
plement a parallel-in-time method, specifically the Parareal
algorithm [16], to accelerate the time-to-solution in solving
the backward SDE of the diffusion model. The Parareal
algorithm is a numerical method used to solve time-dependent
differential equations by enabling parallel computation across
multiple time steps. It achieves this by dividing the overall time
domain into smaller subintervals, solving them concurrently
using a coarse predictor and iteratively refining with a fine
corrector to enhance accuracy and efficiency. With Parareal,
we can distribute the computational burden of solving the
backward SDE onto many GPUs on a supercomputer. The
second component is to distribute the computation of the
large matrix subtraction used by the MC-based score estimator
onto multiple GPUs available across all nodes. Each GPU
receives a corresponding chunk for further calculation. The
score is then calculated on each GPU for the chunk assigned
to that GPU. After computation, the results are concatenated
on the main GPU. We showcase the remarkable strong and
weak scaling capabilities of the proposed method on the
Frontier supercomputer, as well as its uncertainty reduction
capability in hurricane predictions when coupling with Al-
based foundation models, e.g., FourCastNet [15].

A. Related work

Generative models, particularly Generative Adversarial Net-
works (GANs) and Diffusion Models, have significantly ad-
vanced the field of machine learning by enabling the gen-
eration of realistic data. However, the scalability of these
models—defined as their ability to maintain performance
while increasing the scale of data and model size—remains a
critical research area. As GANs scale, they often suffer from
mode collapse, where the generator produces limited varieties
of outputs. Larger GANs are harder to train due to issues
like vanishing gradients and the need for careful balancing
between the generator and discriminator. The iterative nature
of diffusion models, which often requires hundreds or thou-
sands of steps, makes them computationally expensive. As the
model size and data dimensionality increase, the training and
inference time can grow significantly.
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Some solutions to the scalability issue have been proposed
in the literature. Progressive Growing of GANs (ProGAN)
[12] is an approach that starts with low-resolution images and
gradually increases the resolution, allowing the model to learn
finer details incrementally. BigGAN [4] introduced techniques
like class-conditional generation and spectral normalization
to stabilize training and improve scalability. Recently, Lada-
GAN [20] was proposed that uses novel transformer blocks
for both the generator and the discriminator, which reduces
the computational complexity and the instability of training
GAN. [6] discussed improving diffusion models’ architecture,
focusing on reducing the number of parameters while main-
taining performance. They introduced improvements such as
attention mechanisms and residual connections, optimizing the
model’s efficiency. [23] introduced a score-based generative
model framework that leverages continuous-time stochastic
differential equations (SDEs) for more efficient sampling. This
approach reduces the number of denoising steps, lowering
memory and computation requirements.

II. PROBLEM SETTING

One central task in UQ is high-dimensional sampling, i.e.,
drawing samples from a high-dimensional unknown distribu-
tion. Specifically, we aim to learn how to generate an unlimited
number of samples for a target d-dimensional random variable,
denoted as

¢))

where px (z) is the PDF of the random variable X. We will
achieve this task using generative Al models. In the context
of UQ, a generative Al model defines a transport map

X e R? and X ~ px(z),

X = F(Y) with Y € RY, 2)

from a reference variable Y, following the standard nor-
mal distribution, to the target random variable X. Once the
transport model is built, we can generate unlimited number
of samples of X by firstly sampling ¥ from the standard
normal distribution and then passing these samples through
the transport map F'(y).

How to construct the transport model F' in Eq. (2) has been
extensively studied in the machine learning community using
normalizing flow models [5], [7], [10], [11], [14], [21], [22],
where F(y) is defined as a bijective neural network. The draw-
back of this approach is the necessity for specially designed
reversible architectures for F'(y) to efficiently perform back-
propagation through the computation of | det(D(F~1(x)))]-
The score-based diffusion models overcome such drawback
by using stochastic processes to construct the transport map
F'in Eq. (2), such that bijective neural networks are no longer
needed. However, the score-based diffusion model still re-
quires a fairly complicated training process, i.e., using a neural
network to learn the score function. This may be important
to the quality of generated images in image synthesis, but
not necessary in solving the sampling problem for UQ tasks.
Moreover, many UQ tasks, e.g., data assimilation, requires
frequent update of the transport map F' in Eq. (2) because



the target PDF px () is also time-dependent. In this case, the
performance of existing diffusion models will be dramatically
hindered by the inefficient training process. We will address
this challenge by using a training-free diffusion model that can
be scaled on modern GPU-bases supercomputers like Frontier.

ITI. METHODOLOGY
A. Training-free diffusion models
The score-based diffusion model defines the transport be-
tween the target random variable X and the standard normal
random variable Y in Eq. (2) using two SDEs. The transport

from X to Y is defined by the following forward SDE:
dZ; = b(t)Zydt + o(t)dWy, 3)

where W; is the standard Brownian motion. In this work, the
coefficients b(t) and o(t) are defined by

_ d(logay) a0,y _ 487 d(logay) o 4

bit) = TBW g2y = L oW BW gz qa
where the functions «(t) and 5(t) are defined by

ar=1—1t and B2 =t, ()

for ¢ € [0,1]. This choice of b(¢) and o(t) ensures that the
forward SDE in Eq. (3) can transport any distribution of X to
the standard normal distribution ¥ when letting 72, = X, i.e.,
let the initial state Z; be the target random variable [18].
The map F is in the opposite direction from the forward
SDE, which is defined by the backward SDE of the form

dZ; = [b(t)Z, — > (t)S(Zs, t)]dt + o(t)dW, (6

where Z, = Y, Zo = X, W, is the backward Brownian
motion and S(Z,,t) is the score function of the form

S(th) = VlOg(Q(th)), (7)

with Q(Z;,t) being the PDF of the state Z; in Eq. (3). When
the score function is known, we can generate samples of the
target random variable X by first generating samples from the
standard normal distribution and pushing the samples through
the backward SDE. Therefore, the key task in constructing a
diffusion model is to approximate the score function in Eq. (7).
Instead of using a neural network to learn the score function,
we use the training-free score approximation based on the
following closed-form representation of the score function:

S(Zu,t) =V, log ( / Q(Zt|Z0)Q(ZU)dZU)

_f—z‘—_,g?gﬁQ(ZdZu)Q(ZU)dZu
> w(Zt, Z0)Q(Zo)dZo,
w(Zt, Zo) = Q(Z:|Zo)/ [ Q(Z:|Z0)Q(Zp)dZ; satisfying the

J Q(Z:]25)Q(Z;)dZ
Zt — ¥ ZO
_f 8
where the weight function w(Z;,Z;) is defined by
condition [w(Z;, Zy)Q(Zo)dZy = 1. Then, the integrals in
Eq. (8) can be approximated by MC estimation with the
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samples from the target PDF, ie., Q(Zo) in Eq. (8) (See [17]
for detailed derivation of the MC estimator). To speedup the
solution of backward SDE in Eq. (6), we need to overcome
two challenges:

« Sequential time-stepping solver for the SDE in Eq. (6).
To ensure the accuracy in UQ, we need to reach the
convergence in solving the backward SDE with a large
number of time steps. The sequential nature of traditional
time stepping scheme makes it a very inefficient process.

Large dense-matrix operation in score estimation. The
estimation of the score function requires a large matrix-
matrix subtraction, i.e., Z; — a;Z; in Eq. (8). When the
dimension of the target random variable X is very large
(e.g-, on the order of ©@(107) for the example in Figure 4),
a single GPU does not have sufficient memory to perform
the matrix operation.

The above two challenges will be addressed using HPC in the
following two subsections.

B. The parallel-in-time scheme for the diffusion model

This subsection describes the parallel-in-time scheme for
efficiently solving the diffusion model. Specifically, we em-
ploy the Parareal algorithm [16], which has been demonstrated
to be a scalable discretization scheme for solving dynamical
systems. Because the Parareal algorithm cannot be applied to
SDEs, we first convert the backward SDE in Eq. (6) to an
ordinary differential equation (ODE), i.e.,

iz~ [0z - g Os @00 O
where b(t), o(t) and S(Z;,t) are the same as in Eq. (6).
According to [17], [24], the trajectories of the backward ODE
is different from the backward SDE, but the distribution of
the state Z; remains the same for any ¢ € [0,1]. Thus, the
backward ODE model can provide us the desired transport
map F' to generate samples from the target distribution.

The Parareal algorithm is a numerical method designed
for solving ODEs on parallel computing architectures. It
achieves this by decomposing the temporal domain into several
subintervals, which can be processed simultaneously across
multiple processors. Initially, the algorithm generates a coarse
approximation of the solution over the entire time domain
using a computationally inexpensive method. Then, it refines
this approximation in each subinterval using a more accurate
method, but crucially, it does this in parallel, which signifi-
cantly speeds up the process. The corrections from the fine
solver are used to update the solution iteratively until con-
vergence is achieved. This combination of coarse predictions
and fine corrections allows the parareal algorithm to leverage
parallel processing capabilities effectively. The illustration of
the Parareal algorithm is given in Figure 1.

The parallel-in-time ODE solver for the diffuson model is
summarized in Algorithm 1. n. specifies the number of time
intervals that will be used for coarse solving step. For example,
if n. = 4 and number of time steps is 100, then we will
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Fig. 1. Illustration of the parallel-in-time (i.e., Parareal) algorithm. For the
time domain [0,T7], we first split the time range into an arbitrary number
of time slices (5 time slices in the figure). In (1), we run the ODE solver
sequentially to get the states at times T to T5. We are running the ODE
solver coarsely, as we are using a large time step to go directly from the
state Z;_1 to Z;. This sacrifices accuracy but quickly determines the initial
states for the next step. In (2), we run the fine solver over each time slices
in parallel. For each time slice, we assign g available GPUs to run the ODE
solver. In this step, we use small time steps to get a more accurate ODE solve.
In (3), the states are refined from the solutions of the coarse and fine solvers.
Steps (2) and (3) are repeated until the solutions converge.

use four coarse solvers serially with () values of [0,0.25],
[0.25,0.50], [0.50,0.75] and [0.75,1]. This means, instead of
using the time step values 0, 0.01, 0.02 gradually up to 1; we
go from 0 to 0.25, 0.25 to 0.5, 0.5 to 0.75 and 0.75 to 1. This
gives us 4 initial values to use for the fine solvers. We then run
the fine solvers for these four intervals in parallel. If the total
number of GPUs available is size, then we assign |size/n,|
GPUs to each fine solver. By fine solving, we mean instead
of jumping from time step value 0 to 0.25 for the interval
[0,0.25], we use the time step values [0,0.01,...,0.25] to
get a more accurate result. For several iterations, the solution
values are updated using the update formula described in [16],
until the convergence criteria is met.

C. Speeding up the computation of the score function

The computational burden in score estimation lies in the
computing matrix subtraction Z; — oy Z; in Eq. (8), where
Z, € RVxd and Z] € RM*2 When the dimension d of
the target random variable X in Eq. (1) is extremely large,
e.g., d is on the order of ©(107) in the example in Figure
4, a single GPU does not have sufficient memory to hold
such large matrices. In this work, we split both Z, € RV*4
and Z] € RM*d into multiple GPUs along the direction of
the dimension d. Each GPU receives a corresponding chunk
for further calculation. The score function is then calculated
on each GPU for the chunk assigned to that GPU. After
computation, the results are concatenated on the main GPU
along the direction of size d. Our approach ensures that the
matrix operations for score computation are independent of
the chunks sent to other GPUs. Our algorithm is illustrated in
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Algorithm 1 The parallel-in-time solver for diffusion models
Require: Z, € RV*4 ¥ e RM*d ¢ .. which is an array
containing time step values between 0 and 1 depending
on the number of time steps, n. the number of coarse
time intervals for the parareal algorithm, £ tolerance
1: size + number of GPUs available
: Number of GPUs to use for each time slice for the fine
solver: g + |size/nc|
: Initialize zfcoarse, Ztfine, aNd 2Zfparrea tensors with appro-
priate dimensions

4: T + length of £,

5: ts + T /n,

6: for i =0ton.—1do

70 £ < [tecli * t3], bec[(i + 1) ¥ £5]]

8 zlouseli + 1] < ODE_solver(zteaseli], Y, tel)

9:  Broadcast zfcoarse[t + 1] from rank O to all processes
10: end for

: tharareal[:] — Ztcom‘se[:]

12: for k=0ton.—1 do

13 fori=kton.—1do

14: tSQetw[e‘*ts:(i+1)¢ts+1]

15: Assign g available GPUs for the fine-solver in the
following step

16:  2tgmeli + 1] < ODE_solver(ztpmmali], Y, L))

17: Broadcast ztgpe[i + 1] to all processes

18:  end for

19: zt;:gma] 4 2l parareal

200 fori=kton.—1do

21: () ¢ [tvecli * ts], tyec[(i + 1) * £5]]

22: zne < ODE_solver(ztpagreali], Y, t,E:'Q)

23: Broadcast zne to all processes

24: Ztparareal [t + 1] 4= zne + (2tge[i + 1] — 2lcoarse [t + 1])

25: Zleoarse[t + 1] <= zne

26:  end for

27: if max(|2tpararcal — 2tayeq|) < € then

28: break

29:  end if

30: end for

31: return  ztpararea

Figure 2 and detailed in Algorithm 2. Note that Algorithm 2
will be used by the ODE solver in Algorithm 1.

IV. EXPERIMENTS
A. Scalability demonstration

Hardware and software. We perform the experiments on
the first Exascale supercomputer, Frontier. Each Frontier node
is equipped with four AMD Instinct MI250X GPUs with
dual Graphics Compute Dies (GCDs) and one third-generation
EPYC CPU. A GCD is viewed as an effective GPU, and we
use GCD and GPU interchangeably in the following discus-
sion. All four MI250Xs (eight effective GPUs) are connected
using 100 GB/s Infinity Fabric (200 GB/s between 2 GCDs
of MI250X), and the nodes are connected via a Slingshot-11



Algorithm 2 Score function computation
Require: Z, € RN*d zT c RM*d o, 32
1: size <— number of GPUs available
2: Split Z; and Y into size number of along the 2nd
dimension

3: chunksl ¢ chunks of Z;

4: chunks2 ¢ chunks of ZOT

5: if rank = 0 then

6:  for each process z in 1 to size — 1 do

7: Send chunks1[i] and chunks2[i] to process i

8:  end for

9: else

10 local chunkl 4 corresponding chunk of Z; from
rank 0

11:  local_chunk2 ¢ corresponding chunk of Z,] from
rank 0

12: end if

13: § _Elf) (local chunkl[;,None,:] — a; -

local_chunk2)
: Compute the final score:
: score +— mean value of S across 2nd dimension
: if rank = 0 then
Gather the score from all processes
Concatenate the gathered scores along the 2nd dimen-
sion
: end if
: return Final concatenated score

a4
[ — —

- =

EN A

1
i

EA

—z—

Fig. 2. This figure illustrates how to compute the score function in parallel
on GPUs. The data Z; € R" *9 and the samples Z] € RM >4 are split into
chunks along the second dimension, depending on the number of available
GPUs (4 in this figure). Then, chunks Z} and Z; are sent to corresponding
G PU;. Scores are computed for the chunks in paralle]l using Eq. (8). The
computed scores S; for each GPU are then concatenated along the 2nd
dimension to get the final score.

interconnect with 100 GB/s of bandwidth. Our evaluation is
based on PyTorch v2.2.1 and ROCm v5.7.0. We use AWS
OFI RCCL plugin for communication, which is built against
libfabric v1.15.2.0.

Scaling test. We study both the strong and weak scaling of
our parallel ODE solver on Frontier, as shown in Figure 3.
For strong scaling, we fix the feature dimension to be 106,
and evaluate the time-to-solution from 16 to 128 GPUs. For
weak scaling, each GPU has a fixed workload with the feature
dimension size 12500. The time-to-solution is evaluated up to
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Fig. 3. Strong and weak scaling of our parallel ODE Solver on Frontier .

80 GPUs, i.e., a total feature dimension of 10°.

B. Scientific demonstration

We demonstrate the performance of our UQ method by
applying it to quantify uncertainties of an Al-driven model,
FourCastNet [15], in predicting hurricane paths. The Al-
driven models are more computationally efficient than tra-
ditional physics-based models. However, the performance of
the Al models is significantly affected by uncertainties. In
this work, we focus on reducing the uncertainty arising from
the initial condition. Because FourCastNet was trained on the
Fifth Generation of ECMWF Atmospheric Reanalysis of the
Global Climate (ERAS5), produced by the European Centre
for Medium-Range Weather Forecasts (ECMWF), we treat the
ERAS data as the ground truth.

We use Hurricane Lee (2023) as an example to discuss
the effect of uncertainty in initial conditions on the hurricane
path prediction. We choose September 8, 2023 as the “current
time”, i.e., Day 0, and use FourCastNet to predict the path
of the hurricane’s center from Day 1 to Day 8. The initial
condition is constructed using the historical observation data.
Here, the observation data of the atmosphere state variables,
e.g., temperature, humidity, wind speed, geo-potential, etc., for
Day 0, Day -1, Day -2 and Day -3 are generated synthetically
by adding random perturbations to the ground truth state from
ERAS. The correlation structures of the random perturbation
is defined according to the information about observation data
collection given in the National Hurricane Center’s Tropical
Cyclone Report [8]. The dimension of FourCastNet is on the
order of O(107). To illustrate the performance of our method,
we conduct experiments in the following two cases:



—+— Ground Truth
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Fig. 4. (Left) The grey ellipse represents the prediction uncertainty without UQ) (Baseline). With 20 perturbed initial conditions, the uncertainty of hurricane
center predictions made by FourCastNet expands significantly over time. By day 8, the predicted hurricane centers span a broad area near the East Coast,
rendering the predictions too uncertain to be informative. (Right) The grey ellipse depicts the reduced uncertainty in predictions enhanced by UQ (Our method).
This UQ approach mitigates the effects of observational noise, enhances the accuracy of initial conditions, and consequently improves the Al model’s predictive
accuracy. We observe that the prediction uncertainty with UQ is substantially smaller than that without UQ, and it accurately encompasses the ground truth,

thereby enhancing the reliability of the predictions.

Case 1 (Baseline): prediction without UQ. The noisy
observation data is directly used as the initial condition for
FourCastNet to make 8-day prediction of the hurricane.

Case II (Our method): Prediction assisted by UQ. We
apply the proposed UQ method in the context of data
assimilation [1], [3], which combines the observation data
(from Day -3 to Day 0) and the FourCastNet model to
generate the initial conditions for FourCastNet to make the
8-day prediction of the hurricane.

Figure 4 shows the comparison results. When the FourCast-
Net is used without UQ, the prediction uncertainty grows very
quickly, such that the uncertainty of the Day 8 prediction is too
large to be informative, as shown in the left subfigure in Figure
4. Even so, it is hard to make a decision under such large
uncertainty in practice when the ground truth is unknown. In
comparison, Figure 4 (right) shows that after applying our UQ
method, the uncertainty in FourCastNet’s prediction is much
smaller, significantly improving the reliability of the prediction
results. This demonstrates that a UQ procedure is critical to
reduce uncertainty in the initial condition of the AI model.

‘We emphasize that this experiment is set up in a relatively
ideal situation, as it assumes that all state variables can
be observed with added noise. Even in this ideal scenario,
the prediction uncertainty without proper UQ is too large
to be informative. In practice, the observation data typically
exhibit even greater uncertainty due to factors such as sparse
observations and inconsistencies from various devices like
aircraft, Dvorak, and SATCON [8]. This significantly increases
the uncertainty in the initial conditions for FourCastNet,
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presenting more challenging problems. Therefore, despite the
promising results shown in Figure 4, the need for rigorous UQ
in Al-based models must be emphasized for future studies.

V. CONCLUSION

‘We introduce a scalable, training-free score-based diffusion
model designed for high-dimensional sampling tasks, particu-
larly useful in dynamic uncertainty quantification (UQ) where
target distributions evolve rapidly. By integrating the Parareal
algorithm, our method utilizes multiple GPUs to parallelize
and accelerate the solution of backward ODEs, effectively
distributing computational loads. We also optimize resource
use by splitting large matrix calculations across available
GPUs, allowing our model to adapt to changes in probability
distributions swiftly without the need for training the score
function. Demonstrated on the Frontier supercomputer, our
approach showcases remarkable scalability and reduces un-
certainty in Al-based hurricane prediction models like Four-
CastNet, emphasizing its potential in real-world applications.
Despite the promising results, several aspects of the proposed
method need to be improved in order to be used in operation.
For example, observation data, i.e., the data used to estimate
the score function of the diffusion model, is the direct ob-
servation of the target random variable with added noise. In
practice, the observation data is usually indirect, such that the
computation of a likelihood function is needed to incorporate
the indirect observation data. Another module needs to be
added to Algorithm 2 to handle indirect observation.
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