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• New method was applied to assess nat
ural variability in CDOM photo
bleaching AQY-M. 

• AQY-M varies with CDOM composition/ 
origin across land-ocean aquatic 
continuum. 

• AQY-M also depends on water temper
ature and extent of solar exposure. 

• S275–295, water temperature, and solar 
exposure together can predict accurate 
AQY-M. 

• New predictive AQY-M model can help 
calculate photobleaching rates on large 
scales.  
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A B S T R A C T   

The photochemical degradation of chromophoric dissolved organic matter (CDOM) upon solar exposure, known 
as photobleaching, can significantly alter the optical properties of the surface ocean. By leading to the breakdown 
of UV- and visible-radiation-absorbing moieties within dissolved organic matter, photobleaching regulates solar 
heating, the vertical distribution of photochemical processes, and UV exposure and light availability to the biota 
in surface waters. Despite its biogeochemical and ecological relevance, this sink of CDOM remains poorly 
quantified. Efforts to quantify photobleaching globally have long been hampered by the inherent challenge of 
determining representative apparent quantum yields (AQYs) for this process, and by the resulting lack of un
derstanding of their variability in natural waters. Measuring photobleaching AQY is made challenging by the 
need to determine AQY matrices (AQY-M) that capture the dual spectral dependency of this process (i.e., 
magnitude varies with both excitation wavelength and response wavelength). A new experimental approach now 
greatly facilitates the quantification of AQY-M for natural waters, and can help address this problem. Here, we 
conducted controlled photochemical experiments and applied this new approach to determine the AQY-M of 27 
contrasting water samples collected globally along the land-ocean aquatic continuum (i.e., rivers, estuaries, 
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coastal ocean, and open ocean). The experiments and analyses revealed considerable variability in the magnitude 
and spectral characteristics of the AQY-M among samples, with strong dependencies on CDOM composition/ 
origin (as indicated by the CDOM 275–295-nm spectral slope coefficient, S275–295), solar exposure duration, and 
water temperature. The experimental data facilitated the development and validation of a statistical model 
capable of accurately predicting the AQY-M from three simple predictor variables: 1) S275–295, 2) water tem
perature, and 3) a standardized measure of solar exposure. The model will help constrain the variability of the 
AQY-M when modeling photobleaching rates on regional and global scales.   

1. Introduction 

Chromophoric dissolved organic matter (CDOM), the optically active 
component of dissolved organic matter (DOM), is a major regulator of 
solar radiation exposure in surface waters ranging from wetlands and 
rivers to the open ocean. It is also the main precursor for a multitude of 
ubiquitous photochemical reactions of biogeochemical significance and 
relevance to climate (Mopper et al., 2015). Its chemical makeup includes 
a suite of dissolved organic molecules containing conjugated systems, 
aromatic functional groups, metal complexes, and other components 
involved in intramolecular charge-transfer (CT) interactions (McKay, 
2020; Sharpless and Blough, 2014; Stedmon and Nelson, 2015). These 
chromophoric moieties contribute to the characteristic shape of the 
CDOM absorption spectrum, which increases exponentially from the 
near infrared to the visible and ultraviolet (UV) domains. In the global 
ocean, CDOM contributes most (>50 %) of the absorption and vertical 
attenuation of UV/blue solar radiation (Fichot and Miller, 2010; Nelson 
and Siegel, 2013), meaning it is a major regulator of photosynthetically 
available radiation (PAR) availability and UV radiation exposure to 
phytoplankton in surface waters. The variability of CDOM in the surface 
ocean therefore exerts a direct influence on marine primary productivity 
and ecosystems functioning (Hickman et al., 2010; Mena et al., 2019). 

Exposure to solar radiation in surface waters inevitably leads to the 
photochemical degradation of DOM chromophoric moieties (Kouassi 
and Zika, 1992). This process, called photobleaching, results in a net loss 
of CDOM absorption across the entire spectrum (e.g., 250–700 nm) and 
has long been considered a significant CDOM degradation pathway in 
sunlit waters (Del Vecchio and Blough, 2002). This was evidenced by 
observations of large changes in CDOM absorption during laboratory 
and deck-based solar-exposure experiments and of major losses in in-situ 
CDOM absorption in the surface mixed layer during summer (Fichot and 
Benner, 2012; Helms et al., 2013; Vodacek et al., 1997; Yamashita et al., 
2013). Consequently, photobleaching has the potential to significantly 
affect PAR availability, UV exposure, and solar heating in the surface 
ocean (Hill, 2008; Swan et al., 2012). Photobleaching also alters the 
fluorescence properties of dissolved organic matter, imprinting distinc
tive features in the fluorescence excitation-emission matrix that are 
frequently used to diagnose past solar exposure (Hansen et al., 2016; 
Murphy et al., 2018; Tzortziou et al., 2007). Photobleaching also 
consistently operates faster than the photo-mineralization of dissolved 
organic carbon (DOC), leading to the decoupling of these two entities’ 
dynamics and complicating the use of CDOM absorption as an optical 
proxy of DOC concentration (Bonelli et al., 2022; Cao et al., 2018; Del 
Vecchio and Blough, 2002; Fichot and Benner, 2011). 

The rate of photobleaching in sunlit waters and its significance as a 
sink of CDOM in aquatic systems globally remain poorly quantified 
(Fichot et al., 2023). The quantification of photobleaching rates on large 
scales has long been hampered by the challenge of determining repre
sentative apparent quantum yields (AQY) for this process (i.e., change in 
CDOM absorption coefficient per absorbed photon), and by a lack of 
understanding of their variability in natural waters. A barrier to their 
determination is the pronounced dual spectral dependency of the pho
tobleaching process –that is, the magnitude of the AQY varies with both 
the wavelength of exposure and the response wavelength (Del Vecchio 
and Blough, 2002; Zhu et al., 2020). This implies the AQY should be 
represented by a spectral matrix rather than a single spectrum. Studies 

have developed models of photobleaching efficiency that account for 
this dual dependency (Goldstone et al., 2004; Osburn et al., 2001; Swan 
et al., 2012; Tzortziou et al., 2007), but these efforts have been very 
limited in scope and applicability. A new approach was recently devel
oped to facilitate the determination of accurate and reproducible pho
tobleaching AQY matrices (AQY-M) for natural water samples (Zhu 
et al., 2020). The study also revealed a strong dependency of the AQY-M 
on the degradation state of CDOM, water temperature, and solar- 
exposure duration. However, this study was also limited in scope and 
the natural variability of the photobleaching AQY-M across the land- 
ocean aquatic continuum remains unknown. The quantitative under
standing of photobleaching will be limited for as long as the variability 
of the AQY-M remains uncharacterized and unconstrained. 

Here, we applied this new methodology to 27 surface water samples 
spanning the land-ocean aquatic continuum, in order to 1) evaluate the 
natural variability of the photobleaching AQY-M, and 2) develop a 
predictive model of AQY-M applicable across most water types. A 
selected subset of samples was exposed to controlled simulated sunlight 
at different water temperatures and for different durations (e.g., 24 and 
48 h), thereby providing a total of 71 distinct, measured AQY-M to assess 
variability and sensitivity to temperature and exposure duration, and to 
support the model development and validation. The development of a 
predictive model involved a principal component analysis of the 
measured AQY-M data set and the production and comparison of various 
approaches to predict principal component scores from three variables: 
1) the 275–295-nm spectral slope coefficient of CDOM, S275–295, as an 
indicator of CDOM composition, 2) a standardized measure of solar 
exposure, and 3) water temperature. An independent data set generated 
using single-cutoff solar exposures of independent samples provided an 
additional independent validation data set to confirm model perfor
mance in a completely independent environment not included in the 
model development. 

2. Data and Methods 

2.1. Field data and water sample collection, processing, and preservation 

A total of 27 distinct water samples were collected for use in ex
periments aimed to determine AQY-M. Samples were collected in sur
face waters along the freshwater-marine continuum, across a large 
latitudinal gradient (64.50◦S to 49.20◦N), and in the major ocean basins. 
The samples were collected in various, contrasting aquatic environments 
spanning rivers, estuaries, salt marshes, river-influenced coastal waters, 
coastal upwellings, and the open ocean (Fig. 1A–C and Supplementary 
Tables S1–S2). An additional set of 12 samples used strictly for an extra, 
independent validation of the model was collected in the nearshore 
coastal waters of Louisiana in Spring 2021 (n = 7) and Fall 2021 (n = 5) 
(Fig. 1D and Supplementary Table S3). Salinity at the sampling sites was 
measured using either a calibrated Yellow Springs Instruments (YSI) 
ProDSS sonde equipped with a temperature-conductivity sensor (e.g., 
when sampling from small boats), or a SeaBird Temperature- 
Conductivity-Depth instrument mounted on a rosette (e.g., when sam
pling from oceanographic vessels). Two different protocols were used to 
filter and preserve the samples depending on their provenance: 
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Freshwater and estuarine water samples — Samples from rivers, estu
aries and salt marshes (typically salinity <32) were obtained with 
small boats and collected near the surface (<1 m) using a 4-L hori
zontal Van Dorn sampler rinsed at least three times with ambient 
water. Samples were then filtered within a few hours of collection 
through a pre-combusted 0.7-μm glass-fiber filters (GF/F furnaced at 
450 ◦C for 6 h) or a 0.8-μm nylon-membrane filter cartridge (acid 
washed with 1 % hydrochloric acid and rinsed with Milli-Q water). 
The filtrate was collected in clean (acid washed; furnaced at 450 ◦C 
for 6 h) borosilicate glass bottles with Teflon-lined closures and kept 
in the dark and at 4 ◦C for up to 48 h. Samples were then filtered 
again through clean 0.2-μm nylon membrane filters (47-mm-diam
eter, Whatman) immediately before experiment. 
Ocean water samples — Samples from oceanic waters including some 
coastal waters (typically salinity >32) were obtained from ships and 
collected near the surface (<5 m) using a Conductivity-Temperature- 
Depth (CTD) rosette equipped with Niskin bottles. Samples were 
immediately gravity-filtered from the Niskin bottles using pre- 
combusted 0.7-μm glass-fiber filters (GF/F furnaced at 540 ◦C for 

2 h; Druffel et al., 2021), and collected in clean (acid washed, fur
naced at 450 ◦C for 6 h) borosilicate glass bottles with Teflon-lined 
closures. Samples were then immediately frozen (−20 ◦C) until the 
experiments. Samples were then filtered again through clean 0.2-μm 
nylon membrane filters (47-mm-diameter, Whatman) immediately 
before experiment. The majority the ocean water samples used in this 
study were collected from the GO-SHIP cruises P18 in 2016/2017 
and IO7N in 2018 onboard the R/V Ronald H. Brown, and from 
cruise MR157 onboard the R/V Meteor in 2019. 

2.2. Methodology overview 

A flowchart summarizing the methodology used in this study is 
presented in Fig. 2. Briefly, the 27 water samples were used in controlled 
photochemical experiments using the same experimental design and 
setup as in Zhu et al. (2020). The measurements resulting from these 
experiments were then used to generate measured AQY-M using the 
approach presented in Zhu et al. (2020), and to calculate simple pre
dictor variables to estimate AQY-M. The resulting database of measured 

Fig. 1. Locations of water samples collected and used in photochemical experiments for this study. Water samples were collected worldwide in a wide range of 
aquatic environments along the land-ocean continuum including riverine, estuarine, coastal, and open-ocean waters. Named locations on the map point to samples 
presented in figures shown later in the manuscript: NPO (North Pacific Ocean), SPO (South Pacific Ocean), MR (Manicouagan River), SLE (St. Lawrence Estuary), PIE 
(Plum Island Estuary), and GM (Gulf of Maine). (A) Sample locations superimposed on a global climatology (2002–2020) of surface chlorophyll-a concentration 
estimated from ocean-color remote sensing, showing the samples originated from waters with very different levels of biomass. (B) Close-up view of the St-Lawrence 
Estuary (Manicouagan River, near Baie-Comeau, Québec) with sampling locations. (C) Close-up view of the Gulf of Maine and Plum Island Estuary with sampling 
locations. (D) Close-up view of Louisiana Coastal Waters (Atchafalaya River and Terrebonne Bay) with locations of samples used for the extra validation. 

X. Zhu et al.                                                                                                                                                                                                                                      



Science of the Total Environment 912 (2024) 168670

4

AQY-M was then used as input to a principal component analysis that 
retained the first three principal components (matrices). A model to 
predict the scores of these principal components from the predictor 
variables and to construct modeled AQY-M was then developed, and the 
model’s ability to reproduce reasonably accurate versions of the 
measured AQY-M was assessed. Finally, the model’s ability to reproduce 
measured changes in spectral CDOM absorption coefficient during the 
experiments was assessed two different ways: 1) using a leave-1 exper
iment-out cross-validation with all data used in the model development, 
and 2) by implementing the model on the extra validation data set 

collected in coastal Louisiana. This extra set of samples from Louisiana 
was obtained opportunistically via participation into another project, 
and was used specifically to assess the performance of the model when 
applied to a completely new environment not considered in the model 
development—in this case, a sub-tropical coastal environment. 

2.3. CDOM photobleaching experiments: design and setup 

All filtered water samples were irradiated under controlled and 
monitored illumination conditions using an Atlas Suntest XLS+ solar 

Fig. 2. Flowchart summarizing the methodology used to develop and validate the predictive model of AQY-M. The measurements derived from the photochemical 
experiments were used with the method of Zhu et al. (2020) to produce a set of measured AQY-M representative of different water samples, temperature treatments, 
and exposure durations. This database of measured AQY-M was then used in a principal component analysis (PCA) to calculate the AQY-M principal components (PC) 
and their corresponding scores. A model was then trained to predict the PC scores from three predictor variables (e.g., water temperature, S275–295, and a stan
dardized measure of solar exposure) on which the AQY-M were observed to have a dependency. The predicted PC scores were then used in linear combinations of the 
PCs to predict the modeled AQY-M. A leave-1 experiment-out cross-validation and an extra independent validation were then used to quantify the uncertainties 
associated with the predicted ag(λ). 
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simulator (Xenon lamp) equipped with a custom-made, temperature- 
controlled sample exposure system. The experimental setup and general 
methodology are described in detail in Zhu et al. (2020). Briefly, all 
irradiations were done at maximum lamp output (765 W m−2) but 
without the “daylight” glass filter normally used to filter out UV-C and 
most UV-B radiation. Instead, solar exposure of the sample was 
controlled using Schott optical long-pass filters (cut-off wavelengths λc 
= 280, 295, 305, 320, 345, 385, 420, and 475 nm), enabling up to eight 
different spectral treatments simultaneously. For each spectral treat
ment, the sample was irradiated end-on in a tightly sealed (solid poly
propylene caps, Teflon-lined silicon septa), 2.5-cm diameter 
spectrophotometric quartz cell (Spectrocell Inc.) with a 5-cm pathlength 
oriented vertically just below the cutoff filter. The cells were immersed 
in water kept at constant temperature by a circulating water bath, and 
kept in fixed position using a custom-made, black-anodized aluminum 
frame that minimized horizontal exchange of solar radiation between 
cells. Details about the experiments are provided in Supplementary 
Table S4, and two different major types of photochemical experiments 
were conducted: 

Experiments to produce measured AQY-M — The experiments used to 
calculate the measured AQY-M all involved eight simultaneous 
spectral cut-off treatments (cut-off wavelengths λc = 280, 295, 305, 
320, 345, 385, 420, and 475 nm). In this case, experiments for all 
samples (n = 27) were at least conducted at a temperature of 20 ◦C 
and included at least a 48-h exposure with spectrophotometric 
measurements of CDOM absorption (see method description below) 
made at the initial time (t0 = 0 h) and at the final time (t48 = 48 h). 
For a subset of samples (n = 8), the experiment was repeated at two 
additional water temperatures (5 ◦C and 35 ◦C) to help assess tem
perature dependence of the AQY-M. For a subset of samples (n = 14), 
which includes the 8 samples treated at different temperatures, the 
experiment also included intermediary spectrophotometric mea
surements of CDOM absorption after 24-h exposure time, thereby 
providing measurements collected at t0 = 0 h, t24 = 24 h, and t48 =

48 h. This combination of contrasting samples and different treat
ments facilitated the calculation of 71 distinct AQY-M and provided 
sufficient solar exposure conditions to assess dependencies and to 
constrain the predictive models. To facilitate model development, 
interpolation of the measurements to every hour between 0 and 48 h 
exposure time generated an expanded data set of 2064 AQY-M. 
Experiments for extra independent validation of the AQY-M model – The 
experiments used for the extra independent validation of the model 
involved exposing eight replicates of each sample (n = 12) with the 
same 320-nm cutoff spectral treatment. The 320-nm cutoff filter 
(meaning a ~50 % transmission at 320 nm) produced a solar expo
sure in the solar simulator that was the most spectrally representa
tive of that typically experienced in natural waters (Zhu et al., 2020), 
making this experimental design desirable for validation. The ex
periments were conducted at a water temperature of 20 ◦C, although 
two of the 12 samples were also exposed at 5 ◦C and at 35 ◦C. The 
experiments involved CDOM spectrophotometric measurements 
made either at t0 = 0 h and t24 = 24 h, or at t0 = 0 h and t48 = 48 h. 
For each experiment, note that the 8 replicates of the same sample 
were exposed to slightly different exposures (~±10 %) due to the 
spatially uneven exposure within the solar simulator. However, these 
differences in exposure were monitored and adequately accounted 
for in the validations. Overall, these experiments produced a total of 
148 observations for the extra, independent validation (Zhu et al., 
2020). This set of simpler and less tedious experiments aimed spe
cifically at assessing the performance of the model when applied to a 
completely independent environment. 

2.4. Spectrophotometric measurements of CDOM, and calculation of 
related variables 

Spectrophotometric methods — Two different methods were used to 
make spectrophotometric measurements of CDOM absorption coef
ficient spectra (range used here 275 nm to 700 nm) depending on 
sample provenance. For both methodology, measurements were 
made against a blank of purified water (Millipore Milli-Q water) after 
samples and blanks were equilibrated to room temperature (Pegau 
et al., 1997). For freshwater and estuarine water samples, the CDOM 
absorption spectra of freshwater and estuarine samples were 
measured using a Perkin Elmer Lambda-650 UV–visible dual-beam 
spectrophotometer and 5-cm pathlength cylindrical quartz cells 
(Fichot and Benner, 2011; Zhu et al., 2020). For ocean water sam
ples, the CDOM absorption spectra of ocean samples were measured 
using a TiDAS S300 UV/VIS (190–720-nm, 1-nm resolution) photo
diode array (PDA) spectrophotometer system equipped with an in
tegrated deuterium light source, and outfitted with a 100-cm liquid 
waveguide capillary cell (LWCC, Word Precision Instrument), 
following recommended protocols (Mannino et al., 2019). Addi
tional details about these established methods are provided in Sup
plementary Text S1. 
Temporal interpolation of CDOM absorption coefficient during exposure 
— For each experiment, the absorption coefficient spectra, ag(λ, t), 
measured at the t0, t24 and/or t48 time points were interpolated to 
hourly values using a cubic Hermite interpolation method, which 
uses a continuous first derivative that provides realistic, smooth, 
non-linear interpolations. Three interpolations with different end- 
member assumptions were used, and the average value was used 
as the final interpolated absorption coefficient. A representative set 
of interpolation examples are presented in Supplementary Fig. S1, 
and additional details are provided in Supplementary Text S2. 
Change in CDOM absorption coefficient — The difference in CDOM 
absorption coefficients spectra between the initial time point, t0, and 
any other time point, t during the photobleaching experiments, is 
denoted here as Δag(λre, t) and was calculated as in Eq. (1): 

Δag(λre, t) = ag(λre, t) − ag(λre, t0) (1)   

CDOM absorption spectral slope coefficients — The spectral depen
dence of the CDOM absorption coefficient can be described accu
rately over narrow spectral ranges using an exponential function of 
the form shown in Eq. (2): 

ag(λ) = ag(λ0)e−S(λ−λ0) (2)  

where λ0 is a reference wavelength, and S is the spectral slope coefficient 
over the narrow spectral range, λ0-λ-nm. Here, the spectral slope coef
ficient over the 275–295 nm spectral range, S275–295, was calculated 
using a linear regression of ln(ag(λ)) on λ from 275 to 295 nm. Similarly, 
the spectral slope coefficient for the 350–400 nm spectral range, 
S350–400, was calculated using a linear regression of ln(ag(λ)) on λ from 
350 to 400 nm. 

2.5. Calculation of quanta absorbed by CDOM during solar exposure 

The spectrum of quanta (photons) absorbed by CDOM during irra
diation, denoted here as Eabs(λex, t), is a key variable used in the deter
mination of the AQY-M (Zhu et al., 2020). The method to calculate 
Eabs(λex, t) is described in detail in Fichot and Benner (2014) and was 
further described and successfully applied and validated using nitrite 
actinometry in Zhu et al. (2020). Briefly, Eabs(λex, t) was calculated for 
each spectral treatment and exposure time interval using ag(λre, t) and 
measurements of incident irradiance made with a high-performance 
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UV–visible scanning OL-756 spectroradiometer equipped with a 2- 
inches integrating sphere (OL-IS-270) and calibrated against a NIST- 
traceable standard of spectral irradiance (OL-752-10E) operated with 
a high-precision DC-current lamp source (OL-410-200). Details about 
the calculations are provided in Supplementary Text S3. 

2.6. Calculation of AQY-M from experiments (measured AQY-M) 

The methodology used to determine the CDOM photobleaching AQY- 
M for all the samples —the measured AQY-M — is described in detail in 
Zhu et al. (2020). Briefly, the methodology involves two sequential 
steps. First, a partial least square regression of the measured Δag(λre, t)
on the measured Eabs(λex, t) was done to derive coefficients and in
tercepts facilitating the reproduction of the observed Δag(λre, t) from the 
observed Eabs(λex, t) using a matrix operation ( × ), where B is a matrix of 
regression coefficients and B0(λre) is a vector of intercept values as 
shown in Eq. (3): 

Δag(λre, t) = Eabs(λex, t) × B + B0(λre) (3) 

Second, gradient-descent optimization of the coefficient matrix B 
was done to produce an optimized matrix B′ able to generate Δag(λre, t)
from Eabs(λex, t) with similar accuracy as in Eq. (3), but without the use of 
the intercept values B0(λre), as shown below in Eq. (4): 

Δag(λre, T) = Eabs(λex, T) × B′ (4) 

Here, the optimized B′ matrix corresponds to an actual AQY-M 
denoted here as ΦPB(λex, λre), the AQY-M. Additional details about the 
approach are provided in Supplementary Text S4 and in Zhu et al. 
(2020). 

2.7. Predictions of AQY-M from simple variables (modeled AQY-M) 

The development of a model to predict modeled AQY-M from three 
simple predictor variables (S275–295, water temperature, and a stan
dardized measure of solar exposure) involved two steps: (1) a principal 
component analysis (PCA) used to reduce the dimensionality of the 
measured AQY-M data set by determining principal components (PC) and 
corresponding PC scores, and (2) a model to predict those PC scores from 
the three simple predictor variables. 

Dimensionality reduction of the AQY-M: It is practical to reduce the 
dimensionality of the measured AQY-M to develop predictive models 
of AQY-M from a few simple predictor variables. The measured AQY- 
M are spectrally complex but include extensive multi-collinearity 
(Zhu et al., 2020). The observed variance can therefore be summa
rized by a few rotated versions of the original variables. Here, a PCA 
was used to reduce the dimensionality of the measured AQY-M and 
help constrain their observed variability, and was implemented 
using MATLAB® (2022a version, pca function). The measured AQY-M 
was thus expressed as in Eq. (5): 

ΦPB(λex, λre) = s1P1 + s2P2 + … + snPn (5)  

where P1, P2, …, Pn are the PC determined by the PCA, and s1, s2, ……, sn 
are the corresponding scores. P1, P2, …, Pn have the same dimensions 
(201 × 421) as ΦPB(λex, λre) and the scores s1, s2, ……, sn are scalar 
values. Here, the number of components n = 2064. 

PC-score prediction model: A model was developed to predict the 
measured PC scores (s1, s2, ……, sn) and facilitate the estimation of 
modeled AQY-M from three predictor variables: 1) a standardized 
measure of solar exposure of CDOM, 2) the CDOM spectral slope 
coefficient S275–295 used here as compositional indicator of CDOM 
and 3) water temperature. The proposed AQY-M prediction model 
includes three sequential steps: 

Step 1–Determining the standardized solar exposure of CDOM: 
The first step consists in determining the solar exposure experi
enced by CDOM over a duration of interest (e.g., 12 h, 24 h). As 
observed in Zhu et al. (2020) and in this study, the measured AQY- 
M exhibits a complex dependency on solar exposure. It is there
fore important to generate modeled AQY-M that are representa
tive of the solar exposure experienced by CDOM in natural waters 
over a duration of interest. However, because exposure time in 
the solar simulator is not directly comparable to the exposure 
time in natural waters, it is critical to develop a measure of solar 
exposure that is compatible with both contexts. To address this 
issue, we defined the quantity tstd that we referred here to as 
“standardized solar exposure” and calculated as in Eq. (6): 

tstd =
Eabs(290 − 350)

ag(350)
0.92 (6)  

where Eabs(290 − 350) is the amount of quanta from 290-to-350 nm 
absorbed by CDOM on average in the volume of interest (e.g., cell or 
mixed layer depth) for a specific exposure duration, and ag(350) is the 
absorption coefficient of CDOM at 350 nm. In the solar simulator ex
periments, Eabs(290 − 350) varies, to a first order, as a function of the 
CDOM absorption coefficient. This is largely because the pathlength of 
solar radiation through the sample cells is very short (5 cm). As a result, 
Eabs(290 − 350) varied dramatically among the samples for the same 
irradiation duration (Supplementary Fig. S2A). However, this is not the 
case in the mixed layer (typically >10 m deep), where most of the 
incident photons in the 290–350 nm range are absorbed by CDOM and 
Eabs(290 − 350) is much less dependent on the CDOM absorption coef
ficient. In order to minimize this artifact of the experiments and generate 
a more standardized value of solar exposure (Supplementary Fig. S2B), 
the calculated Eabs(290 − 350) was normalized by ag(350). Remaining 
discrepancies among samples were largely removed using an 
empirically-determined exponent value of 0.92 (Supplementary Fig. S2C 
and Text S5) applied to ag(350), as shown in Eq. (6). The resulting tstd 
represented a measure of absorbed quanta by CDOM that scaled more 
uniformly with exposure duration across the different samples (Sup
plementary Fig. S2C), thereby facilitating the scaling to solar exposure 
experienced by CDOM in natural waters. To facilitate the implementa
tion of Step 2 in the model, the tstd for each experiment was divided into 
48 regular increments (Supplementary Text S5) to match the 48-h 
duration and the 48 time-interpolated AQY-M determined for each 
experiment. 

Step 2–Predicting the PC scores from S275–295: The second step 
directly predicts the PC scores of the AQY-M from the measured 
S275–295 of the original sample, used here as an indicator of CDOM 
composition/degradation state. Specifically, for each of the 48 in
crements in tstd, the scores were predicted as in Eq. (7): 

ŝi(20◦C, tstd) = ki(tstd)*S275−295 + li(tstd) (7)  

where ŝi(20◦C, tstd) is the predicted score for the ith PC of the AQY-M at 
20 ◦C and for a given tstd, and ki(tstd) and li(tstd) are coefficients (slope and 
intercept, respectively) derived from the linear regression of the 
measured scores si(20◦C, tstd) on the S275–295 measured at the initial time 
point (i.e., prior to irradiation). A relationship of this form was param
eterized for each increment of tstd. 

Step 3–Temperature adjustment of predicted PC scores: The third 
and final step aims to adjust the scores predicted in Step 2 for the 
effects of water temperature using an Arrhenius-type function, as 
shown in Eq. (8): 

ŝi(T, tstd) = ŝi(20◦C, tstd)*e
bi

(

(T−20)/293.15*(T+273.15)

)

(8) 
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where, ŝi(T, tstd) is the PC score for the ith component for a water tem
perature T, and bi is a coefficient equal to 1422 and determined 
empirically from fitting the data from the eight experiments conducted 
at different water temperatures with Eq. (8). 

Calculating the modeled AQY-M: The modeled AQY-M for any partic
ular combination of tstd, S275−295, and T values was generated with a 
linear combination of the scores ̂si predicted by the model with the 
PC matrices derived from PCA, as shown in Eq. (9): 

Φ̂PB(λex, λre) = ŝ1P1 + ŝ2P2 + ŝ3P3 (9)  

where Φ̂PB(λex, λre) is the predicted AQY-M and ̂s1, ̂s2, ̂s3 are the scores of 
the first 3 PC (Supplementary Text S6) predicted by the PC-score pre
diction model. 

2.8. Model validation 

Two approaches were used to validate the model and evaluate its 
performance using independent data sets: 1) a leave-1 experiment-out 
method, and 2) a simple implementation on an extra data set (the extra 
independent validation).  

1. In the leave-1 experiment-out validation, the AQY-M model was 
generated using the measured AQY-M from 42 of the 43 experiments 
and was validated using the measured AQY-M of the 43rd “left-out” 
experiment. This validation simulated the development of the model 
and its application on an independent 43rd water sample, as the 
measured AQY-M from the “left-out” experiment were not used to 
train the model. This process was iterated 43 times, using a different 
“left-out” experiment each time, and the modeled AQY-M and 
modeled ag(λ) spectra after 48-h exposure were compared to their 
measured equivalents to assess performance and quantify un
certainties associated with the modeled quantities (Supplementary 
Table S5).  

2. An extra validation with independent samples collected in the 
nearshore coastal waters of Louisiana (Fig. 1D) applied the final 
model on the data from the 15 extra photobleaching experiments 
(Supplementary Tables S3–S4). These experiments only included 
320-nm cut-off treatments, so no measured AQY-M were available 
and only the modeled ag(λ) spectra after 48-h exposure were 
compared to their measured equivalents. However, multiple repli
cates were available for each experiments, thereby providing a total 
of 148 ag(λ) spectra for comparison. As mentioned earlier, this extra 
validation specifically aimed to assess the performance of the model 

when applied to a completely new environment not used in the 
model development. 

3. Results 

3.1. Diversity of CDOM properties and salinity for samples used in this 
study 

The 27 samples used in the AQY-M experiments were broadly 
representative of surface water types typically encountered between 
rivers and the open ocean (Fig. 3). The samples originated from multiple 
rivers, estuaries, marsh-influenced coastal waters, river-influenced 
ocean margins, coastal upwelling zones, and various open-ocean re
gions with contrasting nutrient regimes and productivity levels. The 
salinity of the samples ranged from 0.1 to about 36.2, and their CDOM 
absorption coefficient at 350 nm, ag(350), ranged 1000-fold from 0.027 
to 24.73 m−1, with corresponding S275–295 values ranging from 0.013 to 
0.058 nm−1. The ag(350) decreased more or less linearly with increasing 
salinity (Fig. 3A), and decreased exponentially and mostly mono
tonically with increasing S275–295 (Fig. 3B). As a result, S275–295 
increased exponentially with increasing salinity (Fig. 3C). Most of the 
samples (n = 21/27) were from waters with salinities >25, and more 
than half of them were from waters with salinities >32. The samples 
were distributed mostly evenly along the gradients of salinity and CDOM 
absorption properties (e.g., ag(350), S275–295). Overall, these samples 
represented a diverse and balanced set for evaluating the natural vari
ability of the photobleaching AQY-M and for developing a model 
applicable to aquatic systems encountered along the land-ocean 
continuum. 

3.2. Effects of solar exposure on CDOM absorption spectra 

Solar exposure in the 320-nm cutoff treatment led consistently to a 
decrease in the ag(λ) spectrum and to an increase in S275–295 in all 
samples (Fig. 4). After 48 h of exposure at 20 ◦C in this treatment, 
ag(350) decreased on average by 36.5 %, and S275–295 increased on 
average by 22.3 % (Fig. 4A–C). In contrast, the effects of solar exposure 
on S350–400 were less predictable, with both negative and positive 
changes being observed (Fig. 4C) and an average change of −7.3 %. The 
320-nm cutoff treatment was used for this assessment, as it was the most 
spectrally representative of solar exposure in natural waters (Zhu et al., 
2020). Solar exposure also led to a decrease in ag(λ) in the other cut-off 
treatments, although the magnitude and spectral characteristics of the 
ag(λ) loss varied strongly depending on the cut-off treatment considered 
(Supplementary Figs. S3–S5). Specifically, the ag(λ) loss was always 

Fig. 3. Relationships between salinity, ag(350) (CDOM absorption coefficient at 350 nm), and S275–295 (CDOM spectral slope coefficient in the 275–295-nm range) 
for the samples used in the experiments (n = 27). The range of these parameters highlight the diversity of samples collected for this study (salinity range: 0.1–36.22; 
ag(350) range: 0.027–24.73 m−1; S275–295 range: 0.013–0.058 nm−1). (A) Relationship between salinity and ag(350). (B) Relationship between S275–295 and ag(350). 
The inset panel shows the data with S275–295 ranging from 0.03 to 0.06 nm−1. (C) Relationship between salinity and S275–295. 
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largest in the 280-nm cutoff treatment and progressively decreased with 
increasing cut-off wavelength. Minimal loss in ag(λ) was always 
observed in the 475-nm cut-off treatment, indicating that solar radiation 
>475 nm contributed negligibly to photobleaching. 

The experiments also revealed significant variability in both the 
magnitude and spectral characteristics of ag(λ) loss among the samples 

(Fig. 4). For the same exposure conditions (48 h of exposure, 20 ◦C water 
temperature, 320-nm cut-off treatment), the relative loss of ag(350) 
ranged three-fold (19 % - 63 % with a median of 37.3 %) depending on 
the sample, whereas the increase in S275–295 ranged ten-fold (4 %–42 % 
with a median of 24.2 %) and the change in S350–400 ranged from −49 % 
to 46 % with a median of −1.3 %. The spectral dependency of the 

Fig. 4. Effects of photobleaching on the CDOM absorption coefficient spectra and on the spectral slope coefficients during exposure in the solar simulator shown here 
for the 320-nm cutoff filter treatment. (A, B, C) Change in ag(350), S275–295, and S350–400 observed during exposure in the 320-nm cutoff treatment for all 43 different 
treatments (27 different samples treated at 20 ◦C, with 8 of these samples being subject to two additional temperature treatments at 5 ◦C and 35 ◦C). Solid points 
correspond to measurements, and dash lines help visualize the direction of change. Black circles/lines indicate an increase during exposure whereas red circles/lines 
indicate a decrease during exposure (observed for S350–400 and ag(350)). (D, E, F) ag(λ) spectra before and after 24-h and 48-h exposures in the solar simulator (20 ◦C 
water temperature, and 320-nm cutoff filter) shown here for three contrasting water samples: estuarine water (PIE, after 24 and 48 h exposure), coastal ocean (GM, 
after 24 and 48 h exposure), and open ocean (NPO, after 48 h exposure only). 

Fig. 5. Average relative decrease in ag(λ) spectra caused by photobleaching (% ag(λ) loss) between contrasting freshwater/estuarine, coastal, and oceanic samples, 
and for different water temperatures. (A) Relative decrease in ag(λ) spectra for all 27 samples exposed under the same conditions (48-h exposure, 20 ◦C, 320-nm 
cutoff filter), and averaged for three categories of samples defined using S275–295 thresholds to generate groups with a similar number of observations: Fresh
water/Estuarine (S275–295 < 0.0165 nm−1, n = 8), Coastal (0.0165 nm−1 

< S275–295 < 0.040 nm−1, n = 9), Oceanic (S275–295 > 0.040 nm−1, n = 10). The average 
S275–295 and salinity for the three categories are: Freshwater/Estuarine (S275–295 = 0.0145 nm−1, Salinity = 12.81), Coastal (S275–295 = 0.0234 nm−1, Salinity =
30.54), and Oceanic (S275–295 = 0.0483 nm−1, Salinity = 35.01). (B) Relative decrease in ag(λ) spectra corresponding to the 8 samples exposed at multiple water 
temperatures (5, 20, and 35 ◦C) after 48-h exposure in the 320-nm cutoff treatments. (C) Relative decrease in ag(λ) spectra observed between 0 and 24 h of exposure, 
24–48 h of exposure, and 0–48 h exposure in the 320-nm cutoff treatments of 14 samples. 

X. Zhu et al.                                                                                                                                                                                                                                      



Science of the Total Environment 912 (2024) 168670

9

relative change in ag(λ) was also variable among samples. This differ
ence was evident when comparing the ag(λ) loss after 48 h of exposure of 
the PIE, GM, and NPO samples, which correspond to estuarine, coastal, 
and open-ocean waters in this data set, respectively (Fig. 4D–F). The 
relative loss of ag(λ) appeared relatively homogeneous across the entire 
UV–visible range in the estuarine sample (PIE, Fig. 4D). In contrast, it 
appeared much less pronounced in the UV-B region (280–320 nm) and 
most acute in the UV-A region (320–400 nm) for the open-ocean sample 
(NPO, Fig. 4F). The coastal sample (GM, Fig. 4E) represented an inter
mediary between these two samples. 

This pattern became even more evident when comparing the spectra 
of %ag(λ) loss averaged for three subsets corresponding to freshwater- 
estuarine waters (S275–295 < 0.0165, n = 8), coastal waters (0.0165 <
S275–295 < 0.040, n = 9), and open-ocean waters (S275–295 > 0.040, n =
10) (Fig. 5A). This comparison showed that the %ag(λ) loss in the 
freshwater-estuarine samples was the highest among the three sets of 
samples, and was relatively homogenous throughout the visible and UV- 
A range (~36 %) before decreasing progressively in the UV-B range 
towards a minimum value (~23 %) at 280 nm. In contrast, the %ag(λ) 
loss in the coastal-water samples exhibited a more pronounced spectral 
dependency, peaking at about 340 nm (~37 %) and decreasing pro
gressively to <20 % at 280 nm and to <25 % at 460 nm, thereby indi
cating that photobleaching efficiency at wavelengths >350 nm was 
significantly lower in coastal waters than in more terrestrially influ
enced waters. The %ag(λ) loss in open-ocean samples was generally 
lower than in the other water types and also exhibited a pronounced 
spectral dependency, with very low photobleaching efficiencies at 280 
nm (~5 %), and efficiencies peaking at about 350–360 nm (~34 %) and 
decreasing to ~20–25 % in the visible range. However, it should be 
noted that the %ag(λ) loss calculated for the open-ocean samples 
inherently carried larger uncertainties, making these measurements less 
reliable at wavelength >400 nm. 

Differences in water temperature and exposure duration also caused 
significant variability in the extent of photobleaching (Fig. 5B–C). For 
the eight samples tested, a progressive increase in water temperature 
from 5 ◦C to 35 ◦C enhanced photobleaching by 50 % on average 
(Fig. 5B). Specifically, the average %ag(350) loss progressively increased 
from ~30 % at 5 ◦C, to ~37 % at 20 ◦C, and to ~45 % at 35 ◦C. A similar 
level of enhancement was observed throughout the spectrum from 280 
to 460 nm, indicating that the effects of temperature were relatively 
uniform spectrally. The experiments also revealed that photobleaching 
became less efficient as exposure was prolonged. Specifically, the 
average %ag(λ) loss progressively decreased from ~12–25 % (depending 
on wavelength) on average during the first 24 h of exposure (0–24 h), to 
~9–18 % on average during the following 24 h of exposure (24–48 h). 
This represented a ~25 % decrease in efficiency between time in
crements. This relative change with exposure duration varied with 
wavelength, peaking at 340 nm during the first 24 h of exposure, and 
increasing linearly with increasing wavelength during the following 24 
h. These observations confirmed that both temperature and duration of 
solar exposure are also important factors regulating the efficiency of 
photobleaching. 

3.3. Natural variability and dependencies of the measured AQY-M 

Overall, the analyses based on the %ag(λ) loss (Section 3.2) revealed 
that the composition/degradation state of CDOM (as indicated by 
S275–295), the extent of solar exposure, and water temperature all had 
important effects on photobleaching efficiency and are likely important 
drivers of the observed variability in the measured AQY-M. This initial 
assessment was confirmed when carefully analyzing the magnitude and 
spectral characteristics of the measured AQY-M from the various samples 
and experiments used in this study (Fig. 6). 

Most importantly, the magnitude and spectral characteristics of the 
measured AQY-M exhibited a very strong dependence on S275–295 
(Fig. 6A and Supplementary Fig. S6A). S275–295 is a well-established 

indicator of DOM origin with low (<0.015 nm−1) values being indica
tive of fresh terrigenous DOM, and high values (>0.04 nm−1) being 
indicative of more degraded and/or marine DOM. The overall magni
tude of the measured AQY-M (average AQY-M, ΦPB) showed a strong 
negative linear relationship (R2 = 0.84 for 48-h exposures) with S275–295 
(Supplementary Fig. S6A), consistent with the decrease in %ag(λ) loss 
observed when transitioning from freshwater/estuarine to coastal and 
oceanic waters. The spectral characteristics of the measured AQY-M also 
showed a strong relationship with S275–295 (Fig. 6A), progressing from a 
dominant “triangular” shape in terrestrially influenced samples 
(S275–295 < 0.015 nm−1) to a dominant “diagonal” shape in oceanic 
samples (S275–295 > 0.03 nm−1). The “triangular” feature in terrestrially 
dominated samples indicated that UV-B photons (λex < 320 nm) were 
consistently the most efficient at decreasing CDOM absorption across the 
entire spectrum, and that the efficiency decreased roughly exponentially 
with both increasing exposure and response wavelength (i.e., towards 
the UV-A and visible range). In contrast, the dominant “diagonal” shape 
of the AQY-M in oceanic-dominated samples revealed that the maximum 
efficiency for a given response wavelength was at, or near, the exposure 
wavelength, though the efficiency also generally decreased from the UV- 
B to the visible. Although they were dominated by the “triangular” 
feature, the terrestrially influenced samples also typically featured this 
“diagonal feature”. A decrease in overall magnitude and a progressive 
loss of the “triangular” feature from the rivers to the open ocean broadly 
summarize how the photobleaching AQY-M changes along the land- 
ocean aquatic continuum, and this change can be captured adequately 
by S275–295. 

The effects of exposure duration on the measured AQY-M were more 
complex and varied with the composition/degradation state of CDOM 
(Fig. 6B and Supplementary Fig. S6B). Specifically, the effects on the 
magnitude and spectral characteristics of the AQY-M were subtle and 
variable in terrestrially influenced samples (S275–295 < 0.015 nm−1), 
occasionally leading to a slight increase or decrease in the overall 
magnitude of the AQY-M that is likely within the uncertainties of the 
measured AQY-M (Zhu et al., 2020). In contrast, the effects were more 
pronounced in the coastal and oceanic samples, where a prolonged 
duration typically led to a decrease in the overall magnitude of the AQY- 
M, in agreement with the increase in %ag(λ) loss observed between 0–24 
h and 24–48 h exposures, but without any major change in the main 
spectral feature. These observed uneven effects imply that the depen
dence of the AQY-M on exposure duration varies with CDOM origin/ 
composition (as indicated by S275–295). 

Finally, the measured AQY-M exhibited a significant dependence on 
water temperature (Fig. 6C and Supplementary Fig. S6C). The primary 
effects of increasing water temperature was to increase the overall 
magnitude of the AQY-M, in agreement with the increase in %ag(λ) loss 
observed from 5 to 35 ◦C, although some very subtle changes to the 
spectral characteristics between temperature treatments were also 
noticeable (Fig. 6C). Here, the dependency of the AQY-M magnitude 
followed an Arrhenius temperature dependency (Supplementary 
Fig. S6C), implying the effects of water temperature on the AQY-M can 
be adequately constrained using this type of equation. 

3.4. Principal components of the AQY-M variance 

The PCA of the measured AQY-M generated a set of principal com
ponents and their corresponding scores that can be used to approximate 
the observed variance in the AQY-M (Fig. 7A and Supplementary 
Fig. S7A). The first PC (PC1) explained 83 % of the original variance, and 
the PC1 eigenmatrix closely resembled the “triangular” feature typically 
observed in the terrestrially influenced samples. The second PC (PC2) 
explained 9 % of the original variance, and the PC2 eigenmatrix closely 
resembled the “diagonal” feature typical of the oceanic samples. The 
third PC (PC3) explained 4 % of the original variance and exhibited 
distinct spectral features. Together, the first 3 PC explained 96 % of the 
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Fig. 6. Natural variability and dependencies of the measured AQY-M. (A) Variability in the measured AQY-M for water samples representing the full range of origin/ 
degradation state, as indicated by the S275–295 (range: 0.014–0.05 nm−1): Plum Island Estuary (PIE), Manicouagan River (MR), St-Lawrence Estuary (SLE), Gulf of 
Maine (GM), South Pacific Ocean (SPO), and North Pacific Ocean (NPO). All samples shown here were exposed for 48 h and at 20 ◦C. (B) Change in the measured 
AQY-M with exposure time (0–24 h versus 24–48 h) for three different water samples: Plum Island Estuary (PIE), St-Lawrence Estuary (SLE), and Gulf of Maine (GM). 
All samples shown here were exposed at 20 ◦C. (C) Variability in the measured AQY-M for two water samples exposed at different water temperatures (5, 20, and 
35 ◦C): Plum Island Estuary (PIE) and Gulf of Maine (GM). 
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observed variance and can therefore reproduce the measured AQY-M 
with good accuracy if the scores are known. The fourth PC accounted for 
only 1 % of the original variance and exhibited seemingly more random 
features in the 2-dimensional spectral domain of the AQY-M. This fourth 
component, as well as the subsequent ones, are likely representing noise 
that do not carry useful information to reproduce the AQY-M. 

3.5. Predicting the AQY-M in estuarine, coastal, and oceanic waters 

The predictive model developed in this study (see Section 2.7) 
enabled reasonable predictions of scores for the first three PCs (Fig. 7B 
and Supplementary Fig. S7B). This simple model using three simple 
predictive variables (S275–295, T, tstd) was able to capture 67 %, 42 %, 
and 22 % of the variability of PC1, PC2, PC3 scores, respectively, as 
indicated by a completely independent validation strategy (i.e., leave-1 
experiment-out validation). The model captured 70 %, 48 % and 31 % of 
the variability respectively when the data from all 43 experiments were 
used for both training and validation (Supplementary Fig. S8). The 
model had no capability to predict the scores of PC4, thereby further 
negating the need to include a fourth PC in the model. Approaches 
applying empirical models including a multiple-linear-regression (MLR) 
model and various machine-learning approaches did not perform as well 
(based on the independent validations) as the proposed model (Section 
2.7; Supplementary Text S6, Figs. S9–S10, Tables S6–S7). Among the 
different machine-learning methods used here, the Support Vector Ma
chine (SVM) performed best, but all fell short of the proposed model’s 
performance (Supplementary Fig. S10 and Table S8) and therefore were 
not considered further in the rest of this study. 

The use of tstd as a predictor variable in the model—in addition to 
S275–295 and T—was critical for predicting the scores of PC2 accurately. 
The relationship between S275–295 and PC scores, which is central to the 

AQY-M predictive model, changed with increasing solar exposure 
duration (Supplementary Fig. S11). The dependence of the relationship 
between S275–295 and PC scores on tstd was relatively weak for PC1 and 
PC3. However, it was highly significant for the scores of PC2. Specif
ically, while a lack of relationship between S275–295 and the PC2 scores 
was observed when tstd was close to 0, the relationship became 
increasingly significant as tstd became longer. As a result of this de
pendency, the ability to predict the PC scores decreased significantly 
when tstd was omitted from the model’s formulation (Supplementary 
Fig. S12). In particular, the scores of PC2 were poorly predicted (R2 

decreased from 0.42 to 0.11) when using S275–295 and T as sole pre
dictors. These observations confirmed the importance of incorporating 
tstd as a predictive variable when modeling the AQY-M. 

The ability of the proposed model to reproduce the measured AQY-M 
from the three simple predictive variables (S275–295, T, tstd) was further 
assessed, qualitatively, by directly comparing the measured and modeled 
AQY-M (Fig. 8A). The comparison revealed the model was able to 
reproduce the overall magnitude and major spectral features of the 
measured AQY-M reasonably well across the full range of representative 
water types considered in this study (as indicated by S275–295 range of 
0.014 to 0.05 nm−1). Although minor differences between measured and 
modeled AQY-M were still evident, the model adequately reproduced the 
“triangular” feature in the terrestrially influenced samples and the “di
agonal” feature in the oceanic samples. The good performance of the 
proposed model was further confirmed when comparing the measured 
and modeled ag(λ) spectra after 48 h of exposure relative to those 
measured at t0 (Fig. 8B). Specifically, the comparison showed that the 
modeled ag(λ) spectra (derived by using the modeled AQY-M) closely 
approximated the measured ag(λ) spectra, reproducing accurately the 
magnitude and spectral shape of the photobleached ag(λ) in both the 
terrestrially influenced and oceanic samples. 

Fig. 7. First four principal components (PC) of the measured AQY-M, and ability of the proposed model to predict the scores of these four principal components. (A) 
First four PC of the measured AQY-M database determined by a principal component analysis. The fractions (%) of the initial variance explained by the first, second, 
third, and fourth PC are overlaid on each PC matrix (83 %, 9 %, 4 %, and 1 %, respectively). (B) Measured versus modeled scores for the first four PC. The red line 
represents the 1-to-1 line and the R2 is coefficient of determination of a linear fit of the modeled scores on the measured scores. The modeled scores were estimated 
from three predictor variables (water temperature, S275–295, and the standardized solar exposure tstd). 

X. Zhu et al.                                                                                                                                                                                                                                      



Science of the Total Environment 912 (2024) 168670

12

A quantitative assessment of the model’s ability to reproduce the 
ag(λ) measured after 24 and 48 h of exposure confirmed the viability of 
the model (Fig. 9). The two entirely independent validation strategies (i. 
e., the leave-1 experiment-out, and the extra independent validation) 
showed that the model can reproduce the measured ag(λ) observed at t24 
and t48 with very reasonable uncertainties across the entire range of 
values and across the UV-blue region (Fig. 9A). Specifically, the leave-1 
experiment-out validation showed that the vast majority of the modeled 
values were within ±8, 15, 20, and 30 % of measured values at 280, 340, 
400 and 460 nm respectively, with corresponding median errors of 
about ±3, 6, 10, and 15 % (Fig. 9B). The extra validation, which uses an 
entirely independent data set corresponding to an environment not 
represented in the training data set, showed even better performance 

with the majority of modeled values within ±6, 8, 10, and 15 % of 
measured values at 280, 340, 400 and 460 nm respectively, and corre
sponding median errors of about ±4, 3, 5, and 8 % (Fig. 9B). The model 
also performed well when predicting S275–295 measured at t24 and t48, 
with relative uncertainties typically within ±1 to 5 % across the range of 
~0.015–0.07 nm−1 (Supplementary Fig. S13). The model performed 
reasonably well when predicting S350–400 but less well than at S275–295 
(±1 to 10 %), though the range was smaller (~0.015–0.025 nm−1). A 
direct comparison of the modeled change in ag(λ) during exposure, 
Δag(λ), also confirmed the good performance of the model, though un
certainties in the modeled Δag(λ) are larger (Supplementary Fig. S14). 

Fig. 8. Demonstration of the proposed model’s ability to reproduce the measured AQY-M and the corresponding change in ag(λ) caused by photobleaching for six 
contrasting water samples. (A) Comparison of measured and modeled AQY-M shown here for six contrasting water samples collected along the land-ocean aquatic 
continuum: Plum Island Estuary (PIE), Manicouagan River (MR), St-Lawrence Estuary (SLE), Gulf of Maine (GM), South Pacific Ocean (SPO), and North Pacific Ocean 
(NPO). (B) Comparison of measured and modeled ag(λ) spectra after 48 h of solar exposure, relative to the measured ag(λ) at initial time t0 = 0 h (prior to solar 
exposure). The modeled ag(λ) spectra in panels (A) and (B) were derived from the leave-1 experiment-out cross-validation, and therefore show independent retrievals. 
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4. Discussion 

4.1. Variability of the photobleaching AQY-M along the land-ocean 
aquatic continuum 

This study revealed that the magnitude and spectral characteristics 
of the CDOM photobleaching AQY-M vary substantially across the land- 
ocean aquatic continuum. Specifically, the AQY-M of terrigenous CDOM 
has a higher overall magnitude than that of oceanic CDOM and is 
dominated by a “triangular” spectral feature indicating that: 1) UV-B 
radiation is most efficient at degrading CDOM absorption, 2) the effi
ciency decreases exponentially with increasing exposure wavelength, 
and 3) the loss of absorption extends over the entire spectrum. During 

solar exposure in natural waters, this specific AQY-M therefore leads to 
significant loss of CDOM absorption across the entire UV–visible spec
trum. This “photobleaching behavior” of terrigenous CDOM is consistent 
with the photochemical degradation of intramolecular charge-transfer 
interactions, which are chemical moieties of terrestrial origin thought 
to be largely responsible for CDOM absorption in the visible range 
(Boyle et al., 2009; Del Vecchio and Blough, 2004; Sharpless and Blough, 
2014). The dominant “triangular” pattern of terrigenous CDOM pro
gressively disappears towards the open ocean, where a remnant “diag
onal” pattern (which was also observed in terrigenous CDOM) becomes 
increasingly dominant. This is consistent with the diagonal spectral 
photobleaching pattern observed by Tzortziou et al. (2007) in coastal 
samples. This gradual loss of the “triangular” pattern across the land- 
ocean continuum is consistent with the efficient photochemical degra
dation of intramolecular charge-transfer interactions as solar exposure 
of terrigenous CDOM becomes prolonged during transport in sunlit 
waters. In contrast, the remnant “diagonal” pattern indicates that pho
tobleaching efficiency in the ocean is highest at or near the exposure 
wavelength, which is consistent with the degradation of independent 
chromophores rather than that of intramolecular charge-transfer in
teractions. This transition from “triangular” to “diagonal” pattern thus 
suggests that independent chromophores are preferentially preserved 
and dominate CDOM absorption in the open ocean. Although this 
evidently warrants more targeted investigations, these observations are 
generally consistent with the two main conceptual models of CDOM 
absorption (intramolecular charge-transfer interactions versus super
position of independent chromophores) currently put forward (McKay, 
2020). 

These important differences in AQY-M indicate that solar exposure 
alters the CDOM absorption coefficient spectrum in variable ways across 
the land-ocean continuum. Specifically, solar exposure of terrigenous 
CDOM leads to a substantial loss in CDOM absorption across the 
UV–visible spectrum that is highest and spectrally uniform in the visible 
and decreases moderately towards the UV-B range. This effect is 
consistent with an increase in the spectral slope coefficient of CDOM 
absorption typically observed during photobleaching and along the 
salinity gradient (Del Vecchio and Blough, 2002; Fichot and Benner, 
2012; Vodacek et al., 1997). In sharp contrast, solar exposure of open- 
ocean CDOM consistently leads to significant but spectrally distinct 
changes in CDOM absorption that peak strongly in the UV-A range 
(~350–360 nm) and is lower in the visible range and minimal in the UV- 
B region. This spectral imbalance has a major impact on the spectral 
shape of open-ocean CDOM, consistent with previous observations of 
the effects of photobleaching on open-ocean CDOM (Swan et al., 2012; 
Yamashita et al., 2013). This effect of photobleaching is also consistent 
with the spectral shape of CDOM observed in the surface open ocean, 
which typically exhibits a characteristic break around 350 nm (Nelson 
and Siegel, 2013; Stedmon and Nelson, 2015; Yamashita et al., 2013). 
The effects of solar exposure on coastal CDOM represented an inter
mediary between these two extreme cases. 

The AQY-M is also significantly influenced by water temperature and 
the extent/duration of solar exposure. These observations are ubiquitous 
for all samples and confirmed previous observations made for a single 
river-water sample (Zhu et al., 2020). Water temperature mostly 
affected the overall magnitude of the AQY-M, with little influence on the 
spectral characteristics, consistent with an earlier report that increasing 
water temperature enhances photobleaching (Song et al., 2017). This 
dependence on temperature and its reasonable description using an 
Arrhenius equation suggest that photobleaching is, at least partially, 
driven by secondary reactions involving the photochemical production 
of intermediary radicals (Mopper et al., 2015). The dependence of the 
AQY-M on the extent/duration of solar exposure is more spectrally 
complex, although it generally leads to a decrease in photobleaching 
efficiency and a preferential loss of the triangular pattern as exposure is 
prolonged. These observations are also consistent with the idea that 
photobleaching progressively degrades complexes involved in 

Fig. 9. Validation of the model’s ability to reproduce the CDOM absorption 
coefficient measured after 24 or 48 h of exposure. (A) Modeled versus measured 
ag(λ) after 24 and 48 h of exposure shown here at 280, 340, 400, and 460 nm. 
Validation results are from the leave-1 experiment-out cross-validations (gold 
color) and from the independent extra validation (red color). The black line 
represents the 1-to-1 line and the inset in each panel is a close-up view of the 
comparison at low values (approximately the first 25 % of the full range of 
values). (B) Corresponding estimates of absolute percent error in the modeled 
ag(λ) relative to the measured ag(λ) shown here at 280, 340, 400, and 460 nm. 
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intramolecular charge-transfer interactions as terrigenous CDOM tran
sits through the sunlit waters of the land-ocean continuum, thereby 
changing the structure, composition of CDOM, and exposing new moi
eties to photodegradation. 

Salinity (ionic strength) and pH are water properties known to have 
an influence on photobleaching (Song et al., 2017), and are therefore a 
likely source of AQY-M variability. Although the distinct effects of ionic 
strength and pH on the AQY-M were not explicitly tested in this study, 
their influences are inherently considered through the diversity of water 
samples used here. Furthermore, the large gradient in salinity from 
freshwater to the open ocean is mimicked reasonably well by the change 
in S275–295, which is the main predictor driving the AQY-M model. 
Variations in pH is a source of unconstrained variability, though it 
should be noted that the pH only varies over a relatively narrow range in 
most water types considered in this work. 

4.2. Predictability of the AQY-M and applicability of the model 

This new understanding of the AQY-M variability and of its driving 
factors informed the development of a simple model capable of repro
ducing the AQY-M in most surface waters. Knowledge of the S275–295, 
water temperature, and standardized solar exposure were sufficient to 
reproduce the AQY-M of a wide range of samples with accuracy. In 
particular, the model was able to reproduce the magnitude and primary 
spectral features of the contrasting AQY-M encountered along the land- 
ocean continuum. The modeled AQY-M then facilitated the calculation 
of accurate and spectrally realistic changes in CDOM absorption coef
ficient spectra caused by photobleaching. We expect the model to be 
applicable to most surface waters ranging from rivers and coastal wet
lands to the open ocean. However, the applicability of the model beyond 
surface waters (e.g., mesopelagic and deep ocean) and to atypical 
sources of CDOM (e.g., groundwater, sediment porewater, plant 
leachate, etc.…) remains unknown and would require further 
investigation. 

A major strength of the proposed model is the possibility of imple
mentation on regional and global scales using remotely sensed estimates 
of the model predictors. First, the spectral slope coefficient, S275–295, has 
been shown to be retrievable empirically from ocean color remote 
sensing (Cao et al., 2018; Fichot et al., 2013, 2014). Second, sea-surface 
temperature is a standard widely available remote sensing product on 
large and global scales (Merchant et al., 2019). Third, photochemical 
models informed by remote sensing and modeled mixed layer depth can 
provide estimates of solar exposure from which tstd can be derived 
(Fichot and Miller, 2010; Schmidtko et al., 2013; Zhu and Kieber, 2020). 
The retrieval of these three parameters using remote sensing can facil
itate the calculation of spatially explicit distributions of AQY-M in the 
surface ocean that can be used for a global assessment of photobleaching 
rates. 

5. Concluding remark 

This work applied a recently developed experimental method (Zhu 
et al., 2020) on a wide range of contrasting samples to provide a new 
understanding of the natural variability of the CDOM photobleaching 
AQY-M. It also facilitated the development of a new model capable of 
predicting this variability along the aquatic land-ocean continuum. The 
next step in this work will be the implementation of this model into a 
remote-sensing informed, process-based photochemical model (Fichot 
and Miller, 2010) to calculate photobleaching rates on large scales and 
shed new light on the significance of photobleaching as a sink of CDOM 
along the aquatic land-ocean continuum. 
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