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Abstract

A numerical scheme is presented to solve the one source near field refractor problem
to arbitrary precision and it is proved that for a given error, the scheme terminates in
a finite number of iterations. The convergence of the algorithm depends upon proving
appropriate Lipschitz estimates for the refractor measure. The algorithm is presented
in general terms and has independent interest.
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1 Introduction

Let @ C §"! be a domain and suppose for each point x € , a light ray with
direction x emanates from a punctual source at the origin O, with intensity density
function f(x), where f > Oa.e.on Qand f € L' () . Suppose D C R”, the target
we want to illuminate, is a domain contained in an n — 1 dimensional hyper-surface,
with D compact and O ¢ D. Let ;« be a Radon measure on D satisfying the mass
balance condition

(D) =/ f(x)dx.
Q
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Given two homogeneous and isotropic media / and /7 with refractive indices n1, na,
respectively, so that the point source at O is surrounded by medium / and the target
domain D is surrounded by medium 71, the near field refractor problem is to find an
interface S between media / and /7 parametrized by S = {p(x)x : x € Q} so that
each ray with direction x € 2 is refracted into D according to Snell law and so that
the energy conservation condition

/ f(x)dx = u(F)
Ts(F)

holds for all F C D, where Zg(F) represents the directions x € 2 that are refracted
into F, see Definition 2.2. Existence of solutions to this problem is obtained in [8].

The purpose of this paper is to present an iterative scheme to find approximate
solutions for this problem with arbitrary precision when p is a discrete measure and
prove that the scheme gives the desired result in finite number of iterations. The
physical problem is three dimensional, but we carry out the analysis in # dimensions.

A similar iterative scheme was developed in [4] to solve the far field refractor prob-
lem, extended in [1] to deal with generated Jacobian equations, and in particular, used
in [9] for mass transport problems with cost functions satisfying the MTW condition
given in [10]. The algorithm arises in works by Caffarelli et al. [3] for far field reflec-
tors, in Bertsekas [2] for the assignment problem, and in Oliker and Prussner [12] for
the 2d Monge—Ampere equation. In [11] a general description of the method along
with some numerical simulations is carried out for the near field refractor problem.
However, no rigorous analysis of the numerical solution to the problem is described
there. A major advance and simplification to solve these kind of problems numerically
is introduced in [1,4] by showing that an appropriate mapping satisfies a Lipschitz con-
dition. This essential step guarantees that the algorithm converges in a finite number of
iterations, and we stress that this does not require smoothness of the density function
f.

The difficulty in extending these ideas when dealing with the near field refractor
problem is that it has a complicated geometrical structure given by Descartes ovals
requiring non trivial analytical estimates for the derivatives of these ovals, and it does
not have a mass transport structure. Moreover, we present an abstract form of the
algorithm having independent interest, that slightly extends the one in [1], and might
be useful to solve other problems with similar features.

The model proposed for near field refraction, as well as several other models in
optics, fits under the general class of generated Jacobian equations introduced by
Trudinger [13]; see also [6] for further applications and extensions. In the present
case, the generating function is defined on the unit sphere and given by G(x, P, b) =
1/h(x, P, b), where h(x, P, b) is the polar radius of a Descartes oval given by (2.2).

The plan of the paper is as follows. Section 2 contains preliminary results, the set
up, and definitions needed in the rest of the paper. In Sect. 3 we present estimates
of the derivatives of Descartes ovals and lower gradient estimates under structural
conditions on the discretization of the target D, Proposition 3.1. We will use these
estimates in Section 4 to prove a one sided Lipschitz estimate of the refractor measure,
Theorem 4.1. A Lipschitz estimate is a crucial ingredient to prove that the abstract
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algorithm introduced in Sect. 6, terminates in finitely many steps as shown in Sect. 6.3;
in particular, when applied to the near field refractor problem. In Sect. 5, we introduce
a class of admissible vectors that will be used to apply the abstract algorithm to the
near field refractor. Finally, in Sect. 7 we show the application of the algorithm to
solve the near field refractor problem.

2 Set up and Definitions

In this section, we recall Snell’s law of refraction, discuss some properties of the
building blocks from which we construct near field refractors, and state geometric
conditions between the set of incident directions and target to guarantee existence of
solutions. In addition, we give a precise statement of the problem solved in the paper.

2.1 Snell’s Law of Refraction

If from a point source of light located at the origin and surrounded by media /, with
refractive index n1, aray of light emanates with unit direction x and strikes an interface
S between medium I and medium II at a point P, then this light ray is refracted into
the unit direction m in medium [ 7, with refractive index n,, according to Snell’s law
given in vector form as

X —Kkm=Av 2.1

with & = na/ny and A = x - v — ky/1 —k=2(1 — (x - v)2), where v is the unit
normal at P pointing towards medium / /. From this the standard Snell’s law follows:
n1 sin 0; = nj sin 0,, with 0; the angle of incidence between x and v, and 6, the angle
of refraction between m and v. When « < 1, waves propagate in medium I slower
than in medium II and depending on the angle of incidence total internal reflection
may occur, i.e., incident light may be totally reflected back into medium / and not
transmitted to medium IL. If x - v > /1 — k2 or equivalently, x - m > «, then there is
no total internal reflection; see [7, Sect. 2.1].

We will assume throughout the paper that « < 1. The analysis for « > 1 is similar,
requiring the properties of ovals proved in [8, Sect. 4.2]. When k > 1, waves propagate
in medium [ faster than in medium II, and the physical differences between these two
settings are explained in detail in [7, Sect. 2.1] and summarized in Lemma 2.1 there.

2.2 Descartes Ovals

The treatment of the near field refractor problem requires the use of Descartes ovals,
which have a special refraction property. For P € R" and«x|P| < b < |P|, arefracting
Descartes oval (see Fig. 1) is the surface

Op(P) = ih(x, Pbhx:xeS" ' x.-P> b}
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Fig.1 Refracting oval

where

(b—%x - P) = (b —x2x - P2 — (1 kD)% — K2 PP)

hx, P.b) = —

.2

If the region inside the oval {h(x, P,b)x : x € $"~1} is made of a material with
refractive index n; and the outside made of material with refractive index n;, then
using Snell’s law it can be shown that each light ray emanating from the origin O and
having direction x € "~ with x - P > b is refracted by the oval O, (P) into the point
P. See [8, Sect. 4] for detailed discussion.

2.3 Statement of the Problem

As in [8] we will impose the following two geometric configuration conditions on €2
and D to formulate the main problem; we assume the surface measure of the boundary
dQin §"~!is zero. The first condition is to avoid total internal reflection and the second
is to guarantee that the target doesn’t block itself:

H.1 there exists 7, withO < 7 < 1 —«,suchthatx - P > (k + 7)|P| for all x € Q
and P € D;
H2 let0 < rg < T dist(O, D) and Q) = {tx : x € 2,0 <t < ro}. Then
K

given X € @y, each ray emanating from X intersects D in at most one point,
thatis, DN{X +tm :m € sl > 0} is at most one point.

T

i |P| for P € D. We shall prove that if

Note that if r( satisfies H.2, then rg <
1+«

K|Pl<b<+«x)rg+«|P| 2.3)
then the oval Oy (P) refracts all directions x € €2 into P. For this, we only need to

verify that there is no internal reflection, that is, x - P > b for all x € Q. Indeed,

b<+K)ro+klP| < (1+k) —
1+«

<(t+«x)|P|<x-P fromH.1. 2.4)

dist(0, D) + «|P| from H.2
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Near field refractors are then defined as follows.

Definition 2.1 A surface S = {xp(x) : x € Q} C 0, is said to be a near field
refractor if for any point yp(y) € S there exists a point P € D and k|P| < b < |P|
such that the refracting oval Op(P) supports S at yp(y), i.e. p(x) < h(x, P, b) for
all x € Q with equality at x = y.

We remark that if (H.1) and (H.2) hold, then each near field refractor is Lipschitz [8,
Lemma 5.3].
The refractor map is as follows.

Definition 2.2 Given a near field refractor S, the near field refractor mapping of S is
the multi-valued map defined for x € Q2 by

Rs(x) = {P € D : there exists a supporting oval O, (P) to S at p(x)x}.
Given P € D the near field tracing mapping of S is defined by
T5(P) =R5'(P) ={x € Q: P e Rs(x)}.

Ts(P) is also known as the visibility set of P.

Suppose that we are given a nonnegative f € L' (), f (x) represents the intensity of
the light ray emanating from O with direction x. We recall the definition of near field
refractor measure, based on conservation of energy; see [8, Formula (5.5)].

Definition 2.3 The near ﬁeld_refractor measure associated with the near field refractor
S and the function f € L'(Q) is the finite Borel measure given by

Ms 5 (F) =/ fdx
Ts(F)

for every Borel set F C D.

Given a Radon measure p defined on D and the energy conservation condition
fQ fdx = u(D), the near field refractor problem is to find a near field refractor S
such that

Mg ¢ (F) = u(F)
for any Borel set F' C ‘D. Under conditions H.1 and H.2 above, the existence of such
a surface S is proved in [8]. In_ particular, when u is discrete, © = ZlNz 1 8&idp, with

Py, ..., Py distinct points in D and gy, ..., gy positive numbers, it is proved in [8,
Thm. 5.7] that if f € L1(Q) is positive a.e. in €2 such that

N
/ﬁf(x)dx => g (2.5)
i=1
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2

then given«x |Py| < b1 < k|P1|+ro — , (ro in Hypothesis H.2 above) there exists

1+«
aunique vector b = (b1, by, ..., by) € ]_LN:l(K|Pi|, | P;|) such that the poly-oval

Sb) = {p(x)x :x € Qand p(x) = 1minN h(x, P;, b;)} (2.6)

is a near field refractor satisfying
Msw),r(P) =g, 1<i<N,

and therefore is a solution to the near field refractor problem when w is discrete.

The main purpose of this paper is to discuss an iterative scheme to approximate
this unique vector b and consequently the refractor S(b) with arbitrary precision and
to show that for a given error the scheme converges in a finite number of steps. That

1— 2
is, given f; g1, ..., gn; P1, ..., Py, by satisfying k| P1| < by §K|P]|+rol

and € > 0, we demonstrate a scheme to seek a vector b = (b1, b, --- ,by) €
I—[IN= 1 (k| P;|, | P;]), which depends on €, such that the poly-oval refractor S (b) satisfies

[Msmy, r(P) —gil <€, 1<i<N. 2.7

2.4 Properties of the Refractor Mapping

In this subsection we prove some results that will be needed to apply the algorithm from
Sect. 6 to solve the main problem. In the proof of these results, and in the subsequent
sections, the following part of [8, Lemma 4.1] will be used frequently.

Lemma24 Let 0 < k < 1, h(x, P, D) given by (2.2), and assume that k|P| < b <
|P|. Then

b—«|P b—«|P
min A Pby = 2Pt max ne ppy = 24P 0
xesn—1 1+« xesn—l1 1—«

We begin with the following monotonicity property.
Lemma2.5 Letb = (by, ..., by) andb* = (b}, ..., b%) be in [T, (k| P], (1 + )
ro + k| P;|). Suppose that for some I, b} < by and for all i # 1, b} = b;, where
1<l,i <N.Then
Ts@)(P) S Tsp+ (Pr) (2.9)
and

Tsp+(P;) € Ts@)(P;) for i #1, (2.10)
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where the inclusions are up to a set of measure zero. Consequently

Mswy, 1 (P1) < Mse, r(P1) and Mg, (P) = Mse, f(P) fori #1.

Proof From its definition, S(b) is differentiable a.e., so the set of singular points has
surface measure zero. We use here that if xo € Ty, (P;) is not a singular point, then
the oval Oy, (P;) supports S(b) at xo; this holds for any near field refractor S(b) and
any | < < Nj see [8, Proof of Lemma 5.4], we are using here that the surface
measure 02| = 0.

We first prove (2.10) when xg is not a singular point of S(b*). Since b} < by, from
(2.4), and differentiating (3.1) with respect to b, it follows that A(x - P;, b}, | P|) >
A(x - P, by, |Py|) so h(x, P, b;) > h(x, Pl,bl*) and therefore p*(x) < p(x) for
all x € Q, where p* is the parametrization of S(b*) and p is the parametrization
of S(b). Suppose i # [ and let xg € Zsp*)(F;). Then, since xq is not a singular
point of S(b*), the oval with polar radius & (x, P;, b;) supports S(b*) at xg. We have
p(x) < h(x, P;, b;). Therefore

h(xo, P;, bj) = p*(x0) < p(xo) < h(xo, Pi, b;),

that is, xg € Tsm)(F;)-

We now prove (2.9). That is, we prove that if xq is neither a singular point of S(b) nor
a singular point of S(b*), xo € Tswm)(Pr), and xo ¢ 0L, then xo € Tsp+)(P). We
may assume b[* < b;. We have that the oval O, (P;) supports S(b) at xo. We claim that
the oval with polar radius & (x, P, b;") supports S(b*) at xo. Suppose this is not true.
Since by definition p*(x) < h (x, P, bl*) we would have p*(xg) < h (xo, Py, bl*) So
p*(x0) =h (xo, P, bj) for some j # [, and therefore h (x, P;, bj) supports S(b*) at
x0. Since xg is not a singular point of S(b*), then by the inclusion previously proved
we get that xo € Tsm)(Pj). Since j # [, xo ¢ 92, and x is not a singular point of
S(b), the tangent planes to the ovals with polar radii & (x, Pj,b j) and & (x, Py, b))
must coincide. Then arguing as in [8, Proof of Lemma 5.4] using Snell’s law, we obtain
a contradiction with the visibility Condition H.2. O

Lemma2.6 Letb = (by,...,by) € I_LN=1 (k| P;|, | P;|). Consider the family of refrac-
tors obtained from S(b) = {p(x)x : x € Q}, by changing only b; and fixing b; for all
Jj #i.Then Mgs@ r(P) = [q f(x)dx as b — k|P;DT.

b; — k| F;] K| Pj|
— K

b. —
and also h(x, Pj, b;) > IIT

K
b, —«k|P; bi — k| P;
LM.Forbi WithL|l| < §,we

Proof We have h(x, P;, b;) < for all

x € Q,fromLemma2.4. Let§ = min;;

K —K
then get h(x, P;, b;) < h(x, Pj,bj) forallx € Qand j #1i.So p(x) = h(x, P;, b;)
and 5o Ty (P;) = Q and (a) follows. O

3 Estimates for Derivatives of the Polar Radii of Ovals

In this section, we will obtain bounds for the derivatives of the polar radius i (x, P, b).
In particular, we prove the lower gradient estimate 3.11 which will be used in the next
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section to prove a Lipschitz property of the refractor measure. From (2.2) we have

(b—k2x-P)—JAK - P, b, |P)

h('x’ P5b) - 2 b

1 —«

where

A(t, b, |P|):= (b - K2l)2 — (1 — K2) (b2 - K2|P|2> .

By calculation
A, b, |P]) = k> ((b — 02+ (- (|P|2 - 12)) . 3.1

As a function of 7, A is increasing in the interval (b/«?, +00) and decreasing in the
interval (—oo, b/k?). Lett = x- P with |x| < 14€,s0 —(1+¢€)|P| <t < (1+€)|P],
and we have

min A(x- P, b, |P|) =

min A(t, b, |P]).
[x|<14e —(I+e)|P|=t=(1+€)| P|

Let ¢ > 0 be such that 1 + € < 1/k. Since b > «|P|, it follows that
[—(1+e)|P|, (1 +€)|P|]] C (—oo, b/K2). Therefore

min A, b, |P]) = A1 +€)|P.b,|P]),
—(+e)|Pl<t=(1+¢)|P|

and

max A(t,b,|P]) = A(—(1+¢€)|P|,b,|P]).
—(I+e)|P|=t=(1+€)| P|

We have

A= +IPL b IP) =& (A +)IP|+5)%+ (1 =P (1= (1 +6?))
< C@) |P)?
fork|P| < b < |P], so
A(x-P,b,|P)) <C@)|P|?, for|x| <1+e. 3.2)
Let us estimate A ((1 4 €)|P|, b, | P|) from below. For this, we assume b satisfies (2.3)
and recall assumptions H.1 and H.2 .
We write

A((1+€)|P|, b, |P|) = k> (((1 L )Pl — b2+ (1 -2 PP (1 —(+ 6)2))
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2 (4PI=b)* +2¢€|PI(P| = b)
te (e —(1-«? (2+e)) |P|2)
> 2 ((|P| bt (e— (1«2 (2+e)) |P|2).
We have

IPl—b>(1—k)P—(+Kk)rg from (2.3)

1
L(1 —Kk)ro— (1 +«x)rg from H.2 since P € D

K
1+x) <T — 1) ro:=48 >0

since T < 1 — « from H.1. Since D is a bounded set, |P| < M for all P € D, and
since € — (1 — k%) 2+ €) < 0 for e > 0 small, we get

¢ (e—(l — 2 (2+e)) P12 > e (6—(1—/(2) (2+e)> M2 > —§2)2

choosing € > 0 small enough.
Therefore we obtain that there are structural constants Cyp > 0 and € > 0 such that

A(x-P,b,|P]) = Co (3.3)

for all [x] < 1+ €, P € D and b satisfying (2.3), consequently, formula (2.2) can
be extended and is then well defined for all these values. In particular, (2.2) can be
differentiated with respect to x for all |x| < 1 + € obtaining

2h(x, P,b
Vb, Pby = MO PD) <1t (3.4)
A(x-P,b,|P])

Upper bound for the norm of V.1 (x, P, b). From (3.4), we only need to estimate
the extension 4 from above and +/A from below. To estimate the extension 4 we have
from (2.2) that

h(x, P,b) < C, |P|, for |x| <1+eandk|P| < b < |P|,

and to estimate /A from below we use (3.3) obtaining

|Vih (x, P,b)| < |P|? forall |x| <1+4e€ 3.5

¢—

when b satisfies (2.3) and conditions H.1 and H.2 hold.
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Bounds for 7,:

—1/2
1—§A /Ah_1—A_1/2K2(b—x~P)_Al/z_Kz(b_x'P)

hy = B 1 —«2 - (I_Kz)\/Z

1—«
R +K2(x~P—b)
1 —«2 (I—KZ)\/Z.

From (3.1), A(x - P, b, |P|) > k% (x - P — b)? for |x| < 1. If b satisfies (2.3), then
from (2.4) x - P > b (that avoids internal reflection), and so /A > k (x - P — b).
Therefore

1 1
< hy < ¥ - . for|x] < 1. (3.6)
1 —«2 K

Bounds for G;;:
Fori # j,«|Pi| <a < (1+«x)ro+«k|P|, «|Pj| <b < (1+«k)ro+«|Pj|, and
|x] <1+ € let’s define
Gij (x,a,b):=h(x, Pi,a) —h(x, P;,b). 3.7
From the analysis above this function is differentiable with respect to x for [x| < 1+e€.
Suppose at some |x| < 1 + € and for some a, b with k|P;| +6; <a < (1 +k)ro+
k|Pi|; k| Pjl +8; <b < (1+«)ro+«|P;| we would have
VGij (x,a,b) =0. (3.8)
Then from (3.4)

K2h(x, P;, a) b «2h(x, P;, b)
i =
VA (x - Pioa, | P;) \/A(X~Pj,b,|Pj|)

P;j

and since the coefficients in front of P; and P; are not zero it follows that P; is a
multiple of P;, violating the visibility Condition H.2 taking X =0 € Q.
Therefore by continuity

min |ViGij (x,a,b)| =2 >0 (3.9)
K| Pi|+8; <a=(1+«) ro+«| P;|
k| Pj|+8; <b=<(1+4x) ro+«|P;|

forall x € Q.
The estimate in the following proposition will be used in the proof of Theorem 4.1
via Proposition 4.4. Its proof requires the structural condition (3.10). We notice that
P.
from Condition H.1, we get Q C ﬂf-vzl {x e s x. ﬁ > K + ‘L’} where 0 <
i
k 4+ © < 1 which implies that 2 is contained in the intersection of the half-spaces
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{z : z- P; > 0}. Therefore, one can write bijectively points x € 2 with coordinates
w=(up, ..., up—1),x = x(u),sothat {x,,, ..., x,,_,,x}isalocal orthogonal frame
in §*~; and Q = x(F) for some F c R~

Proposition 3.1 Assume that conditions H.1 and H.2 hold. Fixi, jwith1 <i,j <N
andi # j, F C R with x(F) = Q.

We assume the following structural condition: if I1;; is the plane containing the
origin O and the points P;, P;, then

QN H,’j ={. (3.10)

If 8;, 8 are positive, then there exists a constant ). > 0 depending on §;,8; and F
such that

min |Vu (Gij (x(u), a, b))| = & (3.11)
K| P;|+6; <a<(14«k) ro+«k|P;|
K| Pj|+8; <b=<(1+4«) ro+«|Pj|

forallu € F.!

Proof By contradiction. Suppose at some u € F and for some a, b with k| P;| + §; <
a<+w)ro+«|Pi|;k|Pj|+6; <b < (1+«)ro+«|Pj| we have

Vi (Gij (x(u),a, b)) = 0. (3.12)

a
That s, T (g,-j (x(u), a, b)) =V, Gij (x(w),a,b)-x,, =0forl <k <n—1.Since
U

{*urs ..., xu,_,. x} is an orthogonal frame, we get that the vector VG;; (x(u), a, b)
is parallel to x. From (3.4) we then get that

Chx. Pa) K>h(x(w), Pj, b)

. 2 - - P;j is parallel to x (u),
VA (x(w) - P, a, |Pi]) \/A(x(u)-Pj,b,|Pj|)

which is a contradiction with (3.10). O
Remark 3.2 Therefore, if the target points Py, ..., Py satisfy
QNIl;; =0, Vi#]j, (3.13)

then (3.11) holds for all i # j. To understand this condition, let v;; be a normal to IT;;,
that is, v;; is parallel to the vector O—P), x OP;.Given Q C S? in the upper sphere,

1 Notice that the minimum in (3.11) over the full range «|P;| < a < |P;|; k|Pj| < b < |Pj| is zero.
Because, if forexample, b — (Kle|)+,then A(x(u)-Pj,b) — K2 (|Pj| —kx(u) - Pj)2 > Osincex < 1.
On the other hand, 4(x(u), Pj,b) — 0as b — (k|P;|)". Therefore from (3.4), Vyh (x(u), Pj,b) — 0

as b — (/cle \)+; and similarly Vi (x(u), P;,a) — Oasa — (k|P; F. The reader can compare (3.11)
with [13, Condition G1]; and concerning the limitations for @, b in (3.11) see [6, Definition 4.1].
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P1

Fig.2 TIllustration Remark 3.3

let @+ C $? the orthogonal set of vectors

Qt = {y e §? : there exists x €  such that y - x = 0}.

So (3.11) holds for all i # j if the set of vectors v;; is contained in the complement
of QL.

For example, if the points Py, --- , Py lie on a plane through the origin that does
not intersect €2, and so that any pair (P;, P;) is not aligned with the origin, then (3.13)
holds.

Remark 3.3 To illustrate (3.13), suppose the target D is contained on the plane z = a.
We can select points in D in the following way so that (3.13) holds. Let P; € D so
that the line O P; does not intersect €2 and consider C; the collection of all planes
containing the points O and Pj that intersect 2. Pick P, € D with P, ¢ C;. Let C;
be the collection of all planes containing the points O and P that intersect £2. Pick
P53 € D such that P3 ¢ C; U Cy. Next let C3 be the collection of all planes containing
the points O and P3 that intersect €2, and pick P4 € D with Py ¢ C; U Cy U Cs.
Continuing in this way we choose points in D so that (3.13) holds. This is illustrated
in Fig. 2: the circle represents the radial projection of 2 over the plane z = a, the cone
through P; represents the trace of C; on the plane z = a.
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4 Lipschitz Estimate of the Refractor Map

In this section, we will prove the one sided Lipschitz estimate 4.6, for the refractor
measure. This result is a crucial ingredient to prove that the algorithm converges to
the desired result in finitely many steps when applied to near field refractor problem.

Letb = (b1,...,by) € ]_[lN=1 (x| P;|, | P;]) and let e; be the unit direction in the
i-th coordinate. For k| P;| < b; —t < b;, define b’ = b — ¢ e;. The domain Q C sn-l
of incident directions is identified with F C R"~! so that x(F) = © where x = x(u)
and u the coordinates used in Proposition 3.1. Next we define the sets

Vo= {x € Qihix, Piby) < hx, Pj.bj)}, @.1)

VPo={x e Quh(x, b —1) < h(x, Pj b))}, 4.2)

VPi= (VP = {x € Q: py(x) = hix, P, by}, 43)
J#

where pp(x) = minj<x<y h(x, Pk, by).
Since ¢ > 0, from (3.6) A is increasing in the last variable so Vi"’j C Vlb; for all

Jj # i. Hence Vl.b C Vib[. Since in the arguments in this section the vector b will be
fixed, we adopt the short-hand

._yb t ._yb ._1/b t._yb
Viji=VhL VE=VEL vesvhl V=V

1

With this notation, for the refractor measure map given in Definition 2.3, we have

Msw), r(P) = /

Tsm)(Pr)

rwdoe = [ fedot.
V;
If for brevity we denote Mg, r(P;) by H;(b) we have ,

H; (b) = /v fx)do(x). 4.4)

Our goal is to prove the following one-sided Lipschitz estimate for H;.
Theorem 4.1 Assume that H.1 and H.2 in Sect. 2.3 hold, and the target points
Py, ..., Py satisfy (3.13). Let 81, . . ., 8§ be positive numbers andb = (by, ..., bnN)
satisfying
k|Pj|+68; <b;j <(A+)ro+«l|Pjl, j=1,...,N. 4.5)
Then for each 1 <i < N we have

0 < Hi(b") — Hi(b) < Coll fllzoo(e) t (4.6)
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forall t withi |P;| <b; —t <b; < (1+«K)ro+«|P;|, whereb’ =b—re;. Cyisa
positive constant depending only on the bounds for the derivatives up to order two of
the functions h (x(u), P;, b;) overu € F (2 = x(F)) and over b; satisfying (2.3); in
addition Cqy depends also on §;, N, «, and the constants in H.1 and H.2 .

Proof We have from Lemma 2.5 that
0 < H;(b") — Hi(b) = / f(x)do(x).
VAV,
Using (4.3) we obtain as in the proof of [1, Thm. 5.1] that
vinvic U (Vi \ Vi) @.7)
J#

It follows that

0= Hy(®) — Hi(b) = / f@do@ = 1l o [\ (V5 \ Vi)
Vi J#
< Wl Yo (Vi \ Viy). @38)
J#i

where o denotes the area measure in the sphere S"~!. We proceed to estimate
o (Vl’J \ Vi,j) for j # i. Notice that, by definition of V; ;,

Vi{j\Vi,j ={x e Q:h(x, P,,bj) = h(x, Pj,bj) = h(x, Pi,b; — 1)}
={x€Q:0=<h(x, P;,bj)—h(x, Pj,b;)<h(x, P;,bj))—h(x, Pi,b; —1)}.

If E is a subset of a hemi-sphere in $"~1! and x(u) € E with u the coordinates used
to prove Proposition 3.1, then there is E/ € R"~! such that E = x(E’) and from the
formula of change of variables

[f(X)dG(x)Zf f(x(u))vdet DxT Dx du,
E E’

0
where Dx = aﬁ, x = (x1,...,xp), u = (Ug,...,uy—1). Recall Q = x(F) with
uj

F c R" ! Since Vi’j \Vi,jcQcC s et Fi”j c R1

Vi \Vij=x(F;).
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and so the surface measure
o (VI \Vis) = elFl s
where | - |,—1 denotes the (n — 1)-dimensional Lebesgue measure and c a constant. If
K|Pil <bi —t < (14+x)rg+«|Pl, 4.9

then from the bound (3.6) for 1;,—only depending on k—and the mean value theorem
we get

h(x,P,',b,-)—h(x,P,',bi _t) Zhb(.x,P[,Ei)'t
=C)t,

for all x € Q. Therefore

Ft

L C{ueF:0<Gi(x),bi,bj) < Cle)t}, (4.10)

for all ¢ satisfying (4.9) and j # i, with G;; from (3.7).

The last set is a region contained between two level sets of the function G; j and we
now estimate the measure of this set. Let us first recall the co-area formula, [5, Sect.
3.4.2, Theorem 1].

Proposition 4.2 Let  : R" — R be Lipschitz, and > C R" measurable. Then

oo

/|D1p(x)|dx= / HNE Ny () ds, (4.11)
X

—00
where H"~1(-) denotes (n — 1)-dimensional Hausdorff measure.

This has the following simple corollary.

Corollary 4.3 Let ¥ : Q — R be Lipschitz, with infq |Dy| > A > 0, —00 < a <
b < oo and 2 C R" a bounded set. Then

b
L'((xeQa<yx) <b)) < %/H’H (sz n w*l(s)) ds,  (4.12)

L" being the n-dimensional Lebesgue measure.

From (3.5) and the lower bound (3.11) we can apply the corollary to the function
Y (u) = Gjj(x(u), bi, bj), j # i, to conclude that

En—l ({u eF:0< gij(x(u),bi, bj) < Ct})
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Ct
L[ .
< X/H 2(Fng;'®) ds; € =cwo. (4.13)
0

We now show that the integrand on the right hand side of (4.13) is uniformly
bounded for each s in the range of G; ;. For this, we need the following [1, Prop. 5.5].

Proposition 4.4 Suppose Q C R" is a smooth, bounded domain and € C*(RQ)
satisfies min [Dyr(x)| > A > 0 and || DY || L~ (). ||D21ﬁ||Loo<Q) are both finite. For
Q

xe
any s € Range(), let T'y = {x € Q : ¥ (x) = s}. Then there exists a constant K =
K (A, 1DV |l Lo, ID* Wl Loo(e)) such that

H' (T < H'HOQ) + K L(). (4.14)

We can now complete the proof of the desired Lipschitz estimate. Assuming (3.13),
then (3.11) holds and so we can apply Proposition 4.4 when n ~» n — 1, with Q
replaced by F, to the function ¥ (u) = G;;(x(u), b;, b;), for b; and b; satisfying
k|P|+8 <b < (1+k)ro+«|Pi|,k|Pj|+8; <b; < (14k)ro+«|Pj|, provided
DYl Lo (Fy, | D2y | L= (F) are both finite. That || D/ || Lo (Fy < oo follows from (4.5)
and (3.5), and that || D%y I ooy < oo follows computing D2y using (3.4), (3.3), and
(3.5). Therefore (4.13) implies

ﬁn—l ({u eF:0< gij(x(u),bl-,bj) < Ct})
Ct
< -
A

(H”_Z(BF) + Kﬁ”_l(F)> £

Hence from (4.10)
t t Crt n—2 n—1 . .
o (VI \ Vi) S cIFl ot = =5 (W20 + K L7E)), £

for each ¢ satisfying (4.9). Finally, adding these inequalities over j # i, from (4.8)
we then obtain the desired Lipschitz estimate (4.6) with Cy a constant depending on
F, N, k, §;, and bounds for the derivatives up to order two of 4. O

5 Admissible Vectors for the Iterative Method

Recall we have distinct points Py, ..., Pyin D, g > 0,i =1, ..., N satisfying the
conservation condition (2.5) where f > 0 a.e. in 2. And also assume the configuration
conditions H.1 and H.2 .

In the following proposition we introduce the set of admissible vectors that will be
used in the iterative method. We remark that the Proposition gives that vectors in the
admissible set Ws have components bounded uniformly away from « | P|.
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Proposition 5.1 Suppose by satisfies®
k|Pi| <by = —K)ro+«|P1l, (5.1)
andlet0 < § < g1/(N — 1). Consider the set®
Ws ={(ba,....bN) 1 k|Pi| <bi < (1 4+Kk)ro+ k|Pi]

and/ fx)dx < gi+68for2 <i <N withb= (b1,by,...,bN) .
Tsw)y(Pi)

Notice that from H.1 and H.2, (1 + «)ro + k| Pj| < |Pj].

Then W5 # @ and for 0 < a::ﬁ (b1 — k| P1]) (< (1 4+ k) rg) we have
K

if (ba,...,by) € Wsthenb; > k|Pi|+afor2 <i <N. 5.2)

Proof Let us first prove the second part of the proposition. Let (b2, ..., by) € Ws and
consider b = (by, by, ..., by). Since Tgw) (UY Pi) = Q and Tsp) (P) N Tsm) (P))
has surface measure zero for i # j, we have

N N
F)dx = / F)dx < / Foydr+ 3 (g +6)
/9 ; Tsm)(P;) Tsmy(P1) ;

which from (2.5) implies that
/ fXxX)dx>g1—(N—-1)§ > 0.
Tsmw)(P1)

Since f > 0 a.e., we then get that the surface measure of the set Zsp)(P1) is
positive. From [8, Lemma 5.3], S(b) is Lipschitz and so the set of singular points
has measure zero. Hence there exists a point xo € 7Zg@,)(P1) non singular for p.
That is, there exists k|Pi| < b < |Pi| such that the oval with radius A (x, Py, b)
supports p at xo, that is, p(x) < h(x, P;,b) for all x € Q with equality at

x = Xxp. On the other hand, by definition of p, p(x) < h(x, Pl,bl)_ and so

h (xo, Pl,b) = p(x0) < h(xg, P1,b;) implying b < b;. We claim that b = by.
If it were b < by, then p(x) < h(x, Pi,b) < h(x, P, by) for all x € Q. Hence
p(x) = mina<;<n h(x, P;, b;), and so at xo there would exist (-, P;, b;), for some
i # 1, supporting p at x¢. That is, the ovals & (~, Py, 5) and h(-, P, b;) withi # 1
would support p at xo and therefore xo would be a singular point, a contradiction. The

2 Notice this implies that b = by satisfies the weaker inequality (2.3). A reason to assume (5.1) is to show
the set Wy is non empty.

3 Notice that the bounds for b imply from (2.3) that the oval h(x, P}, b;) refracts all x € Q into P;.
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claim is then proved. Hence h(xg, P1, b1) = p(xo) < h(xg, P;, b;) fori # 1. From
the estimates for the ovals in Lemma 2.4 we have

by — k| Py] bi —«k|P| .
h(xo,Pl,bl)zﬁ and h(XO,Pi,bi)ET, i #1,
implying
1—« )
biZK|Pi|+m(bl—K|P1|)=K|Pi|+05a i#1,
-« 1 —«

with o:=—— (b1 — «|P1|). From (5.1) and since < lLa<{—-xr(<
14« 14+«

(1 + k)rg), fori # 1, showing (5.2).

Finally, to show Ws # @, let by satisfy (5.1) and construct (b2, ..., by) € Ws.
For this, it is enough to show the existence of «|P;j| < b; < (1 + k)ro + «|Pj]
such that h(x, Py, b1) < h(x, Pj,b;) for2 < j < N and x € Q. Because with this
choice we would have that 75,)(P;) has surface measure zero for j > 2. We write
by —«k|Pi| =0 —«)rgforsome 0 < o < 1,andletb; = «|Pj| + o (1 + k)ro, for
Jj =2,..., N. Then, once again from the estimates for the ovals Lemma 2.4,

by — k| P 1 b; —k|P;
L'”:aroza( +/<)r0: j —KIPj] < h(x, Pj,bj),

h(x, P1,by) <
x, Pr by 1 —« 14+« 14+«

for j > 2 and we are done. O

6 Abstract Algorithm

We present here an algorithm, that in conjunction with the results previously obtained,
will be applied in Sect. 7 to obtain a near field refractor satisfying (2.7). This type of
algorithm has been used in [4] for the far field refractor; in [9] for optimal transport
problems and is extended in [1] for generated Jacobian equations. Here the presentation
is in an abstract setting so that it can be applied to solve other problems.

Let G : ]_[lNzl(oz,-, Bi) — }RQO be a function, G(b) = (G1(b),...,Gy(b)),b =
(b1, ..., bn), satisfying the following properties:

(a) G is continuous on ]_LNZI (i, Bi);
(b) foreachl <i < N,ando; <s <t < f;

G,'(bl,...,bi_l,t,bH_l, ...,bN) < Gl'(bl,...,bi_l,s,b;+1,...,bN), and
Gji,....bi—1,t,bit1,....,bN) = Gj(b1, ..., bi—1,8,biy1,...,bN) V] #I.

(c) foreach 1 <i < N thereis C; > 0 such that

1im+ Gi(by,....bi_1,t,biy1,...,by) =C;

t—>0[l-
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forallb = (by,...,by).
Let f1,..., fn, § be positive numbers satisfying

fi—6>0andC; > f; for i=2,...,N;
and let us fix b(l) € (a1, B1) and define the set
N
W= {b: (b?,bg,...,bN> e[J@i.B):Gitb) < fi+6 fori=2.....N
i=1
Our purpose is to present an iterative procedure to construct a vector b € W so that
|Gi(b) — fil <§ for2 <i <N. (6.1)
This will be done by successively decreasing the coordinates of the vectors involved.

In addition, we will show also that if the function G satisfies a Lipschitz condition,
then the procedure terminates in a finite number of iterations.

6.1 Description of the Algorithm
Suppose W # @ and pick b! € W. We will construct N — 1 intermediate consecutive

vectors b2, ..., b" associated with b! in the following way.
Step 1 We first test if b! = (bY. by, ..., by) satisfies the inequalities:

fr—8<Gab) < fr+3. (6.2)

Notice that the last inequality in (6.2) holds since b' € W. If b! satisfies (6.2), then
we set b> = b! and we proceed to Step 2 below. If b! does not satisfy (6.2), then

GobYH < fr —5. (6.3)

We shall pick b;‘ € (a3, by), and leave all other components fixed, so that the new
vector b? = (b(l), b3, b3, ..., bN) € W, and satisfies

fr G20 < fr+38. (6.4)

Let us see this is possible. From (b) above, and since bl ew,

G, t,b3,...,by) < Gj(b), by, b3, ..., by)
< fj+06 forax <t <byand j #2.

From (c) above

lim Ga(b),1,b3, ..., by) = Ca.

t—>a2
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From (a), Gz(b?, t,bs, ..., by) is continuous for t € (ap, by). Since
G > fo> f2—3,
then by the intermediate value theorem there is b; € (a2, by) such that
Go(BY, b3, b3, ..., by) = fo,

and therefore (6.4) holds and b2 e W.

Therefore, if the vector b does not satisfy (6.2), we have then constructed a vector
b? € W that satisfies (6.4) which is stronger than (6.2).

Step N — 1. We proceed to test the inequality

fv—8<GyoNT < fy +3, (6.5)

where b¥ ! is the vector from Step N — 2. If this holds we setb” = bV ~!. Otherwise,
we have

GOV < fv -8,

bN—l

and proceeding as before, by decreasing the Nth-component of , we obtain a

vector bV € W
fn < GyoY) < fy +34,
as long as
Cn> fn> fn—3.
In this way, if
Ci>fi>fi—-8 j=2,....N,

starting from a fixed vector b! ¢ W, we have constructed intermediate vectors
b2, ..., b" all belonging to W and satisfying the inequalities:

fi—=8<G;jb)y<fi+8 j=2,...,N.

Notice that if b! = b, then the vector b! satisfies 6.1. If not, we repeat the above
steps starting with the last vector b .

It is important to notice that by construction, the ¢-th components of b/~! and b/
are all equal for £ # j. If for some 2 < j < N, b/~! s b/, then the j-th component
of b/ is strictly less than the j-th component of b/~!. And so if we needed to decrease
the j-th component of b/~! to construct b/ it’s because

G~ < fj -4,
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and then by construction b/ satisfies
fi = G;) < fj +o.

Therefore combining the last two inequalities we obtain the following important
inequality

3§ <Gy (bj )—G j(bj _1), for intermediate consecutive vectors b/ #* b/~
(6.6)

In summary, we started from a vector b!! € W and constructed N — 1 intermediate
vectors b2, ..., bV using the procedure described. So we obtain in the first stage
the finite sequence of vectors

bl b2 phN,

For the second stage we repeat the construction now starting with the vector b""» and
we get the finite sequence of vectors

b2 p>2, ... >N

with b?! = bV Continuing in this way we obtain a sequence of vectors, in principle
infinite,

| RETUIEE LLAES 'L 'CARY S (AP

bn,l bn,N. bn+l,l bn-‘rl,N. (6 7)
with b%! = bV p31 = p2N  prtLD — p=N If for some 7, the vectors
in the nth-stage are all equal, i.e., pl = b2 = ... = b"V:=b", then from the

construction

G;(b") — fil <8, for2<j<N.

Therefore, if we show that for some n the intermediate vectors b, b2 ... b=V

are all equal, we obtain the desired approximation (6.1).
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So far we have used only conditions (a), (b), and (c). To get the error bound for G
suppose*

N N
Y G =>f. (6.8)
i=1

i=1
Then
N N
i =G = DG = f;| = D IG; ") — f;| < N&.
=2 j=2
Therefore the vector b” satisfies
IGj(") — fjl <8, for2<j <N, and|G(b")— fi] < N&.
Summarizing, if G; satisfy (a), (b), (c), (6.8) and
Ci>fi>fi—-86 j=2,....N,
choosing § = €/N, we then obtain

IG;(") — fil<e, forl<j<N.

6.2 Convergence of the Algorithm

We will show here that the procedure described will always give in an infinite number
of steps, a vector b € W satisfying (6.1) provided the following holds:?

there exists « > 0 such that if (b(l),bz,...,bN) e W, thenb; > aj +aforall2 < j<N.
(6.9)

4 For the application to the near field refractor G;(b) = fTS(h)( P) f(x)do(x) so (6.8) holds for each
vector b because

N
> Gib)
i=1
N
= fx)do(x)
Z /TS(b)(Pi)

i=1

/ f(x)do(x) since Tgm) (P;) N T5p) (P)) has measure zero for i # j and f >0 ae.
ULy Ts ) ()

= / f(x)do(x) = fi +---+ fy from the energy conservation assumption.
Q

1=

5 We remark that for the application to the near field refractor ¢ = H_iK (b(l) —Kk|Py \), see Proposi-
K

tion 5.1.
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That is, in the limit as the number of iterations goes to infinity, the procedure will
always give a vector b € W satisfying (6.1) .

As pointed outin (6.7), by using the procedure described above we obtain a sequence
of vectors

bl = (b b5 0By
n € Nand 1 < £ < N which can be listed as

pbl o pb Y e pE Y e
bn,l,.” 7bn,N; bn+1,17.."bn+1,N;

Notice that in this listing, for a fixed j, 2 < j < N the sequence {b'}’e} of the jth
entries is non-increasing; that is,

n,t m,k
T > p
b] _b] ?

forn <m orforn =mand ¢ <k
and for j = 1, we have bjfg = b(l) for all n and for all £. Moreover, since the vectors

belong to W, by assumption (6.9), each j” entry is bigger than or equal to « jta
for 2 < j < N. Therefore for any j the limit of the j* entries exists and the limit is
strictly bigger than o ;.

Let b%° be the limit of the j entries, j > 2.

Then the vector

N
b = (b0, 63, b5+ 5% ) € (b} x [ (@i, )
i=2
satisfies
fi—8<G;®) < fi+8,j=2,...,N. (6.10)

In fact, fix 2 < j < N, the vector b™ is the limit of the vectors b/ asi — oco. But
the vectors b’/ verify

fi—8<G;®)y<fi+8, fori=12,....

From assumption (a), G; is continuous for each j, taking the limit as i — oo we
obtain (6.10).

Assuming (6.8) for all vectors b € W, we conclude that (6.10) holds with j = 1
and with ¢ replaced by N§.

Remark 6.1 Notice that the argument above always gives a solution (b, by, ..., by)
satisfying (6.10). To handle the case when j = 1 we need an extra condition. In fact,
for (6.10) to hold for j = 1, the conservation of energy condition (6.8) is sufficient.
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Also notice that if the conservation of energy condition (6.8) is assumed, then the
second condition in (b) implies the first condition in (b). This is all applicable to the
near field refractor in view of the Footnote 4 before (6.8).

6.3 If G Satisfies a Lipschitz Estimate Then the Algorithm Terminates in a Finite
Number of Steps

Suppose that given 81, ..., §y positive there is a constant M > 0 such that
Gi(b—1e)—Gi(b) <Mt, (6.11)

fora; < by —t < b; < B and foreach b € ]_[fvzl[a,' +6;, filand forall 1 <i < N.
Notice that from assumption (b) above, G;(b — t&;) — G;(b) > 0.

We shall prove that the estimate (6.11) together with the assumption that W satisfies
(6.9), implies that there is n such that the vectors in the nth group b’ Lpr2, . pN
are all equal, and we will also show an upper bound for the number of iterations. The
argument is as in [1, Sect. 4] but since the notation there is different we include it here
for completeness and convenience of the reader.

Suppose we originate the iteration at b® = (b(l), bg, R b?v) € W. Since by con-
struction the coordinates of the vectors in the sequence (6.7) are decreased or kept
constant, the jth coordinate of any vector in the sequence is less than or equal to 59,
1 < j < N. In addition, from (6.9), points in W have first coordinate b(l) and their
coordinates bounded below by «; + « for j > 2. Therefore, all terms in the sequence
(6.7) are contained in the compact box K = {b?} X ]_[jyzz[oz j +a, b?]. We want to
show that there is ng such that the intermediate vectors b1 b™0-2 . p"0-N are
all equal. Otherwise, for each n the intermediate vectors b=l b2, . b are not
all equal. This implies that for each n there are two consecutive intermediate vectors
(b(l), by, b3, ..., by) and (b(l), by, b3, ..., EN), that are different. By construction of
intermediate vectors, they can only differ in one coordinate, say that b; > l;.,'. Notice
that j depends on n, but there is j and a subsequence n, such that there are two consec-
utive intermediate vectors (b9, b3°, b3*, ..., by') and (BY, b3°, b3', ..., b)) in each
group b1, bV such that their j-th coordinates satisfy b;f‘ > I;;f‘ , and all other
coordinates are equal. Also notice that since the coordinates are chosen in a decreasing
manner we have b;f‘f > 5?‘5 > b?“' > 5?“' for £ =1, .... From (6.6) we then get

6 <Gy (BB BB ) = Gy ()85 BYL BN ) = (0 (6.12)
for each ¢ > 1. We write

(0. B5 B BB ) = (BB B B B = B,
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and let :=b"l* — b"* < 0. Since the vectors belong to W, from (6.9) 15?“ > o +o for
2 < j < N. Then from (6.11) we obtain

(%) < — (15’}@ - b'}f) M =M@~ Ve (6.13)
On the other hand,
Oo —_
Z(bf}f —bj‘f) <0 (a; + ). (6.14)
=1
which contradicts (6.12). Therefore, the intermediate vectors pro:l pro2 o proN

are all equal for some ng.

Let us now estimate the number of iterations used. Consider the groups of vectors
(6.7) in the construction. We have proved the process stops at some ny, i.e., all vectors
in this group are equal. Let us estimate n¢. Fix a coordinate 2 < j < N. Notice that in
each group k, the jth coordinate of any vector in the group can decrease at most only
once and only when passing from a vector b*/~! to the vector b¥/. Here k denotes
the group and j the location in the group. The jth coordinate of all vectors are at most
b?, the jth coordinate of the initial vector, and since the vectors belong to W and so
(6.9) holds, the jth coordinates are at least «; + «. So the change in the jth coordinate
of a vector in the group one to the group ng, is at most % — (a i+ a). On the other
hand, on each group if the jth coordinate is decreased, from (6.13), it is decreased by

at least w Having n( groups, the total decrease of the jth coordinate in passing from
group one to group ng is at least

8
no —,
M

which is in turn smaller than the total possible decrease, that is, we have
8 0
noﬁfbj—(ocj—i—(x).
Since this must hold for all the coordinates 2 < j < N we obtain the bound

ng < % max (b?—(aj+oz)>.

7 Application of the Algorithm to the Near Field Refractor

Weset G;(b) = H;(b) with H; givenin (4.4),; = k |P;|,and §; = (14«) ro+« | P;|,
1 < i < N. The continuity property (a) for H; is contained in the proof of Step 2
in [8, Theorem 2.5]. Properties (b) and (c) follow from Lemmas 2.5 and 2.6 , with
Ci = fQ fdx. The set W = Ws in Proposition 5.1, and so assumption (6.9) is (5.2)
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for the near field refractor problem. Finally, the Lipschitz estimate (6.11) follows

1 —

applying Theorem 4.1 with §; = b(l) —k|Pland §; = o = 1 +K (b? —K|P1|)
K

for j = 2,..., N. We then have everything in place to be able to apply the abstract

algorithm to the near field refractor problem and we can obtain the poly-oval refractor
S(b) that satisfies 2.7.
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