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Generative AI (GenAI) has brought opportunities and challenges for higher education as it integrates into teaching 
and learning environments. As instructors navigate this new landscape, understanding their engagement with 
and attitudes toward GenAI is crucial. We surveyed 178 instructors from a single U.S. university to examine 
their current practices, perceptions, trust, and distrust of GenAI in higher education in March 2024. While most 
surveyed instructors reported moderate to high familiarity with GenAI-related concepts, their actual use of GenAI 
tools for direct instructional tasks remained limited. Our quantitative results show that trust and distrust in 
GenAI are related yet distinct; high trust does not necessarily imply low distrust, and vice versa. We also found 
significant differences in surveyed instructors’ familiarity with GenAI across different trust and distrust groups. 
Our qualitative results show nuanced manifestations of trust and distrust among surveyed instructors and various 
approaches to support calibrated trust in GenAI. We discuss practical implications focused on (dis)trust calibration 
among instructors.

1. Introduction

Generative AI (GenAI) is rapidly transforming teaching and learn-
ing in higher education, introducing significant changes and uncertain-
ties (Michel-Villarreal et al., 2023). Faculty, students, and institutions 
all face uncertainty and anxiety surrounding the role of GenAI in teach-
ing and learning, as it is uncertain to what extent they should embrace or 
restrict the use of GenAI in educational contexts (Adeshola & Adepoju, 
2023). Policymakers also face challenges in devising appropriate regu-
latory frameworks and guidelines to manage the integration of GenAI 
into higher education, balancing innovation with ethical considerations 
and academic integrity (Luo, 2024). Meanwhile, attitudes and practices 
among different stakeholders regarding GenAI vary significantly across 
educational communities. For example, according to a survey conducted 
in 2023 by Tyton Partners, most students are increasingly curious about 
GenAI, with nearly half of the college students using these tools reg-
ularly (Fox & Shaw, 2023). In contrast, only 22% of faculty members 
have adopted GenAI (Coffey, 2023). Even among instructors, the inte-
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gration of GenAI into educational practices has sparked polarized re-
actions (Mishra et al., 2024; D’Agostino, 2023a, 2023b). Such a split 
often manifests as a division between those who view traditional educa-
tional methods as outdated—labeling skeptics and distrust as “you’re a 
dinosaur (D’Agostino, 2023a)”—and those who caution against an unre-
strained embrace of AI, fearing it could undermine fundamental educa-
tional values, such as critical thinking and academic integrity (van den 
Berg & du Plessis, 2023; Sullivan et al., 2023). These varying practices 
and attitudes shed light on a broader discourse on educators’ percep-
tions, attitudes, and trust towards GenAI, as these perspectives could 
help explain their practices and approaches to GenAI use and integra-
tion in teaching and learning.

An emerging body of work has explored current practices of using 
GenAI in educational contexts to explore the use cases of embracing 
the potential of GenAI and identify the risks and challenges involved 
in GenAI, turning to both students’ (Amoozadeh et al., 2024) and in-
structors’ (Ghimire et al., 2024) perceptions and attitudes to GenAI in 
higher education. However, fewer studies have focused on unpacking 
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the dynamics of trust and distrust among instructors. Trust in GenAI, in 
our study context, can be viewed as an individual’s willingness to rely 
on the system and accept the accompanying vulnerabilities, grounded 
in the belief that GenAI can reliably enhance educational outcomes 
(e.g., providing accurate insights, personalizing learning). Distrust, on 
the other hand, arises when GenAI is perceived as unreliable, harmful, 
or misaligned with instructional goals, causing educators or learners to 
withhold reliance or limit usage. And yet, instructors’ trust and distrust 
can significantly influence their decisions to adopt GenAI, how they use 
it in their teaching, and their overall attitudes and practices, which in 
turn shape students’ perceptions and trust in GenAI (Luo, 2024; Don-
nell, 2009; Hall et al., 2013; Palmore, 2011; Bunk et al., 2015; Kosak et 
al., 2004).

Understanding the factors and considerations contributing to the for-
mation of (dis)trust among educators will also provide insights into how 
to cultivate a balanced perspective, preventing and avoiding blind trust
(i.e., characterized by an uncritical acceptance of GenAI’s capabilities 
without proper assessment of potential risks) and blind distrust, which 
involves a complete rejection of GenAI’s potential benefits even with-
out explicit reasons, direct experience, or understanding of GenAI. Such 
extremes can lead to a trust crisis, a situation where a significant loss 
of trust or confidence among stakeholders occurs, affecting the overall 
educational environment and its ability to embrace technological in-
novations (Selwyn, 2013). Additionally, the conceptual clarity of trust 
and distrust in GenAI remains ambiguous. While previous research of-
ten views trust and distrust as two extremes of a single dimension or 
uses these two terms interchangeably—implying high trust means low 
distrust—some scholars have argued that trust and distrust can be two 
independent constructs in certain contexts (Lankton et al., 2015; Zhang 
et al., 2024). In other words, people can hold trust and distrust at the 
same time, influenced by different sets of factors and considerations. 
And thus, we believe understanding distrust in GenAI deserves as much 
attention as trust, within the context of education, where both could 
influence technology adoption and use practices.

This work makes the following contributions:

(1) We conducted a mixed-methods study with 178 instructors from a 
mid-Atlantic U.S. university, examining their current practices of, 
perceptions of, and trust/distrust in GenAI, and providing new em-
pirical insights within a culturally specific context.

(2) We analyzed the coexisting manifestations of trust and distrust in 
GenAI from surveyed instructors, demonstrating that trust and dis-
trust can be related yet distinct.

(3) We proposed design implications for fostering calibrated (dis)trust 
in GenAI for educational purposes, focusing on practical strategies 
to support instructors’ informed and balanced engagement with this 
technology.

2. Related work

2.1. Instructors’ perceptions and practices of technology

Since the concept of using computers and other information and 
communication technologies in education emerged (Nwana, 1990), re-
searching technology acceptance in teaching and learning contexts has 
become an attractive and consistent trend (Imtiaz & Maarop, 2014; 
Teo, 2011). Prior research has investigated acceptance and attitudes to-
ward learning technology in educational contexts, with a primary focus 
on university students rather than instructors (Granić & Marangunić, 
2019). However, it is instructors’ attitudes that can significantly impact 
the acceptance of new technologies when incorporated into university 
education (Donnell, 2009; Hall et al., 2013; Palmore, 2011; Bunk et al., 
2015; Kosak et al., 2004). Compared to a generally positive perception 
by instructors of technology (Marzilli et al., 2014; Kopcha et al., 2016; 
Qudais et al., 2010; Onwuagboke & Singh, 2016; Akbarilakeh et al., 
2019), a decline in acceptance of technology is often observed among 

faculty when sufficient support from institutions is not provided (Ramlo, 
2021; Daumiller et al., 2021), demonstrating and emphasizing the im-
portance of understanding faculty attitudes toward technology early to 
formulate related policies or provide proper training by institutions.

The release of ChatGPT in 2022 brought GenAI-based applications 
into the spotlight and attracted widespread attention. GenAI continues 
driving innovation in higher education, presenting both opportunities 
and challenges for teaching and learning (Michel-Villarreal et al., 2023; 
Adeshola & Adepoju, 2023). On the one hand, a growing body of lit-
erature has documented the potential of integrating GenAI into higher 
education, such as generating course materials (Denny et al., 2022; Sarsa 
et al., 2022) and assisting students’ programming tasks (Lyu et al., 2024; 
Poldrack et al., 2023). On the other hand, recent work has also high-
lighted issues of the use of GenAI in higher education (Kasneci et al., 
2023), such as accuracy (Johnson et al., 2023), reliability (Johnson et 
al., 2023; Walker et al., 2023), and plagiarism (Jarrah et al., 2023).

With the rapid adoption of GenAI across different fields, recent stud-
ies have looked into people’s attitudes and practices regarding using 
GenAI, particularly in the context of higher education. For example, cur-
rent research has explored both undergraduate and graduate students’ 
perceptions of ChatGPT across cultural contexts, including Asia (Ngo, 
2023; Farhi et al., 2023; Shoufan, 2023), Europe (Stöhr et al., 2024; 
Singh et al., 2023; Romero-Rodríguez et al., 2023), Australia (Gruen-
hagen et al., 2024), and North America (Baek et al., 2024). These inves-
tigations identify shared ethical concerns regarding GenAI while also 
revealing region-specific attitudes, suggesting the importance of cultur-
ally contextualized approaches to its integration. Likewise, Luo (2024) 
examined GenAI-related institutional policies across universities world-
wide, revealing significant inconsistencies and pointing to the need for 
more cohesive, context-aware frameworks to guide GenAI adoption in 
educational settings.

However, fewer studies have explicitly examined instructors’ per-
ceptions and practices of GenAI (Albayati, 2024). A few exceptional 
examples include recent survey studies conducted in Europe (Beege 
et al., 2024; Kiryakova & Angelova, 2023), Asia (Espartinez, 2024), 
North America (Amani et al., 2023; Ghimire et al., 2024), and mixed 
cultural contexts (Lau & Guo, 2023). Among this body of work, they 
mostly focus on perceived benefits (e.g., enhanced teaching efficiency) 
and risks (e.g., unethical usage, bias, privacy concerns) rather than 
systematically differentiating trust from distrust. For example, a sur-
vey of German STEM teachers by Beege et al. (2024) revealed that 
while perceived competence in ChatGPT supported usage intentions, 
perceived risks and concerns negatively impacted adoption, suggest-
ing the nuanced interplay between confidence and hesitation. Similarly, 
Bulgarian professors exhibited predominantly positive attitudes toward 
ChatGPT but nonetheless expressed concerns about unethical applica-
tions (Kiryakova & Angelova, 2023). Meanwhile, Espartinez (2024) used 
Q-methodology in the Philippines to highlight a diverse spectrum of in-
structor and student perspectives, ranging from ethical considerations 
to practical challenges. North American studies also contribute to this 
discussion, where Amani et al. (2023), for example, surveyed faculty 
and staff on overall perceptions of GenAI but did not explicitly dissect 
trust versus distrust. Furthermore, much of this work remains confined 
to single disciplines (Ayanwale et al., 2024; Lau & Guo, 2023), leaving a 
gap in understanding how instructors across a broad range of fields re-
late to GenAI. Extending the existing body of literature, our work seeks 
to unpack how trust and distrust in GenAI manifest among instructors 
in higher education.

2.2. Trust and distrust in AI-driven educational environments

Trust is often conceptualized as a willingness to be vulnerable based 
on positive expectations of another party’s intentions or behavior, en-
abling cooperation and reducing uncertainty (Mayer et al., 1995; Dirks 
& Ferrin, 2001). In contrast, distrust is conceptualized as a distinct con-
struct reflecting suspicion and the expectation of harm (Lewicki et al., 
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1998). While trust is generally viewed positively as a facilitator of re-
lationships and systems, distrust is often associated with caution and 
avoidance. Some scholars argue that trust and distrust can coexist, high-
lighting the nuanced and dynamic ways individuals evaluate others or 
systems (Lewicki et al., 1998; Schilke et al., 2021). These conceptual-
izations of trust and distrust have been extended to interactions with AI 
systems. For example, Jacovi et al. (2021) define trust and distrust in AI 
as a human perceiving an AI model as trustworthy and accepting vulner-
ability to the model’s actions or not. Prior research has explored different 
factors contributing to individuals’ trust in GenAI, such as the AI mod-
els’ trustworthiness (Sun et al., 2024), explainability (Bhattacharjee et 
al., 2024), transparency (Sarker, 2024), etc. However, research has also 
shown that trust is highly contextual, with users basing their trust on 
different factors depending on the task. For example, preciseness plays 
a key role in shaping trust in AI recommendations (Kim et al., 2021), 
whereas users prioritize the originality of AI-generated content in cre-
ative tasks (Daly et al., 2024). Furthermore, individual differences in 
trust have also been well-documented since the pioneering research on 
technology acceptance (Davis, 1989; Davis et al., 1989). Thus, it is cru-
cial to investigate how trust and distrust factors influence the adoption 
of technologies like GenAI within specific groups, such as instructors, 
whose professional roles and dedicated tasks may shape their engage-
ment with these technologies.

A body of research has already focused on analyzing and explain-
ing trust in GenAI within the context of higher education. For example, 
Amoozadeh et al. (2024) conducted an exploratory study explicating 
university students’ trust in GenAI, while Kim et al. (2023) found that 
subpar responses from GenAI significantly decreased users’ trust. How-
ever, understanding distrust is just as important as trust, as both fac-
tors influence how instructors engage with and integrate technologies 
like GenAI. Although much of the existing research prioritizes trust, 
and some recent studies have started to explore distrust (Lankton et 
al., 2015; Zhang et al., 2024), the role of distrust in the adoption of 
GenAI remains underexplored and insufficiently acknowledged. Given 
the imperfections of GenAI models, fostering a healthy level of dis-
trust is essential for responsible use, underscoring the need to consider 
both trust and distrust as equally important factors (Peters & Visser, 
2023). Meanwhile, it is essential to avoid blind trust, which involves 
unconditionally accepting without critical evaluation, as this can leave 
individuals vulnerable to exploitation in such situations (Min & Zickar, 
2023). Conversely, blind distrust occurs when trust is withheld despite 
evidence of trustworthiness, potentially leading individuals to miss valu-
able opportunities (Beccerra & Gupta, 1999).

Although our discussion centers on GenAI, we situate it within 
the broader context of technology-driven educational tools. Traditional 
views of trust in education often tend to categorize trust in educational 
settings into inter-organizational trust and interpersonal trust (Niedlich 
et al., 2021), the rise of Intelligent Tutoring Systems (ITS) (Nwana, 
1990; Sleeman & Brown, 1982) has introduced a new dimension of trust 
between humans and educational tools in modern educational environ-
ments. Existing research on teachers’ trust in GenAI-based educational 
tools largely centers on K-12 education (Nazaretsky et al., 2022a; Viberg 
et al., 2024; Qin et al., 2020; Nazaretsky et al., 2022b; Beege et al., 
2024). In higher education, Wang et al. (2020) examined Chinese in-
structors’ attitudes toward ITS, though their work emphasized identi-
fying relevant factors rather than examining how trust dynamics are 
formed. Similarly, Klein et al. (2019) studied instructors’ engagement 
with learning tools in a context culturally similar to ours, but conducted 
their study before the emergence of GenAI, leaving AI-related issues un-
examined. Our work seeks to address this research gap by examining 
the nuanced ways trust and distrust can manifest among instructors us-
ing GenAI, and by offering actionable insights for (dis)trust calibration 
among both instructors and students.

This work aims to answer the following research questions (RQs): 
RQ1.What are the current practices of instructors in the U.S. higher ed-
ucation using (and not using) GenAI in the higher educational context? 

and 
RQ2. How do instructors in the U.S. higher education trust and distrust 
GenAI in an educational context? and how trust and distrust in GenAI 
manifest among them?

3. Method

Upon approval from our institution’s Institutional Review Board 
(IRB), we conducted a survey study with 178 instructors at a research-
focused 4-year university located in the Mid-Atlantic region of the 
United States in March 2024. The university offers a diverse range of 
undergraduate and graduate programs across disciplines such as arts, 
sciences, business, and law, and is known for its emphasis on liberal 
arts education. While the institution has policies and practices related 
to teaching and technology integration, there were no formal guidelines 
specifically addressing the use of GenAI at the time of the study. Below, 
we describe the survey recruitment approach, participants overview, 
survey design and measurements, and data analysis methods.

3.1. Survey study recruitment & participants overview

The research team provided the survey link to the provost’s office, 
and then the provost’s office sent out the survey to institutional mailing 
lists, ensuring that instructors from all academic departments across the 
university were invited to participate. The recruitment emails outlined 
the purpose of the study and a link to the survey. The survey was open 
for four weeks, during which reminders were sent twice to maximize 
participation rates. In total, we reached out to approximately 1000 fac-
ulty members, from which we received 219 responses. After removing 
incomplete responses, we left 178 responses for data analysis. Table 1
shows an overview of the demographic information of our participants.

3.2. Survey design and measurements

The survey includes four blocks of questions: 1) practices of and fa-
miliarity with GenAI, 2) attitudes and trust towards GenAI in teaching 
and learning, 3) demographic information, and 4) open-ended questions 
for additional insights. Detailed survey questions can be found in the 
supplemental materials.

3.2.1. Prior GenAI experience
We ask several questions to understand instructors’ current prac-

tices of GenAI and plans regarding it for teaching purposes, including 
1) instructors’ current practices and intentions of using GenAI across 
different instructional activities, 2) types of instruction tasks instruc-
tors typically use GenAI tools, and 3) attitudes towards GenAI training 
to understand instructors’ confidence in their own and their students’ 
readiness to effectively use GenAI.

3.2.2. Attitudes, trust, and distrust of GenAI in teaching and learning
Questions in this block focus on instructors’ attitudes, levels of trust, 

and distrust in integrating GenAI technologies in academic environ-
ments. Building on previous research (Dorton et al., 2022; Choudhury 
& Shamszare, 2023; Wang et al., 2024; Yusuf, Bello, et al., 2024), we 
examined trust in GenAI in terms of their efficiency, effective person-
alize learning, adapt teaching methods to enhance educational out-
comes, inspire them to incorporate GenAI into their courses, require 
changes in curriculum design for GenAI integration, and enhance stu-
dent problem-solving skills. Conversely, we evaluated distrust by inves-
tigating whether instructors view GenAI as a threat to student mental 
health, a potential source of misinformation, a factor in skill degra-
dation, a concern for the accuracy of content, a limitation on student 
creativity, and a deterrent to independent problem-solving (Jaidka et 
al., 2024; Abdelwahab et al., 2023). Table 2 shows the statements and 
their corresponding dimensions of measurement.
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Table 1
Demographic characteristics of our participants.
Demographic Response Options Number of Participants Percentage 

(Total N = 178) % 
Gender Man 93 52.2% 

Woman 68 38.2% 
Non-binary 1 0.6% 
Prefer not to say 16 9% 

Age 25-34 16 9% 
35-44 44 24.7% 
45-54 41 23% 
55-64 37 20.8% 
65-74 18 10.1% 
75+ 2 1.1% 
Prefer not to say 20 11.2% 

Education PhD/Doctoral degree 142 79.8% 
Master’s degree 22 12.4% 
Prefer not to say 14 7.8% 

Race African American or Black 5 2.8% 
American Indian or Alaskan Native, White 1 0.6% 
Asian 17 9.6% 
Asian, White 1 0.6% 
Multi-racial 6 3.4% 
White 132 74.2% 
Other 3 1.7% 

Ethnicity Hispanic or Latino 13 7.3% 
Not Hispanic or Latino 156 87.6% 
Prefer not to say 9 5.1% 

Year of teaching 0-10 years 53 29.8% 
11-20 years 66 37.1% 
21-30 years 32 18% 
31-40 years 9 5.1% 
41+ years 4 2.2% 
Prefer not to say 14 7.9% 

Disciplines Arts and Sciences 114 64.0% 
School of Business 25 14.0% 
School of Education 13 7.3% 
School of Law 12 6.8% 
School of Marine Science 8 4.5% 
Anonymous 6 3.4% 

Table 2
Constructs, dimensions, and statements on instructors’ trust and distrust in GenAI. All measurements were presented as 
five-level Likert scales, and participants could choose an answer from “Strongly disagree”, “Somewhat disagree”, “Neutral”, 
“Somewhat agree”, or “Strongly agree” to each statement.
Construct Dimension Statement
Trust Competence (Chan & Zhou, 2023) GenAI can make college instructors more efficient.

Personalization (Khan et al., 2024) GenAI allows me to implement personalized learning effectively 
in my courses.

Adaptability (Choudhuri et al., 2024) I need to change how I teach my classes because GenAI can 
enhance education outcomes.

Anticipation (Saunders & Oradini, 2024) I am excited about the opportunity to incorporate GenAI into my 
courses.

Transformation (Zhai, 2024) There is a need to change curriculum design to integrate GenAI to 
enhance educational outcomes.

Enrichment (Zhou et al., 2024) Using GenAI enhances student problem-solving skills.
Distrust Malevolence (Olohunfunmi & Khairuddin, 2024) GenAI is a threat to student mental health in my courses.

Dishonesty (Yusuf, Pervin, et al., 2024) GenAI is a potential source of misinformation for students in my 
courses.

Skepticism (Li et al., 2024) I feel that students’ own skills degrade when they use GenAI 
extensively.

Inaccuracy (Yang & Zhang, 2024) I am concerned about the accuracy of content produced by GenAI.
Restriction (Akbar et al., 2024) Using GenAI restricts students’ own creativity.
Demotivation (Dai, 2024) Using GenAI makes students less inclined to solve problems on 

their own.
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In addition, instructors’ familiarity with GenAI likely influences their 
initial levels of trust or distrust in the technology. Considering that dif-
ferent teaching levels require varied approaches and attitudes toward 
GenAI to achieve expected learning outcomes and course structures, 
instructors’ initial trust or distrust in GenAI might vary based on the 
academic level they primarily teach. These two questions were thus in-
cluded in our analysis: 1) How familiar are you with Generative Artificial 
Intelligence (GenAI)? with response options ranging from “Not at all fa-
miliar” to “Very familiar”, and 2) Do you teach primarily in undergraduate 
or graduate courses? Select both if you teach both, with response options 
of undergraduate and graduate levels.

3.2.3. Demographics & background information
We also asked for participants’ demographic information (e.g., 

gender, age, race and ethnicity, education) and teaching experience 
(e.g., years of teaching, undergraduate/graduate level taught), while 
school/college affiliation was recorded from the account used to com-
plete the survey.

3.2.4. Open-ended questions
In addition to structured survey items, we included open-ended ques-

tions to capture more nuanced perspectives on GenAI. Participants were 
invited to share specific positive or negative examples from their experi-
ences using GenAI in instructional settings (e.g., classroom activities, as-
signments, assessments, academic integrity issues, curriculum redesign, 
or other relevant educational practices). Furthermore, instructors were 
encouraged to discuss their concerns regarding using GenAI in teaching 
and learning, which could help us understand the motivation behind 
instructors’ attitudes, trust, and distrust towards GenAI.

3.3. Data analysis

Quantitative Data Analysis: We used several statistical analyses 
to investigate instructors’ perceptions and attitudes toward Gen AI in 
teaching and learning. First, we depicted instructors’ GenAI experience 
through descriptive statistics. Second, we employed Welch’s ANOVA 
(using R package ggstatsplot (Patil & Powell, 2018)) to examine in-
structors’ attitudes from the trust and distrust perspectives. The expected 
sample sizes in our study were calculated by G*Power (Kang, 2021) soft-
ware. We used ANOVA to examine the differences in familiarity with 
GenAI across different groups, and the calculated total sample size was 
140 (effect size=0.3, !=0.05, power=0.8, number of groups=5). Sim-
ilarly, we used ANOVA to explore the differences in trust and distrust 
across different teaching levels (undergraduate vs. graduate level), and 
the calculated total sample size was 144 (effect size=0.3, Bonferroni 
correction !=0.017, power=0.8, number of groups=3). The actual 
number of valid responses in our study was 178, indicating an accept-
able sample size. 
Qualitative Data Analysis: We conducted a qualitative analysis with 
the open-ended responses using the General Inductive Approach (Thomas, 
2006). The data included 294 valid responses, with a total word count 
of 10,269 words. According to the thematic analysis guideline, two re-
searchers first read the answers to open-ended questions to have an 
initial understanding of the instructors’ trust and distrust in GenAI 
learning and teaching; then, they created low-level codes to identify 
all sentences and phrases related to instructors’ trust and distrust, using 
Nvivo (Wong, 2008). Subsequently, two researchers integrated related 
low-level codes to achieve high-level themes. The two researchers re-
solved any discrepancies or disagreements through discussions to reach 
a consensus on the interpretation of the data. All authors met regularly, 
discussed the emerging themes, and iterated the themes throughout the 
whole data analysis process. The detailed codebook, which outlines the 
themes and codes, is included in Appendix A.

4. Survey results

4.1. Instructors’ current practices of, familiarity with, and attitudes of 
GenAI

We first provide an overview of instructors’ familiarity with GenAI-
related terms, their current use of GenAI in teaching and plans for fu-
ture use, their current engagement with various instructional tasks with 
GenAI, and their attitudes towards receiving training with GenAI. Most 
of our survey respondents reported that they were very familiar (29.8%) 
or somewhat familiar (52.8%) with the concept of GenAI.

Instructors’ current practices and future intentions for GenAI 
use: Fig. 1 illustrates instructors’ current practices and future intentions 
to incorporate GenAI into higher education. In our study, more than 
half of the instructors (58.8%) had included a statement about GenAI 
tools in their syllabus. Most instructors were currently practicing or had 
a high intention of incorporating GenAI in activities, such as discussing 
the ethical implications of GenAI (40.3%), the strengths and weaknesses 
of using GenAI to create new knowledge (38.4%), the general principles 
of GenAI (39.4%) in class. However, a significant majority (88.1%) of 
instructors in our study did not currently permit students to use GenAI 
during exams.

Instructors’ engagement in instructional tasks with GenAI: Our 
results show the extent of their engagement in instructional tasks with 
various functionalities of GenAI in Fig. 2. In our study, we can see that 
more than half of (from 64.0% to 75.8%) the instructors had never used 
GenAI tools in educational tasks, with some reporting frequent (from 
6.7% to 17.4%) or constant (from 3.9% to 9.0%) use. Specifically, only 
up to 2.8% instructors use GenAI as a routine for tasks of text and code 
generation.

Instructors’ attitudes towards receiving training with GenAI:
We also asked about the instructors’ attitudes towards receiving train-
ing with GenAI. As shown in Fig. 3, the instructors in our study be-
lieved that the university (75.7%), students (62.2%), and themselves 
(61.6%) needed more additional training and experience to effectively 
use GenAI. 46.7% of instructors felt they did not yet have a clear under-
standing of how to handle GenAI use in their class, and 55.1% consid-
ered their training and experience with GenAI to be insufficient.

4.2. Dynamics of trust and distrust in GenAI among instructors

In addition to the overall understanding of instructors’ practices of 
and experiences with GenAI, we further examine the trust and distrust 
instructors held toward GenAI in educational contexts. In this subsec-
tion, we explore the relationship between trust and distrust and how 
their perceptions shape their practices.

4.2.1. Validity and reliability of trust and distrust scales
To assess the validity and reliability of our scales, we conducted a 

factor analysis and calculated Cronbach’s ! in SPSS. The value of the 
Kaiser–Meyer–Olkin test is 0.876, suggesting that our data is suitable for 
factor analysis. The result of Bartlett’s test of Sphericity was significant 
("2 =1364.879, df = 66, p< .01), indicating a significant correlation 
between the constructs in our data. Table 3 presents factor loadings for 
two factors. The factor loadings of six trust measurements range from 
0.722 to 0.886, and the factor loadings of six distrust measurements 
range from 0.640 to 0.830. The total variation explained is 67.843%, 
which is acceptable. Moreover, we achieved a good Cronbach’s ! for 
trust (0.924) and Cronbach’s ! for distrust (0.860).

Our pairwise correlation graph (see Fig. 4) shows the correlations be-
tween trust and distrust items. The different items of trust are positively 
correlated with each other, as are the distinct items of distrust. However, 
trust and distrust are negatively correlated with each other. Our results 
collectively suggest a delineation between trust and distrust, indi-
cating that trust and distrust are related but distinct concepts that 
may co-exist in our study.
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Fig. 1. Response distribution of current practices and future intentions regarding the use of GenAI tools for instruction, ordered by the percentage of respondents 
indicating ‘No plans to incorporate,’ in ascending order.

Fig. 2. Response distribution of the types of instructional tasks for which instructors typically use GenAI tools, ordered by the percentage of respondents indicating 
‘Never,’ in ascending order. For statements with the same percentage of ‘Never,’ ties are broken by the percentage of ‘Rarely,’ also in ascending order.

Fig. 3. Instructors’ attitudes towards training in GenAI, ordered by the percentage of responses in the most frequent category for each statement. 
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Table 3
Factor Analysis results on trust and distrust questions, indicat-
ing effective identification of different underlying dimensions 
of trust and distrust in GenAI among instructors. Correspond-
ing statements can be found in Table 2.
Variable Factor 1 (Trust) Factor 2 (Distrust) 
Trust: Competence 0.813 
Trust: Personalization 0.838 
Trust: Adaptability 0.886 
Trust: Anticipation 0.850 
Trust: Transformation 0.857 
Trust: Enrichment 0.722 
Distrust: Malevolence 0.640 
Distrust: Dishonesty 0.761 
Distrust: Skepticism 0.744 
Distrust: Inaccuracy 0.830 
Distrust: Restriction 0.690 
Distrust: Demotivation 0.745 

Fig. 4. Correlation matrix between all items for the trust and distrust scales 
to show how various trust (e.g., competence, personalization, etc.) and distrust 
(e.g., malevolence, dishonesty, etc.) attributes were statistically related. Each 
cell shows the correlation coefficient between two attributes, with values closer 
to 1 indicating a strong positive correlation and values closer to -1 indicating 
a strong negative correlation. The color gradient from blue to white represents 
increasing positive correlations, with blue denoting higher positive values and 
white indicating no or negative correlation.

4.2.2. Trust and distrust may co-exist
To further examine the relationship and interplay between trust and 

distrust among instructors towards GenAI, we plotted Fig. 5. We con-
ceptually separate instructors into four groups based on the median 
values of trust and distrust: High-Trust-High-Distrust (H-T-H-D), High-
Trust-Low-Distrust (H-T-L-D), Low-Trust-High-Distrust (L-T-H-D), and 
Low-Trust-Low-Distrust (L-T-L-D). The low-trust-high-distrust group im-
plies that the instructors had a correspondingly low trust in the use of 
GenAI while having a high distrust, whereas those in the high-trust-high-
distrust group imply that the instructors have high distrust in the use of 
GenAI along with high trust. An absence of respondents with extreme 
levels of distrust was observed (i.e., the lower sections of the distrust 
axis are much less populated).

These results suggest a possible coexistence of trust and distrust 
among instructors. Our observation prompts two questions: (i) How do 
the dynamics of trust and distrust manifest within di!erent educational con-

Fig. 5. Trust and distrust distribution. Each point on the plot represents an in-
structor’s score for trust (X-axis) and distrust (Y-axis), on a scale from 1 to 5.

texts? (ii) How do trust and distrust become manifested among instructors in 
the educational context? For the first question, we provided an analysis 
in subsubsection 4.2.3 to help explore the variations of the dynamics of 
trust and distrust. The second question motivated us to further investi-
gate through the following qualitative analysis in section 5.

4.2.3. Variations in trust and distrust towards GenAI among instructors
We then explore potential variations in trust and distrust toward 

GenAI in educational contexts among our participants, such as famil-
iarity with GenAI. We hypothesize that instructors’ trust and distrust 
levels might be associated with their familiarity with GenAI. The level of 
familiarity with the GenAI concept may indicate that instructors are in-
formed about GenAI, with some understanding of GenAI’s potential and 
limitations. Essentially, understanding GenAI’s capabilities and limita-
tions allows instructors to make informed decisions about its use. For 
example, if instructors possess limited knowledge about GenAI, they 
may either exhibit excessive trust without acknowledging associated 
risks—termed “blind trust” (Klingbeil et al., 2024)—or they may dis-
play distrust due to their ignorance of the GenAI’s potential benefits, 
resulting in “blind distrust.” (Benamati et al., 2010). Both blind trust 
and blind distrust can be harmful to the calibrated trust building (Bena-
mati et al., 2010).

Fig. 6 shows that there are statistically significant differences in 
GenAI familiarity across the trust-distrust groups (p < 0.05), with a 
moderate to large effect of group categorization on the levels of famil-
iarity with GenAI. To break down the groups and familiarity levels, we 
can see that: 
(1) High Trust with Higher Familiarity: Groups with higher trust 
levels (high-trust-high-distrust, high-trust-low-distrust) tend to exhibit 
higher familiarity. This might indicate that building high trust among 
instructors may help them become more familiar with GenAI’s capabil-
ities and limitations, even if it is accompanied by high distrust in some 
cases. 
(2) Mixed Trust and Distrust with Low-to-Moderate Familiarity:
Varied levels of trust and distrust groups (low-trust-high-distrust, low-
trust-low-distrust) show different familiarity, with the former present-
ing moderate familiarity and the latter showing lower familiarity. This 
might suggest that instructors with limited knowledge of GenAI could 
potentially exhibit mixed trust and distrust and even cautious or nega-
tive perceptions of GenAI’s role in educational settings.
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Fig. 6. Differences in familiarity with GenAI across different groups. 

4.2.4. Trust and distrust in GenAI across teaching levels
We also explored the relationship between trust/distrust and teach-

ing levels (undergraduate and graduate levels), given our considera-
tion of teaching requirements and pedagogical approaches may vary 
between undergraduate and graduate education, which might impact 
instructors’ perceptions and usage of GenAI.

We conducted Welch’s ANOVA analysis to examine instructors’ dif-
ferences in trust and distrust across different teaching levels. As shown 
in Fig. 7, we found the educational levels at which instructors teach (un-
dergraduate vs. graduate) significantly influence their trust and distrust 
in GenAI technologies (p< 0.05).

In terms of trust, as shown in Fig. 7 (A), our results show that instruc-
tors teaching both undergraduate and graduate levels show the highest 
mean trust level at 3.39, suggesting they are generally more trusting 
GenAI. Instructors teaching only undergraduate students show the low-
est mean trust at 2.62, suggesting they are more cautious or skeptical 
about the benefits or applicability of GenAI in their teaching. Those 
teaching exclusively graduate students show a moderately high mean 
trust at 3.15, indicating an acceptable but slightly less enthusiastic com-
pared to instructors teaching both levels.

In terms of distrust, as shown in Fig. 7 (B), we found that graduate-
level instructors show slightly lower distrust; instructors at the under-
graduate level show the highest distrust, whereas instructors teaching 
both levels are shown to have an intermediate level of trust. This is 
roughly the opposite trend of the data distribution of trust values, al-
though the difference between the means of instructors teaching both 
levels and graduate-level groups is quite small relative to trust. In addi-
tion, the data distribution of distrust among instructors in Fig. 7 (B) is 
denser compared to that of trust in Fig. 7 (A), indicating that instructors’ 
distrust tended to be more widespread or intense.

Summary of results: Our findings reveal a gap between instructors’ fa-
miliarity with GenAI concepts and their actual use of GenAI for direct 
instructional tasks. While many instructors in our study include discus-
sions about GenAI’s ethical implications and general principles in their 
syllabus and classroom activities and report moderate to high familiar-
ity with GenAI concepts, few have incorporated GenAI into hands-on 
instructional tasks; their practical experience of GenAI in teaching re-
mains limited. Additionally, although instructors recognize the potential 
benefits of GenAI in enhancing education, many still expressed the need 
for more training and clearer guidelines on how to integrate these tools 
into higher education effectively.

Our results also show that trust and distrust are related but distinct 
concepts that may co-exist for instructors in the context of higher ed-

ucation. We find that greater familiarity with GenAI exhibited higher 
trust among four trust and distrust groups of instructors (high-trust-
high-distrust, high-trust-low-distrust, low-trust-high-distrust, low-trust-
low-distrust), indicating that a higher trust tends to enhance the under-
standing of GenAI. In contrast, increased distrust was associated with 
lower familiarity with GenAI, highlighting the need for more system-
atic guidance and training to boost confidence in GenAI’s capabilities 
for instructors. We also found significant differences in instructors’ trust 
and distrust across various teaching levels. Specifically, instructors who 
solely taught undergraduate courses showed lower trust compared to 
those who taught both undergraduate and graduate courses; distrust was 
highest among instructors teaching only undergraduate courses. 

5. Qualitative findings

Our qualitative analysis of open-ended survey questions also pro-
vides insights into how trust and distrust in GenAI manifest among 
instructors. Below, we present different themes of instructors’ trust and 
distrust in GenAI for teaching and learning (also see Table 4 for an 
overview of themes).

5.1. Distrust in GenAI for teaching and learning

Distrust in GenAI often arises from concerns about the limitations, 
potential inaccuracies, and the broader implications of GenAI’s deploy-
ment in educational settings (Michel-Villarreal et al., 2023). Below, we 
describe the ways in which distrust in GenAI became manifested among 
instructors in our study.

5.1.1. Blind distrust in GenAI
Some instructors in our study expressed significant distrust to-

ward GenAI, despite lacking direct experience with it or providing 
specific reasons for their reservations, regardless of their familiar-
ity with GenAI. Overall, when triangulating our survey and interview 
data, we found that instructors in our low-trust-high-distrust group have 
moderate level of familiarity with GenAI (average familiarity of GenAI 
concept of 3.86, compared to the overall average of 3.96 across all 
groups), but have shown extensive distrust towards GenAI without clear 
reasons indicated. For example, when asked about any positive exam-
ples of their GenAI practice, P31 (low-trust-high-distrust) stated:

“There are none [positive examples of GenAI]. Generative AI does not 
belong here and we absolutely should not be integrating it.” (P31, low-
trust-high-distrust)

P31’s quote indicates a sense of hostility towards GenAI, as indicated by 
phrases like “absolutely should not” suggests a strong and non-negotiable 
opposition, reflecting deeper concerns or fears about the impact of 
GenAI on education. And yet, P31’s quote also shows that no reasons 
were given to justify this sentiment, indicating a sense of “blind dis-
trust”.

Similarly, P79 (low-trust-high-distrust) said “I forbid its use in my 
classes” even though “I have no experience with it”. Likewise, P16 (low-
trust-high-distrust) conveyed their complete rejection of GenAI, stating: 
“I am opposed entirely to the use of Gen AI, full stop.” These responses il-
lustrate a phenomenon of blind distrust among instructors, where they 
reject GenAI outright without any hands-on experience or clear justifi-
cation.

5.1.2. Concerns surrounding social justice issues
Instructors raised concerns about the content generated by GenAI 

often contains inherent biases related to linguistic justice, social 
justice, and copyright violations. Many instructors in our study were 
worried about how GenAI might reinforce existing biases and perpetuate 
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Fig. 7. Differences in (A) trust and (B) distrust across different teaching levels (undergraduate vs. graduate level). 

societal inequalities. These biases result not only from the content out-
put but also from the broader implications of how GenAI is deployed and 
utilized in educational contexts. P132 (low-trust-high-distrust) high-
lighted the potential loss of linguistic diversity and the reinforcement 
of mainstream norms regarding gender, race, and class that may arise 
from GenAI, potentially marginalizing groups that do not conform to 
these standards.

“We are very concerned about the issue of linguistic justice and how these 
platforms erase di!erences of dialect and other variants of English. Us-
ing generative AI in writing for revision to make writing ‘more assertive’ 
or ‘more professional’ can also reinforce dominant norms about gender, 
race, and class...” (P132, low-trust-high-distrust)

Meanwhile, the very technologies intended to enhance learning 
could instead widen existing educational gaps. As P57 (high-trust-high-
distrust) said,

“The students who are struggling and have limited time are the ones more 
likely to use it inappropriately and also more likely to su!er negative 
consequences. Hence, using current iterations introduces a social justice 
issue–the people who need the most help are the ones who will su!er the 
most costs of its use.” (P57, high-trust-high-distrust)

P57 highlighted the latent risks associated with the practical applica-
tion of GenAI, particularly for students who may be poorly equipped, 
time-constrained, and prone to misuse the technology, exposing them 
to more adverse impacts. P57’s observations raised critical social justice 
concerns, indicating that GenAI might disproportionately benefit those 
already well-equipped and resource-rich, further marginalizing those in 
need of the most support.

P8 (low-trust-high-distrust) pointed out that the exceptional perfor-
mance of GenAI may come at the expense of “exploiting workers in the 
training process”. Raising concerns of data annotation specialists, whose 
labor protections and rights might be inadequate, facing not only the 
physical strain but also the mental anguish from exposure to toxic and 
misleading information.

Moreover, GenAI generates content, such as text and images, by 
training large models on comprehensive datasets consisting of real data 
and existing creative works. This process, which includes but is not 
limited to language and image models, raises potential copyright in-
fringement issues due to the breadth of copyrighted material used in the 
training datasets. As reported by P140 (high-trust-high-distrust), “Every-
thing we see, hear, view, read has POV and bias. One must be vigilant. One 

must not charge money or claim to have one’s own products generated by AI. 
Copyrights, fair use, etc....” P19 (low-trust-high-distrust) also described 
this issue: “Among other things, the models were built by infringing the intel-
lectual property of scholars and artists including faculty on our own campus.”

5.1.3. Concerns about environmental and sustainability
GenAI, owing to its demand for substantial resources, may exert 

a potential negative impact on the environment. P8 (low-trust-high-
distrust) noted that “Teaching everyone a better understanding of what these 
models actually can and cannot do, as well as of their hidden costs (... high 
energy and water costs), would be very valuable.” Similarly, P45 (low-trust-
high-distrust) highlighted the significant resources required to operate 
such technologies and questioned their sustainability:

“The social and environmental impacts of using GenAI are already well 
documented. Given the energy and water uses of GenAI, how can we 
justify using them in the classroom? Until these are fixed, using GenAI 
is detrimental to humans and the environment. There is no way around 
this.” (P45, low-trust-high-distrust)

P20 (low-trust-high-distrust) believed that the environmental detri-
ments associated with GenAI were also manifested on campus, particu-
larly as there was an increased reliance on the use of GenAI among the 
general public in educational settings.

“I also think, as a campus, we need to grapple with the massive envi-
ronmental toll of Generative AI. We tout our excellent green initiatives 
and are also throwing ourselves into AI, which relies on a truly massive 
amount of energy and water consumption.” (P20, low-trust-high-distrust)

Collectively, these quotes indicate a significant level of concern 
about the broader environmental and ethical implications of GenAI use. 
Instructors highlighted the need for careful consideration of both the 
direct and indirect effects of integrating such technologies into educa-
tional practices, urging a more ethically and environmentally conscious 
approach.

5.1.4. Ethical and pedagogical concerns
In addition to the concerns regarding social and environmental im-

plications, instructors in our study also raised issues regarding the ped-
agogical and ethical dimensions of using GenAI within educational set-
tings.

Instructors expressed concerns about students’ misuse of GenAI 
in terms of academic integrity and the learning process. For exam-
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ple, P22 (high-trust-high-distrust) described an instance where a student 
appeared to be overly reliant on AI to complete a project, incorporating 
fictitious sources and data analysis techniques.

“I came across a student who seemed like she heavily relied on AI for a 
project. She had some fictional sources in her project along. Additionally, 
she mentioned data analysis techniques that were not mentioned in our 
course.” (P22, high-trust-high-distrust)

Likewise, P57 (high-trust-high-distrust) also expressed concerns 
about the deceptive behavior of students attributing GenAI content to 
their own results: “A minority of students will use this regularly and claim 
the work is their own ... and get in the habit of cheating throughout Col-
lege and then into their professional lives.” P117 (low-trust-high-distrust) 
unequivocally labeled the use of GenAI for academic tasks as cheating, 
advocating for genuine learning: “It is cheating. I also think that we, as 
an institution, should be above this and should stand up for actual learning 
(and pilfering copyrighted words, no less).”

These plagiarism concerns have led educators to contemplate re-
forming their course syllabi and assessment strategies. Specifically, P40 
(low-trust-high-distrust) said, “If I can’t trust that work done outside class 
was actually done by the students and not an AI, I’ll have to rely more on 
in-class exams to assess student learning.” Likewise, P124 (high-trust-high-
distrust) questioned the meaning of assignments in the era of GenAI, “If 
AI can do the assignment, what is the point of giving that assignment?”

Beyond the integrity issues, instructors in our study raised a lot 
of pedagogical concerns about GenAI potentially undermining the 
development of critical thinking and analytical skills. They were 
concerned that students might become overly reliant on the content 
provided by AI without the necessary questioning, which could lead to 
limitations in students’ cognitive abilities and creative thinking. For in-
stance, P54 (high-trust-high-distrust) explained the significance of crit-
ical thinking and learning:

“It seems that the tools function best in education with highly motivated 
students who have well-developed critical thinking skills. I’m concerned 
that the typical student will only be harmed by the perceived shortcuts of 
generative AI.” (P54, high-trust-high-distrust)

P105 (high-trust-low-distrust) expressed concerns about a potential 
decline in students’ comprehension skills due to the overly complex 
content provided by GenAI: “My students do not understand the content 
provided by generative AI. ChatGPT is giving too advanced solutions.” This 
emphasized that students should actually learn and understand knowl-
edge rather than simply using GenAI as a convenient tool for completing 
tasks. In addition to comprehension skills, P77 (low-trust-high-distrust) 
also noted the impact of GenAI on students’ writing skills: “I believe that 
language is the tangible expression of thought. Students who rely on Gen 
AI for writing assignments may compromise their ability to write well and 
think clearly.” P177 (high-trust-high-distrust) raised a critical pedagogi-
cal concern: the potential for GenAI to undermine essential educational 
goals such as seeking and understanding information during learning. 
By potentially offering ready-made answers, GenAI could detract from 
the process of critical inquiry and evidence-based reasoning that is fun-
damental in disciplines like public policy. P177 mentioned:

“So far, in my Public Policy course, I have had no reason to use GenAI, 
and it would actually be counterproductive to my e!orts to teach students 
to better analyze where they get their information and why they believe 
what they believe (as future public policy practitioners).” (P177, high-
trust-high-distrust)

Instructors further considered the broader homogenization effects 
of deploying GenAI. In particular, P24 (low-trust-high-distrust) stated 
that: “Homogenization of society! in terms of views, writing style, hierarchy 
of problems, etc.” Similarly, P46 (high-trust-low-distrust) expressed their 

concern of “Losing the individual’s voice.” These quotes indicate that as 
teachers and students widely use GenAI, their thought processes may 
gradually be influenced by it, weakening critical thinking and, thus, the 
emergence of homogeneous behaviors amid the fact that GenAI is not 
creating any new content (Feuerriegel et al., 2024).

P137 (low-trust-high-distrust) also stated the homogenization of 
knowledge, believing that students’ works were becoming progressively 
more homogenized in content and had clear traces of GenAI, as ex-
plained: “Students don’t learn how to read or how to find evidence. They turn 
in work that says the same banal things over and over again.” P9 (high-trust-
high-distrust) noted the same issue: “I have had short writing assignments 
in my courses, and when I grade them I see the same language over and over 
again (ChatGPT likes to delve and use the verb boast).”

These findings reflect deep pedagogical concerns about the broader 
educational implications of GenAI, underscoring the need to carefully 
consider how these tools are integrated into learning environments to 
support rather than hinder student development.

5.1.5. Additional burdens on faculty
It is also important to recognize how GenAI poses challenges that 

extend faculty responsibilities as we consider its broader impact on 
students’ learning, particularly concerning academic integrity and criti-
cal thinking. Instructors in our study explained that their concern about 
student reliance on GenAI leads to the additional burdens faced by 
instructors, who must adapt their assessment methods and manage in-
creased workloads to maintain academic standards. P20 (low-trust-high-
distrust) explained,

“I hate that I now have to spend additional time grading, trying to test 
whether written assignments were generated with AI. The built-in plagia-
rism software in Blackboard is already hot garbage ... This adds time 
and burden to what everyone already agrees is the worst part of teach-
ing.” (P20, low-trust-high-distrust)

The challenge of fair assessment is exacerbated by the varied ability 
of students to use GenAI tools effectively, as noted by P149 (low-trust-
high-distrust):

“Inability to evaluate students fairly when GenAI tools are used; as stu-
dents do not receive any institutional training/education on how to e!ec-
tively use these tools, it means that some students will be naturally adept 
at using them while others will fall behind due to lack of access/train-
ing/practice.” (P149, low-trust-high-distrust)

These insights suggest the additional responsibilities and challenges 
that instructors face as GenAI becomes more prevalent in academic 
settings, highlighting the need for institutional support and policy ad-
justments to address these emerging issues effectively. However, the 
concerns remain among educators that institutional policy could poten-
tially influence their current practice, as P53 (high-trust-high-distrust) 
mentioned, “I actually worry that the efficiencies it creates will allow ad-
ministrators to put larger numbers of students in classes, create expectations 
about AI feedback on assignments, and reduce the real connection between 
faculty and students.” P63 (high-trust-high-distrust) articulated that any 
constraints placed on GenAI by institutions could inadvertently result in 
covert discrimination against individuals with disabilities:

“I worry that faculty, sta! and students with disabilities are being told on 
certain university syllabus that they can’t use AI when that is how they 
got to the university in the first place! It would be distressing if the need 
to use AI were somehow made more difficult to obtain, like Zoom was 
before the pandemic.” (P63, high-trust-high-distrust)
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5.2. Trust in GenAI for teaching and learning

In addition to various ways of distrusting GenAI among our partic-
ipants, we also discuss how instructors in our study elaborate on their 
trust formation.

5.2.1. Believing GenAI in transforming educational practices
High trust in GenAI among some instructors in our study is 

characterized by a strong belief in its essential role and transfor-
mative potential within educational practices. Participants who held 
high trust emphasized GenAI’s substantial advantages and viewed its 
integration as critical to the evolution of education. For example, partic-
ipant P174 (high-trust-low-distrust) compared the emergence of GenAI 
to other important technological advancements:

“My major interaction with students is in the context of advising them on 
their graduate school research. Generative AI is a revolutionary change 
akin to the wide availability of libraries, computers, and the internet for 
exploring new topics. Not adapting to use AI to its full potential is as 
misguided as not using libraries, computers, or the internet.” (P174, high-
trust-low-distrust)

The quote from P174 indicates great confidence in the transformative 
capabilities of GenAI, equating its impact on education to that of histor-
ical technological advancements, such as libraries, computers, and the 
internet. This comparison suggests a strong belief in the necessity and 
inevitability of integrating GenAI into educational practices.

5.2.2. “Trust, but verify”
While high trust among our participants indicates their enthusiasm 

for the broad adoption of GenAI, many adopted a “trust, but verify”
approach in using GenAI for instructional tasks. For example, P57 
(high-trust-high-distrust) described a balanced use of GenAI for data 
gathering and verification to increase accuracy:

“I have asked ChatGPT to collate simple factual data for some topics, 
such as summarizing demographic information from census data, and 
used that in class. I have verified the accuracy of some requests (sub-
sampled) to check the accuracy and for many simple questions, ChatGPT 
does a good job.” (P57, high-trust-high-distrust)

P57’s quote suggests a sense of calibrated trust involving a thought-
ful and balanced approach to integrating GenAI in educational settings, 
where instructors carefully consider both the benefits and limitations of 
GenAI.

In addition to content verification, seeking additional resources to 
supplement learning can be seen as another manifestation of calibrated 
trust. P140 (high-trust-high-distrust) commented:

“When we plugged in a Lesson Plan prompt, AI gave us a ‘skeleton’ plan 
that kickstarted our thinking and planning–but we still had to gather the 
resources for students to use to learn.” (P140, high-trust-high-distrust)

P140 described a practice in which instructors did not fully use the con-
tent provided by GenAI; instead, they used it as a reference and made 
improvements based on it. This adaptive strategy was especially bene-
ficial in educational contexts, where the extensive teaching responsibil-
ities can be mitigated by effectively harnessing GenAI enhancements.

5.2.3. Guiding students to critically engage with GenAI to build calibrated 
trust

Instructors also play an important role in guiding students on 
how to effectively use GenAI to embrace a judicious and balanced 
approach to enhancing learning outcomes. They encourage students 
to critically engage with GenAI, emphasizing its role as a supplemen-
tary tool for learning enhancement rather than a replacement for tradi-

tional educational methods. For example, P108 (high-trust-low-distrust) 
highlighted how their students effectively adapted GenAI to accomplish 
tasks, yet they still required manual intervention to improve the accu-
racy and quality of the results:

“My students are currently using GenAI as a part of their work to summa-
rize thousands of PDF documents (reports). In order to assess how well 
the GenAI model is working, for a subset of the reports, they have also 
done the process manually.” (P108, high-trust-low-distrust)

While students independently used GenAI appropriately on their own, 
instructors in our study also actively took steps to cultivate a calibrated 
trust in GenAI to support their learning. For example, P161 (high-trust-
high-distrust) described their practice of encouraging students to cus-
tomize GenAI-powered applications to facilitate an ongoing optimiza-
tion of their interactions:

“I asked my students to create a custom GPT to help them study for class. 
The results forced the students to think about what information the GPT 
needed to be helpful. It also forced the students to revise their queries until 
they got better results.” P161 (high-trust-high-distrust)

In P161’s case, as students evaluated GenAI responses and refined their 
queries to achieve better outcomes, they also engaged in verifying these 
outcomes, thereby experiencing the process of calibrating their trust in 
the technology.

Moreover, P125 (high-trust-high-distrust) pointed out that the pre-
cision of prompts is crucial when using GenAI, particularly in code 
generation, as vague or illogical inputs often result in irrelevant out-
puts. Students should thoroughly understand both the functions and the 
logic behind the generated code before effectively incorporating it into 
their projects:

“The GenAI tool did a great job of creating code, but the students needed 
to look up the functions to understand what was being done. Without 
understanding the suggested code, it was not possible for students to incor-
porate it into their work. Further, the writing of the prompt was actually 
the writing of the pseudocode, which requires students to organize their 
thoughts precisely. When pseudocode (prompt) is not specific (and de-
tailed) it generates irrelevant code.” (P125, high-trust-high-distrust)

Summary of results: Collectively, our qualitative findings reveal var-
ious manifestations of instructors’ distrust of GenAI. Key concerns in-
clude the social justice implications of GenAI-generated content and 
the potential for a digital divide, where less-equipped, time-constrained 
students might misuse the technology. Instructors also expressed appre-
hensions about the environmental and sustainability issues linked to the 
significant resource demands of GenAI. Additionally, our participants 
expressed ethical and pedagogical concerns, as well as the additional 
burdens put on instructors, such as spending additional time on plagia-
rism detection for AI-generated content.

Turning to trust, our findings reveal that instructors in our study 
have shown high trust as they had a strong belief in the capabilities of 
GenAI in teaching and learning. Many instructors in our study adopted 
a “trust, but verify” approach, thoughtfully integrating GenAI to com-
plement and enhance traditional teaching methodologies, which helped 
align with their pedagogical goals. Moreover, instructors play an essen-
tial role in helping their students build calibrated trust through practical 
engagement (e.g., creating customized GenAI-powered tools) to help 
students understand the capabilities and limitations of GenAI. 
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Table 4
Summary of main themes regarding instructors’ trust and distrust in GenAI.
Theme Description Example Quote
Distrust in GenAI for Teaching and Learning 
Blind distrust in GenAI Instructors expressing distrust without 

direct experience or explicit reasons
“Generative AI does not belong here and we absolutely 
should not be integrating it.” (P31)

Concerns surrounding social 
justice issues

Worries that GenAI may reinforce biases, 
inequities, and copyright issues

“We are very concerned about ... these platforms erase 
di!erences of dialect ... reinforce dominant norms about 
gender, race, and class.” (P132)

Concerns about environmental 
and sustainability

Awareness of the high resource 
consumption of GenAI

“Given the energy and water uses of GenAI, how can we 
justify using them in the classroom? ... using GenAI is 
detrimental to humans and environment.” (P45)

Ethical and pedagogical concerns Fears of misuse (plagiarism, 
undermining critical thinking) and the 
homogenization of student work

“If AI can do the assignment, what is the point of giving 
that assignment?” (P124)

Additional burdens on faculty Instructors face extra workload in 
detection, grading, and accommodating 
policy changes

“I hate that I now have to spend additional time grading, 
trying to test whether written assignments were generated 
with AI.” (P20)

Trust in GenAI for Teaching and Learning 
Believing GenAI in transforming 

educational practices
High-trust instructors view GenAI as a 
transformative technology for education

“Generative AI is a revolutionary change akin to the wide 
availability of libraries, computers, and the internet.”
(P174)

“Trust, but verify” Calibrated trust that involves verification 
of AI-generated content

“I have asked ChatGPT to collate simple factual data ... I 
have verified the accuracy ... for many simple questions, 
ChatGPT does a good job.” (P57)

Guiding students to critically 
engage with GenAI

Encouraging students to refine prompts, 
verify results, and integrate outputs 
thoughtfully

“I asked my students to create a custom GPT to help them 
study ... it forced the students to revise their queries until 
they got better results.” (P161)

6. Discussion

Our survey results revealed instructors’ GenAI experiences and prac-
tices, as well as trust and distrust in GenAI for teaching and learning. 
Based on our findings, we discuss several design implications to support 
trust calibration in GenAI for teaching and learning among instructors 
and students, calling for more empirical studies and evidence-based ad-
justments to examine the future interventions on faculty trust in GenAI, 
as well as providing directions for institutional-level to enhance GenAI 
literacy among faculty.

6.1. Instructor practices of GenAI in higher education & pedagogical 
implications

Our findings collectively suggest that while instructors have a rea-
sonably high level of familiarity and positive intent toward GenAI in 
general (e.g., including it in their syllabi and discussing its ethical im-
plications), their actual usage for everyday instructional tasks remains 
low. Tension emerges around exam settings, where a large majority of 
instructors still prohibit GenAI use, indicating concerns about academic 
integrity or uncertainty about how to govern AI-assisted assessment. 
Moreover, many instructors believe that both the institution and stu-
dents need more structured support to develop GenAI competencies—
yet nearly half feel they lack clarity on how to integrate GenAI effec-
tively in class, revealing a gap between theoretical acceptance of GenAI’s 
potential and practical readiness to leverage it fully. Our results high-
light an opportunity for targeted training, policy guidance, and best-
practice sharing to help educators align their enthusiasm for GenAI’s 
transformative promise with concrete, effective classroom adoption.

Our findings also mirror those of other GenAI surveys in diverse 
cultural contexts. In Bulgaria, for example, approximately 40% of sur-
veyed instructors (Kiryakova & Angelova, 2023) indicated they would 
use GenAI to create exercises and quizzes, similar to what we observed. 
Meanwhile, other U.S.-based studies (Ghimire et al., 2024; Amani et al., 
2023) reported higher overall rates of GenAI use, potentially reflect-
ing disciplinary differences: while our institution focuses primarily on 
the liberal arts, these other studies included more instructors from engi-

neering and technical disciplines. As a result, the extent to which GenAI 
becomes a routine classroom tool may hinge on its alignment with a 
field’s pedagogical goals, suggesting that future research should explore 
how academic disciplines and institutional priorities affect instructors’ 
willingness and ability to incorporate GenAI.

Additionally, it is worth noting that most of the surveys to which we 
compared our findings were conducted in 2023, either explicitly stated 
or inferred through publication timelines. Given how rapidly GenAI con-
tinues to evolve, such timing differences may limit direct comparisons. 
We, therefore, recommend that future survey-based studies prominently 
report their data-collection dates (ideally in their abstracts or methods 
sections), to help researchers and readers contextualize results within 
the ever-shifting GenAI landscape.

From a pedagogical standpoint, our findings suggest that many in-
structors see GenAI as a potentially powerful enhancement to classroom 
activities, beyond simply providing feedback or generating illustrative 
examples, and recognize its capacity to enrich students’ critical think-
ing, creativity, and engagement. For example, some instructors in our 
study envision GenAI-based assignments in which students compare AI-
generated solutions with their own work to identify gaps or biases, 
thereby developing higher-order analytical skills. However, incorporat-
ing such practices can be complex: instructors might need to adjust tra-
ditional assessment criteria to account for AI-generated content, as well 
as ensure that students cultivate a discerning mindset when interacting 
with AI tools. Realizing GenAI’s pedagogical promise calls for a shift 
in teaching methods, from merely transmitting information to facilitat-
ing critical engagement with AI-generated resources, while maintaining 
rigorous standards for learning outcomes and fairness.

6.2. Supporting calibrated trust in GenAI among instructors

Our study has illuminated the landscape of trust and distrust in 
GenAI among instructors in higher education. We found that trust in 
GenAI is not merely the absence of distrust but a multifaceted sentiment 
shaped by a variety of factors, including familiarity with technology, 
pedagogical alignment, and ethical considerations. Instructors in our 
study who exhibited high trust in GenAI appreciated its potential to 
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enhance teaching effectiveness and student engagement, often using a 
cautious yet optimistic “trust, but verify” approach to integrate these 
tools into their pedagogical practices. And yet, distrust was manifested 
by concerns over GenAI’s potential to undermine academic integrity, 
propagate biases, and exacerbate the digital divide. Our findings indi-
cate the complexity of trust dynamics in educational technology and 
highlight the need for tailored strategies to cultivate a balanced under-
standing and application of GenAI in teaching and learning environ-
ments.

From a theoretical perspective, our results resonate with extended 
models of technology acceptance (e.g., the Technology Acceptance 
Model, TAM (Davis et al., 1989)), wherein perceived usefulness and per-
ceived ease of use are key drivers of adoption. While instructors who 
perceive GenAI as beneficial (usefulness) and straightforward to inte-
grate (ease of use) may display higher trust, concerns over ethical or 
pedagogical misalignment—akin to distrust—can dampen acceptance. 
These insights suggest that fostering trust in GenAI requires addressing 
not only usability and effectiveness but also the broader social, ethical, 
and disciplinary contexts within which teaching unfolds. At the same 
time, instructors play a critical role in helping students calibrate their 
trust in GenAI, guiding them to form appropriate levels of trust and dis-
trust. The guidance not only supports students’ ability to engage with 
GenAI effectively, but also strengthens the interpersonal trust between 
instructors and students (Niedlich et al., 2021), which is fundamental 
to enhancing educational development (Corrigan et al., 2010; Brion-
Meisels, 2015).

6.2.1. Designing platforms to Foster (dis)trust calibration among instructors
Prior work has started looking into approaches for trust calibration 

in AI, recognizing the importance of supporting calibrated trust to help 
users engage with AI appropriately. Various interventions have been ex-
plored to foster trust calibration, such as displaying confidence scores 
that indicate the likelihood of a model’s outputs being correct to end 
users (Zhang et al., 2020), and designing adaptive monitoring systems 
that visually prompt users to calibrate their trust when over-trust or 
under-trust is detected during human-AI collaboration (Okamura & Ya-
mada, 2020). Additionally, efforts in explainable AI aim to improve the 
trustworthiness and transparency of AI, enabling users to adjust their 
trust based on a clearer understanding of AI models’ decision-making 
process (Sun et al., 2024). Collectively, these interventions seek to cre-
ate a more balanced and informed trust relationship between humans 
and AI by supporting trust calibration. However, work that focuses on 
tailoring trust calibration mechanisms, specifically for instructors in 
higher education settings, is sparse. Related interventions in education 
have been primarily designed to support the student population, aim-
ing to help students shape an “appropriate” level of trust to avoid blind 
trust. Yet, leaving the trust calibration among instructors behind could 
lead to adverse outcomes (Faranda, 2015). For example, without proper 
calibration mechanisms, instructors might either over-rely on these tech-
nologies without critical assessment (due to blind trust), or underutilize 
these powerful tools due to unjustified skepticism.

We propose some design implications to cultivate calibrated trust 
among instructors. For example, it would be interesting to explore how 
interactive platforms can be designed to enable instructors to exper-
iment with GenAI tools within their specific teaching contexts. For 
example, when framed within TAM, the “perceived ease of use” di-
mension could be enhanced through user-friendly interfaces and guided 
modules, while “perceived usefulness” might be boosted by showcas-
ing data-driven improvements to student engagement and learning out-
comes. Indeed, some existing platforms (MagicSchool, 2024; Eduaide.ai, 
2024) suggest the potential of applying AI-driven insights in teach-
ing by providing tailored resources and functionalities for educational 
contexts while primarily targeting schools instead of university-level 
instruction. These platforms typically include simulation environments 
where instructors can observe the effects of GenAI integration on stu-
dent engagement and learning outcomes in real-time. The idea is that 

the instructors can iteratively adjust and refine their use of GenAI, fos-
tering a deeper understanding and trust in the technology. In this case, 
experimentation with GenAI tools could also be used to provide in-
structors with data analytics capabilities, and real-time insights into 
how GenAI affects teaching efficacy and student learning, allowing in-
structors to make data-driven decisions about integrating technology 
into their classrooms. Example interventions might include tracking the 
usage and outcomes of GenAI applications and correlating them with 
student performance to highlight effective practices and areas needing 
adjustment.

Furthermore, future design may explore features such as the “tell 
your story” function, inspired by our showcased use cases where instruc-
tors in our study reflect on their use of GenAI in practice. Storytelling 
in educational contexts has been shown to be effective in enhancing 
reflective teaching practices (Hensel & Rasco, 1992). In the context 
of GenAI teaching, new platform design can draw upon learning the-
ories such as constructivism (i.e., constructing one’s own knowledge 
through experiences and social interaction, rather than passively receiv-
ing knowledge) (Cobern, 1993) to facilitate educators in sharing their 
personal narratives. Such platforms could allow educators to share their 
personal narratives about their interactions with GenAI tools and pro-
vide both reflective insights and practical feedback on applying GenAI 
tools in education.

6.2.2. Experimental studies and evidence-based adjustments to examine 
(dis)trust dynamics

To effectively build and assess faculty trust in GenAI, more research 
is needed to conduct empirical studies to understand the dynamics of 
trust development among instructors. For example, future work can 
explore how different forms of training, support, and GenAI tool im-
plementation affect faculty perceptions and acceptance, in addition to 
the current focus on assessing the effectiveness of interventions on stu-
dents (Amoozadeh et al., 2024). Research could involve controlled tri-
als where faculty members are exposed to various scenarios of GenAI 
use, including but not limited to the context of higher education, with 
systematic variations in training intensity, support levels, and the com-
plexity of GenAI tasks. Leveraging on prior work on measuring changes 
in trust levels before and after interventions in other fields (Zhang et 
al., 2020; Okamura & Yamada, 2020), work that focused on trust in 
GenAI in teaching and learning among instructors could provide addi-
tional insights into what factors may most and least significantly impact 
faculty trust, as well as to identify strategies to support trust calibra-
tion among faculty. Moreover, future work may investigate TAM-based 
metrics (e.g., perceived usefulness, perceived ease of use, intention to 
adopt) alongside trust measures to help disentangle how classic accep-
tance factors align or conflict with instructors’ underlying levels of trust 
and distrust in the context of GenAI.

6.2.3. Institutional support and training programs to enhance GenAI 
literacy

At the institutional level, providing support through tailored training 
programs is critical to build calibrated trust among instructors and en-
hancing GenAI literacy, as our results show that familiarity with GenAI 
concepts significantly correlates with trust. Indeed, institutions have 
been exploring how training programs can be specifically designed to 
enhance faculty understanding of GenAI. For example, more advanced 
universities may provide detailed guidelines and GenAI sandboxes for 
instructors to experiment with (Harvard University, 2024), while others 
may offer only basic instructions and suggestions (University, 2024). 
Many institutions, however, are still grappling with the uncertainties 
surrounding the effective integration of these technologies into their 
curricula (Luo, 2024). This disparity is further amplified by differences 
in resources and subject focus among universities, with well-funded in-
stitutions or those with expertise in related fields offering more robust 
support and gaining a competitive edge.
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A related challenge is to develop metrics and gather feedback that 
can guide the continuous improvement of training programs and GenAI 
tools. This process should involve not only quantitative measures, such 
as survey data and usage statistics, but also qualitative feedback from 
faculty about their experiences and concerns. Such a feedback loop will 
enable institutions to iteratively refine their strategies and better align 
GenAI adoption and integration with faculty needs and institutional 
goals. Considering the contextual factors unique to different institutions 
is vital. Factors such as institutional culture, faculty demographics, and 
prior exposure to technology can influence the effectiveness of GenAI 
integration strategies (Andreadis et al., 2024; Bodani et al., 2023).

One pedagogical implication is that GenAI literacy training should 
extend beyond technical knowledge to include critical pedagogy, ethics, 
and reflective teaching practices. By offering a culturally tailored cur-
riculum that includes practical skill-building and theoretical underpin-
nings of AI, institutions may better promote “calibrated trust” that al-
lows faculty to confidently incorporate GenAI into their pedagogy while 
maintaining rigorous standards of academic integrity and quality. We 
believe that by focusing on evidence-based strategies to foster calibrated 
(dis)trust, educational institutions can create a more supportive ecosys-
tem for faculty, which could help their confidence in using GenAI tech-
nologies while safeguarding academic integrity and pedagogical quality.

6.2.4. Exploring the nuances of “blind distrust”: context-specific trust and 
distrust in GenAI

Recall that some instructors in our study expressed a sense of strong 
distrust towards the use of GenAI, specifically in higher education con-
texts; it is worth reflecting that it might be that such a sense of distrust 
is situated in particular aspects, rather than a blanket distrust of GenAI 
technology as a whole. Furthermore, while our proposed strategies to 
cultivate calibrated trust are aimed at those already somewhat open to 
GenAI, they might not adequately address the concerns of those with 
long-established distrustful or overly trusting views. These individuals 
may be less likely to engage with materials that challenge their pre-
conceptions. Future research may consider focusing on these extremes 
of trust (and distrust). Understanding these nuanced attitudes toward 
GenAI could reveal the underlying factors driving blind distrust that 
might be rooted in ideological disputes (Apple et al., 2009), includ-
ing power and control dynamics within educational and societal con-
texts (Selwyn, 2013).

6.3. Ethical considerations in GenAI-enabled higher education

Our results reveal that several instructors, such as P8 and P45, had 
some concerns about GenAI’s environmental impacts, especially its high 
energy and water usage. These findings align with broader research 
on the extensive computational resources needed to train and deploy 
advanced AI models (Hoffmann et al., 2022; McDonald et al., 2022). 
Recent studies warn that GenAI’s growth could one day rival the energy 
consumption of entire nations (Crawford, 2024), prompting educators 
and administrators to reexamine whether the benefits of these technolo-
gies justify their substantial carbon footprints (Crawford, 2021). The 
environmental impacts of GenAI suggest that equipping learners with 
a deeper understanding of GenAI’s resource demands may be critical, 
both inside and outside the classroom.

Furthermore, concerns over GenAI’s sustainability also intersect with 
social justice issues, as communities that already suffer environmental 
disadvantages stand to be disproportionately harmed (Birhane, 2021). 
When institutions that prize eco-friendly initiatives rapidly scale up 
GenAI use, they may inadvertently perpetuate inequities in regions with 
fewer resources to support such infrastructure. Such tension becomes es-
pecially stark on campuses that simultaneously champion green agendas 
and celebrate AI-driven advancements. Allowing GenAI to flourish with-
out acknowledging its ecological repercussions risks not only tarnishing 
institutional commitments to sustainability but also further alienating 
vulnerable groups.

To reconcile GenAI’s promise with these complex ethical challenges, 
higher education institutions might adopt multi-pronged strategies. 
For example, they may strengthen formal policies that explicitly link 
AI initiatives to sustainability goals, potentially partnering with tech 
providers that prioritize greener computing practices (Strubell et al., 
2020). Second, educators can explore lower-resource AI solutions, such 
as model distillation (Gou et al., 2021) and edge computing (Cao et al., 
2020), which may reduce energy consumption without sacrificing per-
formance (Xu et al., 2024). Finally, institutions may need to promote 
targeted training and awareness campaigns so that faculty and students 
can recognize how choices around AI usage, platform selection, model 
size, and frequency of queries translate into environmental impacts. By 
doing so, these measures may help the academic community work to-
ward bridging the gap between technological innovation and equitable, 
environmentally mindful practices.

7. Limitations

While our empirical study offers valuable insights into instructors’ 
current practices, perceptions, and varying levels of trust and distrust to-
ward GenAI in higher education, it comes with several limitations. First, 
the generalizability of our findings is constrained by the sample size, po-
tentially limiting their applicability in different countries or educational 
contexts. Future research should include diverse stakeholders and edu-
cational settings, such as K-12 and other sociocultural contexts, to gain 
a more comprehensive understanding of GenAI’s impact on education. 
Furthermore, the cross-sectional design of our survey—capturing a sin-
gle moment in time without longitudinal tracking—restricts our ability 
to ascertain how instructors’ attitudes and uses of GenAI may evolve. 
More studies are needed to investigate these changing dynamics and 
explore the long-term implications of GenAI in education.

8. Conclusion

Through a survey study with 178 participants from a single U.S. 
university, this study examines how trust and distrust in GenAI are man-
ifested among instructors in higher education. Our findings reveal that 
while many instructors considered themselves familiar with GenAI, their 
actual direct experiences with and application of GenAI in educational 
tasks are limited. Moreover, we observed that trust and distrust among 
instructors, though related, were distinct concepts that can co-exist, of-
fering a nuanced understanding of (dis)trust dynamics in GenAI. Thus, 
future research should closely examine the constructs of not only trust 
but also distrust in GenAI in order to fully understand their implications 
and interrelations. Moreover, our findings showcase the variety of fac-
tors that could contribute to trust and distrust formation around GenAI, 
though some cases indicate a sense of blind distrust. Many instructors in 
our study took “trust, but verify” approaches, allowing for the develop-
ment of calibrated trust and distrust in both their own and their students’ 
use of GenAI. Moving forward, it is essential to develop strategies and 
interventions that not only cultivate calibrated trust among educators 
but also address the root causes of distrust, promoting a balanced and 
ethical integration of GenAI into educational practices.
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Appendix A. Codebook

A.1. Theme 1: GenAI usage

Description: This theme captures the surveyed instructors’ current practices, experiences, and perspectives regarding the use of GenAI in their 
teaching (Table 5). 

Table 5
Codes under Theme 1: GenAI Usage.
Code Description Key Characteristics Example Quotes
GenAI Policy Refers to surveyed instructors’ current 

implementation of GenAI-related practices in 
their classes or their views on how policies 
governing GenAI use should be formulated.

Perspectives on integrating, restricting, or 
banning GenAI use, and clearly defined rules or 
practices concerning GenAI use in coursework.

“I forbid its use in my classes and therefore 
consider its use a violation of the honor code.”
(P79)

Use Case Refers to surveyed instructors’ current usage 
of GenAI for their own educational purposes 
or observed usage by students in academic 
settings.

Instructors’ or students’ use of GenAI in tasks like 
creating materials, solving problems, or 
enhancing learning experiences.

“I sometimes design homework/test problems 
using ChatGPT.” (P12)

Negative 
Example

Refers to instances where GenAI use is 
perceived as problematic, such as 
undermining academic integrity or leading 
to misuse.

Cases of cheating, plagiarism, or other unethical 
uses of GenAI in academic contexts.

“Students use ChatGPT to write essays, which 
frequently get bad grades anyway because they 
don’t follow the prompt.” (P23)

A.2. Theme 2: impact of GenAI

Description: This theme explores the surveyed instructors’ concerns about how GenAI affects students and instructors (Table 6).

Table 6
Codes under Theme 2: Impact of GenAI.
Code Description Key Characteristics Example Quotes
Originality & 
Creativity

Refers to concerns that GenAI usage may 
diminish students’ originality, individuality, 
and creative skill development in academic 
work.

Issues related to the loss of personal expression 
and reliance on GenAI lead to generic or 
homogenized outputs and hinder students’ ability 
to develop creative problem-solving and writing 
skills independently.

“The use of AI to write papers and complete 
assignments, which prevent the students from 
learning and improving their writing.” (P29)

Integrity Refers to concerns about the ethical 
implications of GenAI usage, including its 
potential to facilitate academic dishonesty.

Issues related to cheating, plagiarism, or 
violations of academic integrity policies.

“I am concerned about students cheating in 
classes.” (P65)

Over-
Reliance

Refers to concerns about students becoming 
overly dependent on GenAI, thereby missing 
opportunities for independent learning and 
skill development.

Issues related to students substituting personal 
effort and critical thinking with GenAI assistance.

“Students rely too heavily on it and do not take 
the time to critically evaluate the sources even 
though I teach them how to do this in class.”
(P31)

Mental 
Health

Refers to the emotional and psychological 
challenges instructors or students experience 
in adapting to GenAI technologies, including 
stress, anxiety, and feelings of being 
overwhelmed.

Issues related to the pressure to adapt teaching 
practices, concerns about falling behind in 
technological understanding, and the need for 
support in navigating GenAI integration.

“I am not able to adapt quickly enough. I know 
my students are ahead of me on this. I would 
like to use Gen AI to set higher standards but it 
means a huge overhaul of how I teach. I need 
help because I don’t even know what is 
possible.” (P131)

https://osf.io/gve2s/?view_only=ad97f7079ef543d6894f68349ee03ae9
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A.3. Theme 3: perspectives on GenAI

Description: This theme captures the surveyed instructors’ perspectives on GenAI models, including their ethical, legal, and practical implications
(Table 7).
Table 7
Codes under Theme 3: Perspectives on GenAI.
Code Description Key Characteristics Example Quotes
Copyright Refers to concerns regarding the ethical and legal 

implications of GenAI models being trained on 
copyrighted materials without proper 
permissions.

Issues related to intellectual property 
infringement, unauthorized use of scholarly or 
artistic works, and potential violations of 
copyright laws.

“Among other things, the models were built by 
infringing the intellectual property of scholars 
and artists including faculty on our own 
campus.” (P19)

Misinfo Refers to concerns about GenAI producing and 
presenting inaccurate or false information, 
potentially misleading students and undermining 
their learning.

Issues related to the generation of 
misinformation, the authoritative tone of 
incorrect responses, and the impact on students’ 
trust in reliable information sources.

“Gen AI provides false information in a 
confident tone and is dangerous for student 
learning.” (P35)

Opposition Refers to strong resistance or rejection of the use 
of GenAI in academic settings, except in cases 
where it is the explicit subject of study.

Explicit disapproval of GenAI usage by students 
or faculty, concerns about its appropriateness in 
educational contexts, and calls for restrictions on 
its use.

“I am opposed entirely to the use of Gen AI, full 
stop, as a tool by students and faculty outside of 
contexts where Gen AI itself as a technological 
phenomenon is being studied.” (P16)

Environment Refers to concerns about the environmental 
impact of GenAI, particularly its high energy 
consumption and contribution to carbon 
emissions.

Issues related to the ecological footprint of 
training and running GenAI models, including 
energy use, sustainability, and institutional 
responsibility.

“I also think as a campus we need to grapple 
with the massive environmental toll of 
Generative AI.” (P20)

Human Rights Refers to concerns about the ethical implications 
of GenAI, including the exploitation of labor and 
other hidden costs associated with training these 
models.

Issues related to fair labor practices, ethical 
treatment of workers involved in the data labeling 
process, and raising awareness about the human 
costs behind GenAI technologies.

“Teaching everyone a better understanding of 
what these models actually can and cannot do, 
as well as of their hidden costs (... exploiting 
workers in the training process...), would be 
very valuable.” (P8)
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