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Cell-state transitions and density-dependent
interactions together explain the dynamics
of spontaneous epithelial-mesenchymal heterogeneity

Paras Jain,'? Ramanarayanan Kizhuttil,> Madhav B. Nair,® Sugandha Bhatia,* Erik W. Thompson,®
Jason T. George,?4* and Mohit Kumar Jolly'7-*

SUMMARY

Cancer cell populations comprise phenotypes distributed among the epithelial-mesenchymal (E-M) spec-
trum. However, it remains unclear which population-level processes give rise to the observed experi-
mental distribution and dynamical changes in E-M heterogeneity, including (1) differential growth, (2)
cell-state switching, and (3) population density-dependent growth or state-transition rates. Here, we
analyze the necessity of these three processes in explaining the dynamics of E-M population distributions
as observed in PMC42-LA and HCC38 breast cancer cells. We find that, while cell-state transition is
necessary to reproduce experimental observations of dynamical changes in E-M fractions, including
density-dependent growth interactions (cooperation or suppression) better explains the data. Further,
our models predict that treatment of HCC38 cells with transforming growth factor B (TGF-B) signaling
and Janus kinase 2/signal transducer and activator of transcription 3 (JAK2/3) inhibitors enhances the
rate of mesenchymal-epithelial transition (MET) instead of lowering that of E-M transition (EMT). Overall,
our study identifies the population-level processes shaping the dynamics of spontaneous E-M heteroge-
neity in breast cancer cells.

INTRODUCTION

Tumor heterogeneity still remains a major challenge in treating cancer. Population-level heterogeneity manifests as the occurrence of distinct
cellular phenotypes resulting from genetic and non-genetic variability among single cells. While extensive genome-level characterization of
many cancer types has identified driver mutations and directed the development of targeted drugs to contain tumor size, the emergence of
resistance and tumor relapse is an ever-present threat. Drug-resistant populations emerge under evolutionary pressures that ultimately select
for slowly proliferating pre-existent resistant cells or acquired resistance.’ Recent empirical evidence has suggested that both pre-existent
and acquired resistance can be found even in clonal populations with cells having identical genetic backgrounds.” Non-genetic heterogeneity
and its consequent resistance therefore further complicate our understanding given the diversity of levels (proteome, metabolome) and
cellular processes (epithelial [E]-mesenchymal [M] transition, oxidative phosphorylation/glycolysis, stem cell/non-stem cell) at which cells
can manifest epigenetic (non-genetic) differences.’

Switching among E and M states represents one canonical example of non-genetic cellular heterogeneity and has been reported in em-
bryonic development, wound healing, and diseased states, including fibrosis and cancer metastasis. The switches among E-M states have
been shown to occur by mutual interaction between several regulatory players and signaling pathways.*” Further, single-cell characterization
atthe transcriptome and chromatin levels has revealed the extent of E-M transitions (EMTs) and M-E transitions (METs) in response to different
concentrations of growth factors and the duration of their exposure.“® Apart from molecular characterization of EMT and MET, few popu-
lation-level studies evaluated E-M state composition of cancer cells and their corresponding changes over time. The E and M cells are found
to be distributed in variable fractions across distinct cell lines, even within the same cancer type. For example, luminal-like and claudin-low
breast cancer cell lines were shown to be composed of a majority of epithelial and mesenchymal cells, while basal-like cell lines were enriched
in cells co-expressing E and M markers.” The phenotypic composition of E-M cells can also change in experiments tracking clonal populations
of single cells derived from a parental cell line.'” Similarly, the PMC42-LA breast cancer cell line exhibits a stable composition (80:20 ratio of
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E:M cells); however, its parental cell line PMC42-ET is M cell F:»redominant.”'12 Consequently, this variability necessitates a more detailed
framework capable of explaining such differences, yet the mechanisms determining phenotypic composition at a population level and its
dynamical evolution currently remain unknown.

Experimental evidence suggests temporally varying E-M cell fractions when E-M populations are either isolated or mixed in different propor-
tions.”'*"" E, M, and hybrid E/M subpopulations (using canonical E-Cadherin and Vimentin levels) were simultaneously observed in castration-
resistant metastatic prostate cancer cell lines.'® Inhibition of HMGA2 destabilized M phenotypic state and reduced E-M transition thereby
lowering down the proportion of M cells in the population. Similarly, in HCC38 breast cancer cells, the phenotypic composition of E-M cells
in the population was found to influence the extent of EMT and/or MET. Further, the inhibition of the transforming growth factor B (TGF-B)
signaling pathway and blocking of JAK2/3 diminished the effects that the M cells had on EMT. Thus, the authors suggested that cell-cell commu-
nication was at least partly responsible for influencing cell-state transitions at the population level. Unfortunately, however, the aforementioned
studies did not explicitly report the growth rates of E-M cell populations in each scenario, thus missing out inadvertently on contributions of
different growth rates on E-M heterogeneity dynamics. Measuring any change(s) in growth rates is crucial for two reasons: (1) growth rate differ-
ences among subpopulations impact the population-level composition'>'¢ and (2) EMT is also known to slow down cell proliferation,'”"'® and,
thus, inhibition of EMT may not only reduce cell-state transition but may increase the proliferation rate.'” Therefore, the relative contribution of
various interconnected cell-autonomous and non-cell-autonomous effects on population dynamics of EMT and MET remains poorly understood.

Here, we investigated which population-level processes are necessary to explain the experimentally observed time course data on spon-
taneous emergence of E-M heterogeneity in PMC42-LA and HCC38 breast cancer lines including (1) differential growth rates, (2) cell-state
transitions, >?°?? and (3) cell-cell communication via modulating either growth or cell-state-transition rates.””*?® We compared a number
of distinct mathematical models combining one or more of the above cellular processes according to their goodness of fit to the experimental
data, while optimizing model parameterization restricted to biologically relevant ranges. Applying the information theoretic-based corrected
Akaike information criteria (AlCc) to select the best-fit model, we found that including E-M cell-state transitions was necessary, albeit at slow
rates, to explain the emergence of dynamic E-M heterogeneity observed in both PMC42-LA and HCC38 cells. Further, on incorporating cell-
state transitions, the models having population density-dependent growth rates were better in explaining the data than the models with pop-
ulation density-dependent cell-state-transition rates. The diminished role of cellular interactions influencing cell-state transitions was substan-
tiated by fitting TGF-B and JAK2/3 inhibitor treatment data as well. We performed uncertainty analysis of models in explaining the data by
commenting on their false-positive selection due to noisy experimental data and sensitivities to the initial proportion of E and M cells in the
experiments. Lastly, we devised a selection criterion to identify the next most informative time points for which future experimental data will
optimally improve the identifiability (95% confidence bounds) of the estimated best-fit model parameters. Overall, our results demonstrate
how phenotypic heterogeneity in breast cancer cells emerges as a consequence of cell-state transitions together with the influence of het-
erogeneous subpopulations on each subpopulation’s growth rate.

RESULTS
Cell-state transitions are necessary for explaining spontaneous EMP in PMC42-LA breast cancer cells

Recent experiments reported that PMC42-LA breast cancer cells exhibited an 80:20 ratio of E and M subpopulations based on epithelial
cell adhesion molecule (EpCAM) levels (EpCAMMSM and EpCAM', respectively).'? When both subpopulations were isolated and cultured inde-
pendently, they recapitulated the original parental distribution of an 80:20 E:M ratio after eight weeks of time (culture 1 and 2 in Figure 1A —
experimental data). These observations of spontaneous E-M plasticity (EMP) motivated us to investigate the role of distinct population-level
processes (differential growth, cell-state transition, cell-cell communication) in governing these dynamics. Thus, we designed a set of mathemat-
ical models, each including different combinations of these processes, and compared their fit with the experimental data (Table 1). The model
fitting was performed for each replicate simultaneously (please refer to the STAR Methods for procedure on model fitting and parameter
optimization).

We observed that only a difference in the net growth rates (the difference of division and death rates) of E (r) and M (r,,,) cells could not
reproduce the dynamics and eventual 80:20 ratio of EpCAM"" and EpCAM'®* subpopulations when the initial population consists of either
M or E cells (model G with E net growth rate [ro] > M net growth rate [r,]). This inaccuracy led us to further consider a scenario that also ac-
counts for the proliferation rates being dependent on non-cell-autonomous effects. Thus, we considered population density-dependent
cooperative or suppressive effect of one subpopulation on growth of the other, besides intrinsic growth differences between E and M sub-
populations (Table 2 presents the currently known mechanisms of cell-nonautonomous growth regulations and associated references). Two
additional parameters were introduced: o (the influence of E cells on growth rate of M cells) and p (the influence of M cells on growth rate of
E cells) parameters. However, this growth influence (Gl) model also failed to adequately explain the observed data (Figure 1A). In particular,
we saw a sudden change in the fraction of M (EpCAM'®") cells for the GI model around the second week, an observation not seen in exper-
imental data. This sudden change could be attributed to the threshold fraction of E and M populations required for influencing the growth
rate of the other subpopulation. Together, these simulations show that a difference in intrinsic growth rate—with or without the influence of
one subpopulation on growth rate of the other—alone cannot explain observed experimental data in PMC42-LA breast cancer cells.

We next hypothesized that including cell-state transitions between E and M phenotypes can help explain the experimental data more
accurately. Thus, we added cell-state transition terms (E-to-M and M-to-E transitions) to the aforementioned models, resulting in growth
and transition (G&T) and growth influence and transition (GI&T) models with tem and tye as the E-to-M and M-E per-cell transition rates,
respectively (Table 1). Both G&T and GI&T gave significantly improved model fits to the experimental data (Figure 1A). However, these
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Figure 1. Necessity of cell-state transition in explaining spontaneous EMP in PMC42-LA breast cancer cells

(A) Distribution of EpCAM"" (epithelial) and EpCAM'®" (mesenchymal) cells in PMC42-LA cell; changing phenotypic distribution of the population in cell cultures
of isolated E and M cells from the parental cell line. 100% M and 100% E cells at week 0 in culture 1 and 2, respectively (Figure adopted from Bhatia et al.')).
(B) Fits to the experimental data using population models that consider — (1) Growth of E-M subpopulations (G — growth), (2) E-M subpopulations mutual influence
on each other's growth (Gl — growth influence), (3) Growth and cell-state transition among E-M subpopulations (G&T — growth and transition), and (4) E-M
subpopulations influence on each other’s growth with cell-state transitions (GI&T — growth competition and transition). The subpopulations mutual influence
can be either cooperative or suppressive. Please refer to Table 1 for model formalism.

(C) Improvement in goodness of fit (measured by chi-square values) of G&T and GI&T models when cell-state-transition rates are allowed to take smaller values
with respect to mesenchymal cell growth rates (lower bound on normalized transition rates = 1/(g t ratio); g t ratio: growth-to-transition ratio).

(D) Model selection using Corrected Akaike Information Criteria (AlCc) values. As with minimum chi-square values (B), GI&T model has lower AlCc values than
G&T for a given value of g t ratio. At g tratio of 50, the GI&T AlCc is 46.38 while G&T AlCc is 49.19. g t ratio = 50 for model fits in (A). Mesenchymal cell growth rate
has been used to non-dimensionalize the model equation and its value is set to (1/50) hrs™" to rescale the time units of model output and compare temporal
dynamics with experimental data.

improvements in model fitting were observed only when the E-M and M-E transition occurred at rates much slower than growth rates of
mesenchymal cells (Figures 1B and S1). Here, the parameter “g-t ratio” (growth-to-transition rate ratio) determined the lower bound on
the search range for E-M and M-E transition rates during the parameter-optimization process. The larger the g-t ratio, the smaller the lower
bound on transition rates (Table 3). Thus, although cell-state transitions are necessary to explain the experimental observation, our findings
suggest that they must occur at slower rates relative to cell division to explain the experimentally observed data.

Table 1. Model proposed for fitting spontaneous E-M plasticity seen in PMC42-LA cells

Model Description

G&T Growth and transition

GI&T Growth influence and transition

G&T-Mr Growth, transition, and M cells retention (M
cells reducing M-E transition)

G&T-Er Growth, transition, and E cells retention (E cells
reducing E-M transition)

G&T-EMr Growth, transition, E and M cells retention

G&T-Mi Growth, transition, M cells’ influence on E cells
for E-M transition

G&T-Mi-Mr Growth, transition, M cells’ influence on E cells

for E-M transition, and M cells retention (M cells

reducing M-E transition)

iScience 27, 110310, July 19, 2024 3
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Table 2. Literature evidence for the cell-non-autonomous interactions among E-M cells

Regulation

Mechanism

Reference

Growth influence (cooperation/suppression)

Resource competition

Epithelial retention

Mesenchymal retention

paracrine signaling of metabolites—lactate,

B-hydroxybutyrate, estradiol

Growth dependence on pH and glucose
levels of the culture media

BMP signaling in E cells
Autocrine TGF-B, JAK2/STAT3, canonical

Farrokhian et al.>*, Emond et al.?’, and
Noble et al.®

Emond et al.?’, Freischel et al.?”

Scheel et al.*°

Gregory et al.**, Scheel et al.*°, and

and non-canonical Wnt signaling in M cells Katsuno et al.”’

Canonical (SIX1-SHH-Ptch/Smo-GLI activation)
or non-canonical (SIX1-GLI activation via
TGF-B)

Mesenchymal influence Neelakantan et al.”®, Hapach et al.*?

M'eW/hish cells, the necessity of

In the earlier discussion, one could argue that since the experiment started with pure population of EpCA
cell-state transitions between EpCAM®* and EpCAM"9" states is trivial to bring in cellular heterogeneity seen in the data. However, as the
experimental cell sorting of a subpopulation from the parental cell line contains some impurity of other subpopulations, we also considered
that the initial population which is stated as 100% EpCAM"S" has 99.9% of EpCAMM" (E) and 0.1% of EpCAM™®" (M) cells and vice-versa for
the 100% EpCAM'" case. But, even after having impure/heterogeneous population to start with, the models capturing just growth dynamics,
and not cell-state transition, cannot explain the PMC42-LA cells data.

Since parameter values within their 95% confidence could give equally good fit to the experimental data, we next looked at how model pa-
rameters are co-variable with each other. Perhaps intuitively, in order for the G&T model to explain a significant long-run (20%) contribution of
M cells in the population, an increase in E growth rates (r) must lead to a concomitant increase in E-M (term) and decrease in M-E (t.,¢) transition
rates (Figure S2). This interdependence between growth and transition rates was subsequently weakened through the inclusion of additional
growth-influencing parameters (o and p) in the case of the GI&T model (Figure S3). In the GI&T model, o (the influence of E cells on the growth
rate of M cells) became more negative with increasing r values, and thus E cells could increasingly support M cells growth when E cells them-
selves divided faster. Similarly, the suppression of E cell growth by M cells increased when E cells divided faster (Figure S3). Effectively, this addi-
tion allows intrinsic growth rates and Gl parameters to offset one another’s effects and as a result contributed to unidentifiability of parameters.
Gl (o and p) parameters barely influenced transition rates (tme and tem) in most of their 95% confidence range.

We next calculated AlCc values to perform model selection that achieves a trade-off between the goodness of fit and model complexity
(number of parameters). We found that in the g-t ratio regime where both the G&T and GI&T models performed their best, GI&T exhibited
slightly improved AlCc values (Figure 1C). These findings suggested that the most probable process that gave rise to the observed exper-
imental phenomenon included (1) intrinsic growth rate differences between E and M cells, (2) cooperative/suppressive growth interaction,
and (3) cell-state transitions.

Cell-state transition, together with population density-dependent Gl of subpopulations, explains spontaneous EMP in
HCC38 cells

We next focused on another set of EMT population dynamics experiments where co-cultures of different starting ratios of E and M cells were
tracked, and the temporal dynamics of phenotypic heterogeneity was recorded over time”. In these experiments, the authors co-cultured
various percentage of Venus (dye)-labeled EpCAMM" cells with Venus-non-labeled EpCAM'" cells, and they tracked increasing fractions
of Venus-labeled EpCAM'™ cells in the Venus-labeled population over 12 days (culture 1 to 3 in Figure 2A). Similar co-cultures were

Table 3. Parameter search ranges while optimizing models proposed for fitting PMC42-LA E-M heterogeneity emergence data

Parameter Description Search range

'm M cell growth rate (1/h) Im

e E cell growth rate (1/h) [rm  3rm]

tme M-E transition rate (1/h) [ 'm _
g t ratio

tem E-M transition rate (1/h) [ I'm o
gt ratio

o E cells influence on M cells growth rate [-11]

u M cells influence on E cells growth rate [—11]

y strength of E cells to reduce E-M transition [01]

b strength of M cells to reduce M-E transition [01

0 strength of M cells to enhance E-M transition [14]
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Figure 2. Necessity of both mutual growth competition/influence and cell-state transitions among subpopulations to explain spontaneous EMP in
HCC38 cells

(A) Model fits to experimental data of different culture conditions depending upon the initial mixture of Venus label and EpCAMM"'°% status. The models here
capture the following mechanisms/interactions among E and M subpopulations — (1) Symmetric resource competition for growth (GCy), (2) Asymmetric resource
competition for growth (GC,), (3) Symmetric resource competition and growth influence (GC,l). We then added cell-state transitions to the above models to
obtain GC.&T, GC,&T, and GC&T models. Please refer to methods and Table 4 for model formalism (The models considered here have logistic growth
term unlike those used to fit data in Figure 1, which considered exponential growth).

(B) Comparison of corrected Akaike information criteria (AICc) values across expanded set of models that also include models that consider mutual influence of
subpopulations through changes in the transition rates as the population frequency distribution changes with time. Here, “Er” denote that the epithelial cells
lower down their E-to-M transition rate with their increasing frequency in the population. Similarly, such retention effect is considered for the M cells as well
(GC&T-Mr). Model GC&T-Mi-Er incorporates retention effect of both E and M populations. Term “Mi” in model G&T-Mi-Er indicates that M cells increase
the E-to-M transition rates with their increasing frequency in the population.

(C) Temporal dynamics of EpCAM®" and EpCAM"" cell number and fraction in the population from model GC.&T using best-fit parameters.

performed for varied percentage of Venus-labeled EpCAM'®" cells with Venus-non-labeled EpCAM"S" cells to track the increasing fraction of
EpCAMM" cells (decreasing fraction of EpCAM'® cells) in the Venus-labeled population over 12 days (culture 4 and 5 in Figure 2A). The ex-
periments demonstrated that the measured fraction of E cells that transitioned to the M state was higher at each measured time point when
there was a higher initial frequency of M cells in the co-culture population. Similarly, the measured fraction of M cells that transitioned to E cells
was higher when there was a higher initial frequency of E cells in the co-culture population. Relatively speaking, the impact of increased
percentage of E cells on MET was less than that of increased percentage of M cells on EMT. These experimental data support the idea
that interactions between E and M populations can modulate their cell-state-transition rates.

To explain this experimental data, we asked our original question: is it necessary to incorporate cell-state transition in adequately describing
the experimental data? The models considered here are analogous to those considered for fitting PMC42-LA cell data; however, we included
logistic (instead of exponential) growth term in all the models. We made this change to mimic experimental conditions where the cells were contin-
uously grown without passaging. We considered two types of logistic growth: (1) symmetric competition—where E and M cells consume equal
number of resources—and (2) (two-species ecological) asymmetric competition—where E and M cells consume unequal number of resources. The
experimental study reported the doubling times of E and M cells to be 35 and 54 h, respectively, and therefore the growth rate (ro and r,)

iScience 27, 110310, July 19, 2024 5
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Table 4. Model proposed for fitting spontaneous E-M plasticity seen in HCC38 cells

Model Description

GC&T Logistic growth (symmetric competition) and
transition

GC.&T Logistic growth (asymmetric competition) and
transition

GC&T-Er Logistic growth (symmetric competition),

transition, and E cells retention (E cells
reducing E-M transition)

GC&T-Mr Logistic growth (symmetric competition),
transition, and M cells retention (M cells
reducing M-E transition)

GC&T-EMr Logistic growth (symmetric competition),
transition, and both E and M cells retention

GC&T-Mi-Er Logistic growth (symmetric competition), and
M cells’ influence on E cells for E-M transition,

and M cells retention

GCdl Logistic growth (symmetric competition) and
growth influence of E and M subpopulations on
each other

GCJI&T Logistic growth (symmetric competition),

growth influence of subpopulations, and cell-
state transitions

GC&T3 Three states (E, M, and H) logistic growth
(symmetric competition) and cell-state
transitions

GC.&T3-L Three states (E, M, and H) logistic growth
(symmetric competition) and cell-state
transitions (no direct transition between E and
M states)

parameters for all models were set constant as per the aforementioned values and were not included in the model-fitting exercise. The HCC38
cells data also presented the impurity of Venus-labeled EpCAM® (EpCAM™S) cells in the sorted Venus-labeled EpCAMMS" (EpCAM'™™) subpop-
ulations at day O due to inefficient cell sorting,” which we accounted for in the initial population distribution in our model-fitting exercise.

We first considered models that captured only population dynamics due to growth differences, competition, and Gl (cooperative/suppres-
sive): (1) GC; (logistic growth symmetric competition), (2) GC, (logistic growth asymmetric competition), and (3) GCql (logistic growth symmetric
competition with subpopulations influence on growth) (Table 2 presents the currently known mechanisms of cell-nonautonomous growth reg-
ulations and their associated references). However, these models could not explain the experimental data well (Figure 2A,; please refer to the
STAR Methods for procedure on model fitting and parameter optimization). The inability of these models to explain the data remained even
after we made either r,, or both r,, and r, non-constants and optimized for them along with other parameters during the fitting exercise (Fig-
ure S4). Inclusion of cell-state transitions led to significantimprovement in the goodness-of-fit (lower chi-square) values, although again atlarge
g-tratio (Figures S5A and S5B; model GC&T, GC,&T, and GC,l&T). We again highlight that the necessity of cell-state transitions is nontrivial to
generate cellular heterogeneity and, therefore, explain the data as the cellular population was already heterogeneous (impure) at day 0.

To decipher the possible interactions among E-M populations, we expanded our models set to include subpopulation interactions that modu-
late transition rates apart from Gl (please refer to Table 4 and the STAR Methods for detailed model descriptions). We considered two effects,
retention and influence, in the ability of E and M subpopulations to influence cell-state-transition rates. By retention (denoted by the lower

"o

case "r") we mean that a subpopulation reduces its cell-state-transition rate to another subpopulation (phenotype) when in majority. On the con-
trary, the influence effect (denoted by the lower case “i") of E/M subpopulations enhances cell-state-transition rates of another subpopulation
(phenotype) to its own when in majority. The models considered include retention in either E or M cells or both (GC&T-Er, GC.&T-Mr, and
GC&T-EMr) and influence of M cells on E cells (GC,&T-Mi-Er). These specific cellular interactions affecting cell-state transitions were considered
along the lines of existing reports (Table 2 presents the currently known mechanisms of cell-nonautonomous transition regulations and their asso-
ciated references).

The proposed models were checked for parameter identifiability using a priori and a posteriori methods.* > A priori structural identifi-
ability of models using a differential algebra approach resulted in all models being structurally unidentifiable in the global parametric ranges.
However, a posteriori identifiability analysis using the profile likelihood method resulted in all parameters across models to exhibit
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Table 5. Parameter search ranges while optimizing models proposed for fitting HCC38 E-M heterogeneity emergence data

Parameter Description Search range

'm M cell growth rate (1/h) Im

re E cell growth rate (1/h) re

tme M-E transition rate (1/h) [ 'm _
gt ratio

tem E-M transition rate (1/h) [ 'm _
g tratio

tmh M-H transition rate (1/h) [r_m_ ol
g tratio

thm H-M transition rate (1/h) [ 'm ol
gt ratio

teh E-H transition rate (1/h) [ 'm _
g tratio

the H-E transition rate (1/h) L I'm _
gt ratio

« E cells influence on M cells growth rate [0,10]

8 M cells influence on E cells growth rate [0,10]

¥ strength of E cells to reduce E-M transition [0,1]

0 strength of M cells to reduce M-E transition [0,1]

[/ strength of M cells to enhance E-M transition [1,4]

o E cells influence on M cells growth rate [-1,1]

u M cells influence on E cells growth rate [-1,1]

K Common carrying capacity (cells) [10%, 20x10°]

Ke E cells carrying capacity (cells) [10°, 20x10°]

Kin M cells carrying capacity (cells) [10°, 20x10°]

well-defined upper and/or lower bounds (Figures S4E and S4F). Thus, the data along with the well-defined biologically relevant parameter
range (Table 5) were together able to resolve parameters in well-defined intervals.

Incorporation of population-specific effects on transition rates did not change the dependence of models incorporating cell-state transi-
tions to require large g-t ratio to adequately fit the data (Figure S5B). All the models predict the E-M transition to be much faster than the M-E
transition (transition rates tem > tme), Which was also reported in the experimental study (Figure S5A).

On performing model selection, the use of AlCc resulted in model GC,&T (which considered asymmetric growth competition with basal
cell-state transitions) and GCI&T (which considered symmetric growth competition with influence on growth by subpopulations and basal
cell-state transitions) as being the best models with little difference of AlCc values among themselves (Figure 2B). Other independent check
of goodness of fit of GC,&T and GC(I&T was done by analyzing (1) number of data points normalized chi-square values and (2) p value of the
chi-square statistic (Figures S5C and S5D). While a normalized chi-square value closer to 1 indicates good fit and least overfitting, p value of
the chi-square statistic tells about the probability that the chi-square should exceed a particular value by chance (refer to the STAR Methods
for more details on these two metrics). Both GC,&T and GCI&T models had closest-to-1 normalized chi-square values and the greatest p
value of chi-square statistic which indicate their greater ability to explain the data. Making either r,, or both r. and r,, as non-constant(s)
and free parameter(s) still rendered GC,&T and GC(I&T as the best-fit models (Figure Sé).

Focusing specifically on the parameter co-variability of the GC,&T model 95% confidence range analysis using profile likelihood, we
observed that growth competition affected the carrying capacity of E and M cells (Figure S7). With increasing growth competition to M cells
by E cells (@), K¢ was increased and K, was reduced. The reduced proliferation capacity (K,) of E cells was substantiated by more M-E tran-
sitions, and less E-M transition with reduced growth competition to E cells by M cells (B) (Figure S7). Inversely, increasing growth competition
to E cells by M cells (B) led to enhanced proliferation capacity of E cells (Kg) with concomitant increased E-M transitions, and diminished M-E
transitions with reduced growth competition to M cells by E cells (&) (Figure S7). Similarly, for the GCI&T model, higher growth-suppressive
effect of M cells on E cells (u) led to increasing carrying capacity (K), and M-E transition rates; and larger cooperative interaction by E cells (o)
led to reduced E-M transition rates and increased M-E transition rates (Figure S8). However, the relations among parameters are based on
their co-variability following a best fit to the data, and so it is therefore intractable to infer causal relations (independent/dependent) among
parameters solely from the model-fitting exercise.

We next looked at the temporal dynamics of overall EpCAM'®" and EpCAM™9" cells, irrespective of their Venus label, for the best-fit model
GC.&T. EpCAMMS" cell numbers that had grown to large number in the first 10 days of culture started to drop down because of increasing
resource competition from the mesenchymal population (Figure 2C top panel). These negative growth trends for E cells and positive trends
for M cells led to an increasing long-run population fraction of M cells (Figure 2C bottom panel). Similarly, even for the GC,I&T model, where E
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Table 6. Model-wise parameter list (corresponding to models proposed for fitting PMC42-LA E-M heterogeneity emergence data)

Parameter index G&T GI&T G&T-Er G&T-Mr G&T-EMr G&T-Mi-Mr
1 o S e & & &

2 tme tme tme tme tme tme

3 tem tem tem tem tem tem

4 4 % 0 ¥ 0

5 " 0 [4

cells cooperate/enhance M cells growth and M cells supress E cells growth, M cells dominate the population frequency in the long run (Fig-
ure S9). However, the parental HCC38 cells had an EpCAMMIMEpCAM'Y ratio of 90:10. Therefore, we argue that such dominance of
EpCAMMe" cells in the cell line can be reasonably explained by keeping E cells to be in the exponential phase growth, which provides
them with an additional advantage over the large growth-suppressive influence of M cells and high E-M transition rates.

Although the models GC,&T and GCI&T fitted the experimental data to a good extent, they were not able to completely follow the cell-
fraction trajectories of culture 4 condition, even after making ro and r,, as free parameters (Figures 2A and S10). This prompted us to consider
simultaneous influence of density-dependent growth and transitions in population dynamics. Therefore, we added “epithelial retention,”
“"mesenchymal retention,” and “mesenchymal influence” density-dependent effects on transition rates to (asymmetric) growth competition
(GC,&T) and Gl (GC&T) models. We found that model fits to the culture 4 data improved when M retention effects were coupled with
either growth competition or influence models (Figure S11). Therefore, HCC38 cells seems to possess both density-dependent growth
and cell-state transition effects, particularly M cell retention. However, the transition rate () depends weakly on density as even without
density-dependence of transition (and just with density-dependent growth) the culture 4 data are well explained.

To test whether the impact of E and M subpopulation frequencies on the cell-state-transition rates improved the model fit to
experimental data for PMC42-LA cells, we expanded the list of models to include additional terms corresponding to the effects of phenotype
on their retention (i.e., E cells prevent their transition to M) and influence on others (i.e., E cells promote MET in M cells), respectively, and
fitted them to experimental data (refer Table 1 and the STAR Methods for model formalism). Parameter identifiability analysis using analytical
differential algebra method results in all models to be globally identifiable conditional on knowing r,, and/or re (SI Text). Consequently,
parameter identifiability analysis using an a posterior profile likelihood method showed that given the experimental data and relevant bounds
on the parameters (Table 3), all model parameters had either well-defined upper or lower bounds, with the exception of the models G&T-Mi
and G&T-Mi-Mr, whose transition influence parameters did not have both upper and lower bounds (Figures S12B and S12C and Table 6). In
the model set, the model G&T-EMr gave a significantly good fit at smaller g-t ratio values (Figure S12A). Since the g-t ratio determines the
lower bound on basal transition rates (tme and tem), smaller g-t ratio values well-describing the data are understandable given that the added
retention effect acts to reduce the effective transition rate (tme(1-60) and tem(1-v)). This allows the G&T-EMr model to attain larger estimates of
tme and tem, parameters while fitting the data. For larger g-t ratio values, we found that G&T and GI&T had lower chi-square than other models,
with GI&T having the lowest AlCc, close-to-1 normalized chi-square and p value of chi-square statistic close to zero.(Figure S12A). These
trends further strengthen that the models incorporating either independent or mutually dependent subpopulation growth rates, together
with basal cell-state-transition rates, are best to explain the EMP dynamics seen in PMC42-LA cells.

We limited our analysis to two cell subpopulations/states only as the experimental data did not include hybrid states. However, mathe-
matical analysis can detect the presence and role of hybrid states in the overall E-M population dynamics. Therefore, we considered
three-states versions of G&T and GC,&T models to fit the PMC42-LA and HCC38 cells data, respectively. Particularly, we considered four
different forms of three-states models depending on whether (1) the transition between E and M cell states is direct or only possible through
immediate hybrid E/M state (T3 and T3-L, here "L" stands for linear) and (2) the hybrid cell fraction is accounted in the experimental data
either in E or M cells fraction (EH or HM) (Figure S13A) (please refer to the STAR Methods for model description). We found that, for
HCC38 cells data, the three-state models GC.&T3-EH and GC&T3-L-EH that include hybrid cells concomitantly present within E cell fraction
fit the experimental data better than the two-state GC.&T model (Figure S13C). Nonetheless, the three-state GC,&T models were not able to
give a better fit than two-states density-dependent growth models (GC,&T and GC4I&T) (compare AlCc and p values in Figures 2B and S5D
with Figure S13C). Furthermore, since the data did not explicitly capture the proportion and dynamics of the hybrid state, the parameters of
the three-states GC,&T model (GC,&T3-L-EM) were poorly constrained in comparison to the other two-states model in our set (Figures S5F
and S14). Similarly, even though three-state G&T model (G&T3-L-EH) fitted the PMC42-LA data better than two-state G&T model (G&T2) and
gave a comparable fit as the density-dependent growth model GI&T (Figure S13B), the parameters of G&T3-L-EH model were again poorly
constrained when compared to other two-states models (Figure S14). Therefore, incorporation of the hybrid cell state in the model does
improve model fit, yet more complex interaction (density-dependent growth) is required to better explain the data.

Changes in basal cell-state-transition rates can explain population dynamics of TGF-8 and JAK2/3 inhibitor treatment data
in HCC38 cells

To investigate whether cells communicate with each other through paracrine signaling and influence E-M and M-E transition dynamics, Ya-
mamoto et al. further used varied EMT inhibitors to inactivate the crosstalk between EpCAM'®* and EpCAM™9" cells.” They observed that the
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Table 7. Model-wise parameter list corresponding to models proposed for fitting HCC38 E-M heterogeneity emergence data

Parameter index  GC&T GC,&T G&T-Er G&T-Mr  G&T-EMr  G&T-Mi-Er  GCyl  GC &T GC&T3  GC&T3-L

1 the tme tme tne the tme tme tme tmh tmh
2 tem tem tem tem tem tem tem tem thm thm
3 K @ K K K K & K the the
4 B Y 6 6 ¥ 4 teh teh
5 Km ¥ K u tme K

6 Ke tem

7 K

proportion of cells in the Venus-positive EpCAM'®* state were significantly reduced when TGF-B signaling and JAK2/3 were inhibited relative
to control groups.

The aforementioned experimental findings suggested that cell-cell communication impacted cell-state-transition rates. However, even
though our model set included models with the impact of cell-cell communication on the transition rates, our previous analysis suggested
that the GC,&T and GC,I&T models gave the best fit for the spontaneous EMP data. Thus, we investigated whether changes in cell-cell
communication via modulation of growth or transition rates improves the fit to the experimental data related to TGF-B and JAK2/3 inhibitor
treatment. An alternate scenario can be that treatment with these inhibitors changes the basal cell-state-transition rates. To assess these pos-
sibilities, we considered the following three scenarios: (1) optimizing for basal transition rates (tme and tem) with inhibitor treatment data while
taking best-fit estimates of other parameters (growth/transition influence and carrying capacity) from analysis on spontaneous data, (2) opti-
mizing for growth/transition influence parameter(s) (& and B for GC,&T, o and p for GC(I&T, v for GC&T-Er, d for GC,&T-Mr, y and 3 for
GC&T-EMr, and y and 6 for GC,&T-MiEr) with inhibitor treatment data while taking best estimates of other parameters (transition rates
and carrying capacity) from analysis on spontaneous data (refer to Tables 4 and 7 for the definition of model specific influence parameter(s)
mentioned earlier), and (3) optimizing for both basal transition rates and model-specific growth/transition influence parameter(s) with inhib-
itor treatment data while obtaining best-fit estimates of other parameters (carrying capacity) from our analysis on spontaneous data.

We averaged the normalized chi-square and AlCc values of model fit across inhibitor treatments for a given model and found that,
although the lowest averaged normalized chi-square value across population models resulted from scenario 3, the lowest averaged AlCc
values were obtained for scenario 1 (Figures 3B and S15). We therefore conclude that inhibitor treatment modulated the basal transition rates
more significantly than the cell-cell communication (via growth/transition influence parameters), leading to reduced EMT (Figure 3A). Also,
the models GC,&T and GC4I&T had either comparable or significantly lower averaged AlCc values with respect to other models for the sce-
nario 1 to explain the inhibitor treatment data. Collectively, these findings further assured us that the asymmetric growth competition and Gl
model with basal transitions (GC,&T and GC,|&T models) are the most probable mechanisms that underlie spontaneous and EMT inhibitor-
induced dynamics seen in Figures 2A and 3A.

We next looked at the changes in the basal transition rates tm,e and tem resulting from the inhibitor treatments (Figures 3C and 3D). The tie
rates were significantly larger for post-treatment with anti-TGF- and AG-490 molecules than for their respective controls (control immuno-
globulin G [lgG] and DMSQO). On the other hand, te,, was reduced, but not significantly for both TGF-B and AG-490 inhibition case (Figure 3C).
When comparing the best-fit t,, and te, parameters between controls and inhibitor treatment data fitting, we saw 4- and 1.5-fold increases in
tme Values on treatment with anti-TGF-B and AG-490, respectively, with only slight decrease in the ton, values (Figure 3D). Therefore, we
conclude that increased M-E transition rates contribute to reduced EMT following inhibitor treatment.

Analyzing model selection uncertainty via uniqueness of temporal dynamics and sensitivities to experimental data

The best-fit model need not necessarily be closest to the underlying cellular mechanism generating the observed dynamics, given the
coupled impact of noise in cellular process with additional noise in experimental measurement. Thus, to quantify how much uncertainty
lies in model selection for noisy data as well as what specific experimental conditions a given model is most sensitive to, we performed
the following two analyses: (1) cross-model fitting and (2) cross-one validation (leave-one-out)—for models proposed to fit HCC38 cells data.

In cross-model fitting, we checked whether the temporal dynamics resulting from a model, given a parameter set, could be well-explained by
any other model in the list (Figure 4A; Table 3). For this, synthetic datasets (having identical structure to the original experimental setup) were
generated using randomly sampled parameters for all models in Table 3. For each synthetic dataset generated from a known underlying mech-
anism (y axis in Figure 4B), every model was used to fit the synthetic data (x axis in Figure 4B), and the procedure was repeated for a total of 1,000
synthetic datasets overall, corresponding to 1,000 independent, randomly sampled parameter sets for each model. After fitting synthetic data
from each model to all the models, the AlCc were used to identify a model that strikes a trade-off between the goodness of fit and model
complexity (number of parameters). Each row of the heatmap (shown in Figure 4B) denotes the percentage distribution of models on the x
axis selected by AICc as best model (which has the highest probability to have generated the data) while fitting to the 1,000 synthetic data
from a model on y axis. We found that all models performed poorly for being selected as the best model when they fitted other models gener-
ated synthetic data with a small amount of noise (refer to columns of Figures 4B and 41). Exceptions to this trend included the models GC(I&T and
GC&T-EMr which could explain the data generated from other models. However, increasing the level of noise in the synthetic data, in general,

iScience 27, 110310, July 19, 2024 9




¢? CellPress iScience
OPEN ACCESS

A (e) Culture-3 B
[] ContlgG

AlCc -t & t, Optimized

N
o

[ Ant-TGF- l [ofels\@[e[€R 17.09 16.88 17.78 17.97
nti- y *x
20| @ omso 1 Ny B yei®c) 7 060 6582 6313 6.27
B LGK-974 B]VSIe) 15.17 148 1514 153 148

W AG-490 (KEl ey 16.57 20.54 21.36 21.55 20.54

JNe®:Eelol 20.22 18.64 17.03 17.17 18.64

Average 15622 1549 1552 1565 1549 13.18

AlCc — growth/transition
influence parameters optimized

o § g ? “ Cont IgG RN 299.6 17.31 |96.01
Time (days) Ont g . _ . - .

AR CI el 6.68 5212 47.08 40.47 41.32 11.49

o

EpCAM- population (%) in Vénusicell
» &

o

c t t
1 me 0.08 sm i DMSO [ZEE | 16.96 71.06
0.5 " I |:|Anti-TSCJSF-,8 LGK-974 X AEEErA 126.4 | 20.86 77.83
ER £0.06 DMSO INeW A0l 47.68 46.86 52.11 50.41 49.26 79.51
200 L ® Cliekors Average
2 H 50.04 I é [ 1AG-490
S04 [}
g : 1 I g AICCc — tpe & torm and growth/transition
202 é I é £ 0.02 influence parameters optimized
(ofclg1@le[€] 17.34 19.96 20.78 24.56 23.78 17.49
0 0 PN ECIael 13.04 9.439 9.309 13.04 13.26 13.02
Fold changes in transition rates on [B]ViS{el 17.52 17.88 18.05 21.84 21.7 17.32
D EMT inhibition relative to controls W&y 1527 2358 2451 2829 27.4 17.22

yXeAeloll 17.37 21.57 18.88 22.66 25.39 16.87

4.024 0.5965 1.656

0.9483 0.7485 0.8228 A 3 & & S A
RIS g
Anti-TGF-3  LGK-974 AG-490 O oo g8 ¥ & O
(OO C?O % 00 p4

Population models

Figure 3. Changes in basal transition rates better explain the EMT inhibition data than changes in cell-cell communication effects

(A) Effect of EMT inhibitors on E-M cell-state transitions (adopted from Yamamoto et al., Cancer Science 2017°). Here, Cont IgG is the control case for Anti-TGF-B,
and DMSO is the control case for both KGK-974 and AG-490.

(B) AlCc values of each model upon fitting to the different inhibitor treatment data. Top (resp. middle) panels correspond to scenarios where only basal transition
rates (resp. influence parameters) were optimized and the remaining parameters were estimated from the previous analysis of Figure 2 and held constant. Bottom
panel corresponds to AlCc values when both basal transition rates and influence parameters were optimized. Entries in the bottoms row of each plot represent
the average AICc values of their corresponding column.

(C) Distribution of the basal transition rates in GC,&T model across different inhibitor treatment data.

(D) Fold change in the best-fit te and tem parameters of GC,&T model for the inhibitor treatment data relative to their controls.

led to (1) higher rates of model misidentification (false positives), which was especially true of the GC.&T and GC,&T models as they were
selected as the best-fit model for data which they did not generate (columns corresponding to GC&T vs. GC,&T in Figure 4B, ii) and (2) lower
rates of correct identification (true positives), wherein the selected best-fit models had actually generated the synthetic data (diagonals of two
heatmaps, Figure 4B). Such diminishing effect of increasing noise on model identification was also observed when we analyzed the aforemen-
tioned data-generating and data-fitting model pairs for normalized chi-square and p value of chi-squre statistic (Figure S16). Thus, increasing
noise in the experimental data blurred our framework’s ability to identify the underlying mechanism generating the data.

Next, in cross-1-validation analysis, the goal was to check sensitive a model is to initial phenotypic distribution of E and M cells in terms of esti-
mating parameters and recapitulate E-M population dynamics (Figure 5A). For performing this analysis, each culture condition (in panel A) of the
experimental data was withheld, one at a time, while fitting the model and estimating the model parameters. The goodness of fit (chi-square
values) was then calculated for the holdout culture condition. This fit value was normalized by the control case where goodness of fit (chi-square
values) to the same holdout culture condition was calculated when all culture conditions (including the holdout) were used to estimate the param-
eters. In Figure 5B, the color bar denotes the normalized chi-square values for each holdout condition, and the numerical values denote chi-square
values of the respective control case. Here, we see that, although the relative change in goodness of fit is most significant for GC,&T and GC,&T
models with culture condition 3 (initial M-to-E population ratio, M:E = 9:1), only the above models gave a good fit to culture 3 in their respective
control cases. Therefore, even ifthe models GC,|&T and GC,&T were significantly more sensitive to culture condition 3, the absolute change in chi-
square values across models can be of similar order. All models were relatively less sensitive to other culture conditions (relative change <20) while
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Figure 4. Analyzing model selection uncertainties via uniqueness of temporal dynamics

(A) Synthetic data were generated using randomly sampled parameters from each model and then all the models were made to fit the synthetic data. The
procedure was repeated for 1,000 synthetic datasets overall for each model.

(B) The values shown in each box of the heatmap denotes the percentage of times a model on the x axis was selected by AICc criteria as the best model while
fitting to the 1000 synthetic data from the models on y axis.

also giving good fit to them in their respective controls. Thus, from a modeling standpoint, it is more informative to have experimental data on
culture conditions similar to culture 3 (initial 10% E and 90% M proportion) to delineate GC,&T or GCI&T from other models and further
strengthen the conclusion that one of these models capture the true cellular mechanism giving rise to E-M state plasticity.

Since, in both the aforementioned analyses, either we generated synthetic data with structure similar to the experimental data or we used
partial experimental data, performing these analyses for very limited PMC42-LA breast cancer data could themselves introduce biases. There-
fore, we have not reported the results for the aforementioned two analyses for the PMC42-LA models.

Adding new experimental data points using the best-fit model to improve confidence bounds on parameters

The best-fit model for HCC38 cell line experimental data (GC,&T) had two practically unidentifiable parameters—f (growth competition to E
cells by M cells) and K, (carrying capacity of E cells)—with an associated poorly defined upper bound and 95% confidence range (Figure 6Ai).
For every value of B and K, below the profile likelihood plot threshold (dashed black line), other model parameters were optimized such
that the goodness of fit did not change. This insensitivity of the chi-square values for B and K, parameter variation propagates to the
invariability of temporal trajectories of Venus cells EpCAM'®" fraction for the optimized parameter sets (Figure $17; columns for B and K pa-
rameters). However, such invariability of temporal trajectories of Venus EpCAM'" fraction to parameter variation is not the case for the other
practically identifiable model parameters (Figure S17). Similar variability patterns for the identifiable and unidentifiable model parameters for
GCI&T, G&T, and GI&T models to the (Venus) EpCAM'OW fractions are shown in Figures S18-S20.

To improve on the parameter bounds of f and K, we adopted a method discussed by Raue et al. 2009, which identifies a time point of
maximum variability in the output (experimental) variable with respect to the parameter of interest, adds new (model-estimated) data corre-
sponding to that time point, and then re-runs the parameter identification analysis on the improved data to check for confidence bound
improvement.®” The overall idea is to improve the characteristics of the existing data to better estimate the model parameters by the addition
of new data at the informed time point.

We implemented this algorithm iteratively, i.e., adding a newer data point if previous addition did not improve the bounds on B and K,
parameters until a limit of four additional data points was reached. Given that the output variable (Venus EpCAM'" cell fraction) only slightly
varied with considerable change in B and K, parameters, the addition of new data points must be accurate (variation among experimental
replicates should be small enough) so that even the slight variation in the output with respect to the aforementioned parameters is captured
(Figure S17). Therefore, we saw that the added new data points had very little variation among the replicates (Figure S21B; circles in dark blue

iScience 27, 110310, July 19, 2024 11




¢? CellPress iScience
OPEN ACCESS

A Sensitivities of the models to the experimental conditions
Hold one culture condition
and fit the model to the
remaining data Calculate the
S —— goodness of fit of Compute the ratio of goodness
Dat optimizedmodels | ™8 | of fit of the held out culture
ata to the held out condition
culture condition
Fit the model to the entire
data
Control case — chi-square of held-
B . : . )
out condition with full information
140
GC&T 4843 1063 59.32
120 @
_ GC&T 34.19 m 27.11 b Y
% 100 &
Q GC&T-Mr 51.11 1067 5874 o
c 80 S
S GCQ&T-Er 4573 1062 11.34 ®
ks 60 5
-}
g GC&T-EMr 4897 1062 11.35 5
a 0 g
GC &T-Mi-Er 511 106.7 58.75 ]
20 w©
GCSI&T 31.85
Initial Condition 1 2 3 4 5

M:E 0:1 1:9 9:1 1:9 1.0
Held out initial conditions with
their M-to-E population ratio

Figure 5. Analyzing model selection uncertainties via sensitivities to experimental data

(A) Leave-1-out analysis. Each culture condition was withheld from fitting, one at a time, and then goodness of fit was estimated using the model against the
holdout culture condition. The resulting goodness of fit was then normalized by the control case where goodness of fit (chi-square values) to the same
heldout culture condition was calculated when all culture conditions (including the one held out) were used to estimate the parameters.

(B) The above calculated relative change in goodness is shown in the color map, and the numerical values in each block denotes the control case goodness of fit
(chi-square) values. For leave-one-out analysis, ry,, = (1/54) hrs™", re = (1/35) hrs ™" and g tratio = 250; analysis in (A) is agnostic to absolute parameter values if same
values/ranges are used for all model’s data generation and fitting.

at each new time points). However, the variation among experimental replicates is hard to control, and thus the aforementioned sampling of
new data points could not be realized. As total cell number could have been another observable in the experimental data, we next looked into
how total cell number varied with the model parameters. All parameters within their 95% confidence bounds showed large variability in the
temporal dynamics of total cell numbers, and therefore suggesting quantification of total cell number in the experiment is crucial for precise
estimation of model parameters (Figure 522). Therefore, on running the aforementioned algorithm to find the highest variance time point for
total cell number for B and K, parameters, we found that just a single quantification of model-estimated total cell number at day 9 of the
experiment, along with experimentally reported Venus EpCAM'" fractions, rendered p and K, parameters to be practically identifiable (Fig-
ure 6B). Further, the total cell-number quantification also constrained the 95% confidence ranges of the already identifiable parameters
(Figures 6AIi, 6C, 523, and S24). Similar enhanced variability of temporal dynamics of total cell number as compared to Venus EpCAM'OW
cell fraction was observed within the 95% confidence range of GC,I&T model parameters (Figure S25).

DISCUSSION

Recent experimental and computational analyses have investigated the dynamics of spontaneous and drug-induced cell-state transitions. By
fitting a Markov chain model to longitudinal data on the proportion of breast cancer stem and non-stem cell subpopulations, the non-stem-to-
stem transition was found to be necessary to explain the experimental data.*® Cell-state transitions have also been reported among
drug-sensitive and drug-resistant cells, wherein either rare drug-resistant cell types exist prior to treatment or cells acquire resistance over
the duration of treatment on short-time scales.”>’™" It becomes particularly difficult to deconvolute the relative contribution of cell division
rates and cell-state transitions in experimental settings that occur over timescales spanning multiple cell divisions. Thus, identifying the mech-
anisms underlying experimental time course data on the relative frequencies of different interconvertible phenotypes in a cell population re-
mains a formidable task. Nonetheless, mathematical models incorporating cell-state transitions have been able to fit experimental data
adequately, thus reinforcing our observations.*”4%*3

Despite the fact that multiple time course experiments have been performed to capture EMT-associated change in population fractions
for many cancer cell lines, a majority of these studies observe state transitions in the presence of an external inducer (growth factor) which
confound the cellular regulations that can give rise to spontaneous changeover in the E-M population structure.>%?1#4° Since experiments
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Figure 6. Adding new, model estimated, total cell numbers experimental data point to improve 95% bounds on parameters

(A) Profile likelihood plots using original and improved data for parameters B and Ke.

(B) Sensitivity analysis for the dynamics of the total cell number under variation in B and K, values (constrained by threshold (dashed black line) in (Ai) and (Aii),
respectively; newly added data points of total cell number are shown in dark blue in (Bii). The red and gray trajectories are drawn using the parameter sets lying
within and out of the 95% confidence range, respectively, of the profile likelihood of the focal parameter (A). The sensitivity plots for other parameters and initial
cultures are shown in Figures S22 and S24.

(C) Improved 95% confidence range of all model parameters post addition of model estimated total cell number quantification at day 9 to the reported
experimental Venus EpCAM'" fractions.

performed on PMC42-LA and HCC38 breast cancer cells observed such spontaneous transitions, we specifically considered data from the
aforementioned two cell lines in our study.

The cell-nonautonomous (density-dependent) effects seen in the HCC38 cells data initially motivated us to consider population dynamics
models with density-dependent cell-state-transition rates (GC&T-Er, GC,&T-Mr, GC.&T-EMr, and GC,&T-Mi-Er models). However, since the
drug-sensitive and drug-resistant subpopulations have also been shown to compete for resources and facilitate and/or suppress the growth of
other subpopulations, we then extended our model pool to include the GC,&T and GC,I&T models. Our analysis predicted that density-depen-
dent growth of E and M subpopulations was better than density-dependent transitions in explaining HCC38 breast cancer cells. However, since
E-M state transitions play a dominant role in population dynamics on a timescale of few days (Figure 2A), short-term experimental studies fail to
capture the long-term contribution of growth interactions to the population dynamics of E-M cells (Figure 2C). Therefore, little is known about how
tumor epithelial and mesenchymal cells interact in distinct (resource-rich vs. resource-limited) micro-environments. Answering this question is
especially pertinent because of two reasons: (1) the association between E-M phenotypic states and other axes of cell-state plasticity, such as
drug-resistance, stemness, and metabolic reprogramming”®*® and (2) while the resource competition between subpopulations is the funda-
mental idea underlying adaptive therapy that has already shown promise in delaying the occurrence of resistant in several clinical trials®*4"~",
reciprocal interactions of growth between subpopulations lead to highly aggressive and metastatic disease.”"?’>%>

Our results for the GC(I&T model demonstrate that the M cells supress the growth of E cells while E cells facilitate the growth of M cells in
density-dependent manner. Thus, we find that, in the resource-limited setting (logistic growth), the asymptotic distribution of the population
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tends to be M cell predominant (Figure 2C). What juxtacrine and/or paracrine signaling causes growth-interaction among the PMC42-LA and
HCC38 cells is currently unknown; however, the literature presents evidence of other breast cancer cell lines having growth cooperation/sup-
pression among subpopulations through paracrine signaling of metabolites; e.g., lactate and B-hydroxybutyrate secreted by 168FARN
murine mammary cells facilitate the growth of another 4T07 murine mammary cells,”® and estradiol secreted by ribociclib (CDK4/6 inhibi-
tor)-resistant estrogen receptor (ER)-positive cells facilitates the growth of ribociclib-sensitive cells.”” Further, apart from identification of
growth-facilitating factors and quantifying the resultant level of growth upregulation, a few experimental studies have also quantified the
resource competition-dependent regulation of growth between the two co-cultured cell populations.”’ %’

Our model also predicts that EMT inhibitors have a larger effect on changes in basal transition rates than they do on cell-cell communi-
cation. These predictions are reported in the existing literature across carcinomas. In MDCK cells, mesenchymal phenotype is stabilized via
positive feedback in TGF-B/ZEB/miR-200 signaling network. Inhibition of TGF-B signaling with anti-TGF-B antibody led to destabilization of
the M state and reduced mesenchymal characteristic of the population.”® Similarly, in lung cancer cells (A549 and H1650), inhibition of
JAK2/STAT3 signaling pathways reduced phosphorylation levels of SMAD3, SNAIL, and MMP2 levels and migration and invasion of TGF-
B-induced cells.** In NMuMG-EGFR- overexpressed breast cancer cells, EMT facilitated a switch from SRC-dependent EGFR-STAT3 signaling
to EGFR-independent Fibronectin-JAK2-STAT3 signaling.” Likewise, mesenchymal-like cells in the metastatic cell line MDA-MB-231 had
robust activity of fibronectin-JAK2-STAT3 signaling.”® Thus, both TGF-B and JAK2 signaling are shown to be activated in the mesenchymal
state, and their inhibition destabilize mesenchymal state, which in our results is shown by enhanced M-E transition rates (tye) (Figure 3C).
Nonetheless, from a mathematical model standpoint, the predicted significant role of changes in basal transition rates over cell-cell commu-
nication on inhibitor treatment could have also occurred via the following: (1) modulating only cell-cell communication effects in their current
simplified forms was insufficient to give the overall fold change required in the effective transition rates (tme and tem) to explain the data well of
inhibitor treatment and (2) the inhibition of EMT, on blocking of TGF-B with anti-TGF-B antibodies, could have shifted growth dynamics of E-M
subpopulations and favored E cells in the experiment, but since the growth rate of E cells was kept constant during our data fitting exercise,
the required parametric changes to explain the data well might have reflected into basal transition rates. Additional co-culture experimental
data with and without EMT-inhibitor data—in the form of greater numbers of initial culture conditions, temporal data points, or direct
experimental estimation of cell growth rates—are necessary to confirm the above competing hypothesis.

The larger ratio of total numbers of experimental data points to the model parameters usually results in well-defined confidence bounds on
parameter values. However, if the data do not contain information of certain cellular processes, then even having sufficient time points at which the
data are sampled cannot help in bounding parameter values. For example, in the G&T model proposed for fitting E-M transitions in PMC42-LA
cells, a priori model identifiability analysis predicts that growth rates of E and M cells are not simultaneously identifiable, and this is specific to
model cell-fraction dynamics (Data S1; structural identifiability analysis of models proposed for PMC42-LA cells data). Therefore, we need to
set either of the growth rates to a constant value to obtain well-defined estimated bounds of the other growth parameter. Thus, the measured
variables in the experimental data determine the identifiability of the proposed model parameters. It is for this reason that the only measurement
of Venus cell EpCAM'® fraction over time in HCC38 cells did not yield well-defined bounds on growth competition parameter () and the carrying
capacity (Ke) of GC,&T model (Figure S21). Consequently, our efforts to improve bounds on  and K, required measurement of total cell number at
day 9 (Figure 6). Extensive computational platforms are being developed for informing future experimental design to ensure that the best set of
system variables are captured at the precise time points and model parameter estimates from the data have well-defined confidence bounds.”™*

We considered that E and M subpopulation have net growth rates r, and r,,, respectively, which are the difference of division and death rates.
The reason for not explicitly accounting for death rates in the proposed models is that, since the changes in the E-M population distribution
observed in both PMC42-LA and HCC38 cells data were spontaneous, the effect of enhanced cell death because of growth factor/drug/radiation
stimulus is not present and, therefore, contribution from cell death over cell division to the population dynamics is not likely to be signifi-
cant.”**>? In such a case, the division and death rates both depend on the current population size, and mathematically they can be clubbed
to a single net growth rate term. The model could be extended to include explicit death term where its contribution becomes significant.

Limitations of the study

There are several limitations of this study which are discussed in the following. (1) Limited experimental data present a difficulty to construct a
complex model giving insights into the contribution of both density-dependent growth and cell-state transitions to E-M population dynamics.
(2) The population-level mathematical models explored here do not exhaustively capture all conceivable mechanisms by which cells can interact
with each other. For example, the assumption that E and M fractions modulate growth and/or transition rates in a frequency-dependent manner
requires well-mixing among the cell populations and ignores local interactions between neighboring cells that can impact spatial heterogeneity in
EMT.®“The well-mixed case assumption also neglects the concentration gradient of growth factors/cytokines resulting from diffusion in the tissue.
(3) The results on E-M population dynamics presented here may deviate from in vivo environments where E and M cancer cells compete with other
cell types present in the microenvironment that also modulate E-M state-transition rates. (4) Our model is unable to capture the contribution to
E-M dynamics coming from the experimentally unreported hybrid E/M and/or stem-non-stem cell substates within the EpCAM'® and EpCAMM"
subpopulations in the PMC42-LA and HCC38 cells data.”*'**" Nonetheless, with limited experimental data and different assays, we were able to
narrow down to mechanisms that could explain E-M population dynamics observed in PMC42-LA and HCC38 cells and establish the necessity of
cell-state transition in determining these dynamics. Overall, our modeling exercise narrows down on the factors that significantly contribute to the
E-M population dynamics—(1) spontaneous cell-state transition, (2) density-dependent growth interactions, and (3) changes in basal transition
rates on EMT-inhibitor treatment—which could be testified using appropriate design of experiments.
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STARXMETHODS

KEY RESOURCES TABLE

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Analysed PMC42-LA Cells Data Bhatia et al.'? https://github.com/Paras-Jain20/EMT-Cell-

non-autonomus-interactions/tree/main/
Experimetal %20Data

Analysed HCC38 Cells Data Yamamoto et al.” https://github.com/Paras-Jain20/EMT-Cell-
non-autonomus-interactions/tree/main/
Experimetal%20Data

Software and algorithms

DAISY (for Structural Identifiability) Bellu et al.** DAISY (unipd.it)
Differential algebraic elimination in Julia (for Dong et al.* SciML/Structuralldentifiability.jl: Fast and
Structural Identifiability) automatic structural identifiability software for

ODE systems (github.com)

Non-linear least squares fitting MathWorks Solve nonlinear least-squares (nonlinear data-
fitting) problems - MATLAB Isgnonlin -
MathWorks India)

Profile Likelihood Analysis This paper
Improving Practical Identifiability algorithm This paper
Cross-model fitting algorithm This paper
Hold-one out analysis algorithm This paper
RESOURCE AVAILABILITY

Lead contact

For additional resources or inquiries please kindly contact Prof. Mohit Kumar Jolly (mkjolly@iisc.ac.in).

Materials availability

This paper did not include newly generated reagents.

Data and code availability
e The data used in this paper are publicly available.
e All data and scripts used in the manuscript are uploaded and available at https://github.com/Paras-Jain20/EMT-Cell-non-autonomus-
interactions.
e For further details needed to re-examine the data analysis and methodology presented in this paper, please kindly request the authors
for additional information.

METHOD DETAILS
Models

Table 1 represents the models that are proposed to fit spontaneous EMP seen in PMC42-LA breast cancer cells.'? All models consider
exponential cell growth, with growth rate of the M subpopulation (r,) set to a constant value and all rate parameters (E-growth, E-M and
M-E transition rates) being scaled by M cells growth rates at the time of parameter optimization. Further, we constrained the growth rate
of the E subpopulation (r.) to be greater than that of M subpopulation (r,) as reported experimentally,’"'® giving a normalised ro > 1.
The temporal dynamics is realised in terms changes in E and M cell fractions in the population, rather than changes in E and M cell numbers.
Following are the mathematical description of each model:

Growth (G)

Consider E and M denotes epithelial and mesenchymal cell numbers which are growing at per-capita rate of ro and r, respectively,
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dM
E = rmM
dE
I = reE

Calculating the dynamics for the epithelial and mesenchymal fraction, e = E/(E+M) and m = M/(E+M):

E
d(E+M) e dE d(E+M)

_ & E
dt (E+M)?
E
(&)
E+M e
—a - ree—m(rmE+ reM)
de

o = e~ (rmm + ree) e

Similarly, dynamic equation for mesenchymal fraction (m) can be obtained:
dm
dt

Where, m and e are mesenchymal and epithelial cell fraction in the population, and r,,, and r. are the M and E cells growth rates, respectively.

The product of (rmm +ree) term with m in first equation and with e in the second equation above comes because of the conversion of cell
number dynamics to cell-fraction dynamics.

= rmm — (Fmm + ree) m

The following description of models shows the dynamics of E and M cell-fractions (which is obtained following the above shown
conversion).

Growth influence (Gl)

CL—T = rm(1 —oe)m — (rn(1 — ge)m + ro(1 — um)e) m
de
= = re(1 — um)e — (rm(1 — ge)m + re(1 — um)e) e

Where, o and u are the influence of E cells on M cells’ growth and M cells influence on E cell’s growth. The range of ¢ and u during parameter
optimization is set between [-1, 1].

Growth and transition (G&T)

dm
e (rm = tme)M+teme — (rmM + re€) m
de
e (re — tem)€+tmem — (rmMm + ree) €

Where, tne and tem are the per-capita M-E and E-M cell-transition rates.

Growth Influence and Transition (GI&T)

i—T =1 (1 — ae)m — tpem+teme — (rm(1 — ge)m + ro(1 — um)e) m
de
G re(1 — fm)e — teme+tnem — (rm(1 — de)m + ro(1 — um)e) e
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Growth and transition - Epithelial retention (G&T-Er)

C;_T = (l'm - tme)m+tem(1 - /Ye)e - (rmm + ree) m

% = (fre — tem(1 — v€))e+tmem — (rmm + ree) e

Where, v sets the strength of E cells to reduce their E-M transition rates. The range of v is set between [0,1] during optimization.

Growth and transition — Mesenchymal retention (G&T-Mr)

CL_T = (fm = tme(1 = oM))M+teme — (fmm + ree) m

de

p = (e = tem)e+tne(1 = om)m — (rum + ree)

Where, parameter ¢ sets strength of M cells to reduce their M-E transition rates. The range of @ is set between [0,1] during optimization.

Growth and transition - Mesenchymal and epithelial retention (G&T-MEr)

CL—T = (frm — tme(1 — 6M))M+tem(1 — ye)e — (rmm + ree) m

% = (re — tem(1 — v€))e+tme(1 — dM)M — (rmm + ree) e

Growth and transition — Mesenchymal influence and epithelial retention (G&T-Mi-Mr)

CL—T = (frm — tme(1 — dM))M+ten(1 + 8m)e — (rmm + ree) m

% = (re — tem(1 + 0m))e+tne(1 — dm)m — (r,m + ree) m

Where, 6 sets the strength of M cells to enhance the E-M transition rates. The range of 6 is set between [1,4] during optimization.

Table 4 represents the models proposed to fit spontaneous EMP seen in HCC38 breast cancer cells.” All models consider logistic growth of
cells, with all rate parameters (E-growth, E-M and M-E transition rates) being scaled by M cells growth rates at the time of parameter opti-
mization. Further, the temporal dynamics is realised in terms of changes cell numbers of four subpopulations — 1) Venus non-labelled
EpCAM"" cells, 2) Venus non-labelled EpCAMMS cells, 3) Venus labelled EpCAM™®* cells, and 4) Venus labelled EpCAMMS cells. The char-

acteristics (growth, resource competition, transition, and cell-cell influence) of Venus labelled and non-labelled population for a given EpCAM
status are kept same. Following are the mathematical description of each model:

Growth (symmetric competition)(GC,)

dMwy Mol 1 = (Evn+Evpt+Myn+Myp)
dt = 'mWVIVN K

dEyn - rEn(1 = (Evn+Evp+Myn+Myp)
dt = TebVN K

dMyp _ (Evn+Evp+Myn+Myp)
g = mMve (1 - K
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dt ~ K
Where, Eypn and Mypyn are EpCAM'"ig'" and EpCAM"’W cell numbers with subscript VN and VP denoting their Venus positive and Venus

negative status. r, and r,, are growth rates of E (EpCAMM" cells and M (EpCAM') cells, respectively. K is the carrying capacity (maximum
population size). Total E cells, E = Eyn + Eyp, and total M cells, M = Myn + Myp.

dEve (Evn+Evp+Myn+Myp)
= reEve| 1 -

Growth (symmetric competition) and transition (GC,&T)

d,::N = "m’VlvN(1 - (EVN+EVP+KMVN+MVP)) — tmeMyn + temEvn
dE Eyn+Evp+Myn+M

d¥N = reE\/N(1 _ Bt e L VP)) + tmeMyn — temEwn
dM Eynt+Evp+Myn+M

dtVP = rmMyp <1 - (EwtEve K W VP)) — tmeMvp + temEvp

dj:P reEVP<'| - (EVN+EVP+KMVN+MVP)) +tmeMvp — temEve

Where, tme and tem are the per-capita M-E and E-M cell-transition rates.

Growth (asymmetric competition) (GC,)

dMyn
dt

- MVN(_] _ (a(EVN+EVP)+MVN+MVP)>

K

dEyy (Evn+Evp+B(Myn+Myp))
at reEun| 1 — K

dMyp ((Evn+Evp)+Myn+Myp)
g = mMe(T - K

dEve _ rEm(1 — (Evn+Evp+B(Myn+Myp))
dt = Tebvp Ke

Where, a and 8 parameters capturing E cell’s influence on M cells growth and M cell’s influence on E cell’s growth. The range of both « and 8
parameters is in [0 10] during the parameter optimization. K, and K, are the respective carrying capacity of E and M cells.

Growth (asymmetric competition) and transition (GC,&T)

Mo _ rmMun{ 1 — (@Bt Eve) Mt Mie)) tme Mun + temEvn
dt K
dEIN = reEVN(1 - (EVN+EVP+6K(MVN+MVP))) +tmeMyn — temEwn

dMyp r Myp <1 _ (a(EVN+EVP)+MVN+MVP)

- tme M tem E
ar K. ) vp t+ VP

E Eyn+E Myn+M
ddf = reEvp (1 — (Evt VPH:(( v+ VP))) +tmeMvp — temEvp
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Growth (symmetric competition) and transition - E retention (GC.&T-Er)

dM Eyn+Eve+Myn+M E
d;/N = meVN('I - (Ewn VPK o VP)) - tmeMVN+tem(1 - Y(W))EVN

dE Eyn+Evp+Myny+M E
d:N = reEVN(1 - (Ew VPK m VP)) +tmeMun — tem(1 - ’Y(m))EVN

dM Evn+Evp+Myn+M E
dtVP = meVP(1 - (Ew VPK N VP)) - tmeMVP+tem(1 (E M))E\/P

dE Eyn+Evp+Myn+M, E
d;/P = "eEVP(1 - (Ewn VPK L VP)) + tmeMvp — tem(1 <E M))EVP

Where, v sets the strength of E cells (E = Eyn + Eyp) to reduce their E-M transition rates. The range of y is set between [0,1] during optimization.

Growth (symmetric competition) and transition - M retention (GC,&T-Mr)

dMVN - MVN 1 - (EVN+ Evp+ MVN+MVP) —t MVN +tom EVN
dt K

dE Evn+Evp+Myy+M M
diN =r EVN (1 _ ( VN VP 2 VN VF’)) + tme( _ <—M>) — tem EVN

dMye _ o Myp (1 - (EVN+E\/P+MVN+M\/P)) _ fme( (

dt K
dE Eyn+Evp+Myn+M M
Cl\t/P = r.Ep (1 -~ ( vNt+LCvp e VN VP)) +tme(1 _ 6(E M))MVP — temEvp

Where, 6 sets the strength of M cells (M = Myy + Myp) to reduce their M-E transition rates. The range of 6 is set between [0,1] during
optimization.

) Mye + temEve

Growth (symmetric competition) and transition - M & E retention (GC.&T-EMr)

dMVN _ (EVN+EVP+MVN+MVP) M
dt = ’fml\/’VN('I - K — tme 1-90 m MVN+tem 1 - Y E+
CIEVN (EVN+EVP+MVN+MVP) E
at reE\/N (1 — K + the — — tem 1 - —M
d’(\j/ivp = rmMyp (1 — (EVN+EVP+KMVN+MVP)) - tme( ( )) Myp + tom (’I (

dEve _ (Evn+Evp+Myn+Myp) M
dt reEVP(‘l - K +tme 1-9¢ E M MVP - em

Growth (symmetric competition) and transition - M influence E retention (GC&T-Mi-Er)

e
e
Je.

dMVN _ (EVN+EVP+MVN+MVP) E M
e "mMVN<1 - K — tneMun+tem| 1 — 7 EiM +40 ExM Evn
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dE\/N _ (EVN+EVP+M\/N+M\/P) E M
g - feEVN(1 - K +tmeMww — tem| 1 — v Em)t g EiMi Ewn

C’M\/P _ (EVN+EVP+MVN+MVP) E M
e "mMVP(1 - K — tmeMvp +tem( 1 — v =y +0 ExM Eve

dEVP _ (EVN+EVP+MVN+MVP) E M
gt "eEVP(1 - K +tmeMvp — tem| 1 — v E+M +6 ExM Eve

Where, 0 sets the strength of M cells to enhance the E-M transition rates. The range of 4 is set between [1,4] during optimization.

Growth (symmetric competition), influence (GC,l)

C’MVN - M 1 (EVN+EVP+MVN+MVP) Y (EVN+EVP)
. K (Evn+Evp+Myn+Myp)
dEyn - r.E 1 _ (EVN+EVP+MVN+MVP) _ (MVN+MVP)
dt emwN K # (EVN+EVP+MVN+MVP)

dMve _ e Moo(1 — EwtEvetMutMye) (Euw+Evp)
dt m K (EVN+E\/P+MVN+M\/P)
dEvp = rEnl1 = (Evn+Evp+Myn+Myp) _ (Myn+Myp)
dt emVP K # (E\/N+E\/P+MVN+M\/P)

Growth (symmetric competition), influence and transition (GCI&T)

d/\d/ItVN Mo (1 _ (EVN+EVP+KMVN+MVP) _ ”(EVN+(EEV:N++A5§:,)+ MVP)) Mot o
diN - EVN(1 _ (EVN+EVP+KMVN+MVP) - g +(Igvva++lvAl/x+)Mvp)) Mo — o E
dI;/Itvp - Mvp(1 _ (EVN+EVP+KMVN+MVP) _ U(EVN+(§/‘:\-:\[/:;X:,1- MVP)) Mt Eun
dj:p = reEvp (1 - (EVN+EVP+KMVN+MVP) - M(EVN-EII\_:/IV‘::-+I\2/\’/\;P3MVP)) +tmeMve — temEvp

Growth (symmetric competition) and transition - Three states (GC,&T3)

M N

My = M1 = 2| = tneMun — tohMun + temEvi + thmHun
dt K

dH N
d:N thVN(1 E) — timHww = theHun + tmnMyn + tenEvn

dE N
cI:N = feE\/N(1 E) + tmeMun + theHun — temEvn — tenEun

N
1 - E) tmeMvp — tmhMvp + temEve + thmHvp
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N
s rnHyp (1 - R) — thmHve — theHve + tmnMup + tenEvp

N
el reEve (1 - R) + tmeMvp + theHvp — temEvp — tenEve

N(t) = EVN(t) + E\/P(t) + H\/N(t) + va(t) + + MVN(t) + Mvp(t)

Where, H and h denote the hybrid states; tme, tmh, thm: thes tem: and ten are the per-capita cell-transition rates.

Growth (symmetric competition) and transition — Three states linear (GC,&T3-L)

dm N
d;/N = rmMVN(1 - E) — tmhMyn + thmHun

dH N
d:N = thVN(1 - E) — thimHwn — theHun + tmnMyn + tenEvn

dE N
dzN = reEVN<1 - E) +theHvn — tenEwn

dMm N
dtVP = "mMVP(1 - E) — tmhMyp + thmHvp

N
1 - E) — thmHve — theHvp + tmhMyp + tenEve

N
gt - reEVP<1 - R) +theHvp — tenEvp

N(t) = Ev[\[(f) + E\/P(t) + HVN(t) + va(t) + + Mv[\[(f) + M\/P(t)

Where, H and h denote the hybrid states; th, thm, the, and te, are the per-capita cell-transition rates.

Parameter identifiability

Parameters can be classified as:

(1) Locally Identifiable: the value can be recovered up to finitely many options;
(2) Globally Identifiable: the value can be recovered uniquely.

iScience

We checked for a priori global identifiability of parameters using a using Differential algebra approach. For the model proposed to fit
PMC42-LA experimental data (Table 1) we performed global identifiability calculations analytically (Data S1- Structural Identifiability analysis
of models proposed for PMC42-LA cells data). However, for the more complex models proposed for HCC38 experimental data (Table 4) we

used DAISY and Structuralldentifiability.jl package.®

A posteriori local identifiability of model parameter estimates was performed using Profile Likelihood analysis.*

Parameter optimisation

Parameter optimization involves the following steps.

1. Generating trajectories by simulating the population dynamics using the proposed models.

2. Quantifying the difference between the simulated data and the experimental data using a cost/objective (goodness of fit) function. We

used the chi-square (x?) values as the cost function:

a.data

M N P data model\ 2
2 _ Xobs — Xobs
X° = _obs "obs
obs

culture =1 rep =1 obs =1
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Where, obs refer to each experimental observation/measurements, xggga, for a given replicate and culture condition with total number of P
measurements within the duration of the experiment. The difference between temporal measurements of the experimental data and model

data js the standard deviation among

simulation is summed for each measurement time point, replicate (rep) and culture condition (culture). gS2¥

the replicates for each measurement time point and the culture condition. M, N and P are number of culture conditions, replicates, and mea-
surement time points, respectively. M = 2, N = 3, and P = 4 for PMC42-LA cellsand M =5, N = 3, and P = 5 for HCC38 cells spontaneous EMP
data; and M =1, N = 3, and P = 5 for HCC38 cells inhibitor treatment data.

3. Searching for the parameter set that minimizes the objective function using an optimizer. The parameter optimization was carried out
using the ‘Isgnonlin’ function from MATLAB's Optimisation toolbox. By default, it uses the ‘trust region reflective’ algorithm, in order to
converge to the minimum value of the cost function. The default values of optional parameter of ‘Isgnonlin’ were used for parameter
estimation.

Check for the resulting goodness of fit

An optimized model with a minimal chi-square value relative to the other models does not convey whether the optimized model is actually
giving a good fit to the data, or even overfitting the data. Such uncertainty in goodness of fit by least chi-square values comes because there is
no reference point to which these values should be compared to. Therefore, to ensure a good model fit occurs concomitantly with the model
giving minimal chi-squares, we further analysed:

(1) Normalized chi-square values - We normalize the chi-square values of the model fits to the number of data points. A normalized chi-
square value close to 1 indicates that all the experiment data points are around one standard deviation away from fitted data point.®?

(2) p-value of chi-square statistic — Assuming variations in the data are normally distributed and the model is linear in its parameters, the
resulting chi-square values follow chi-square probability distribution with N-M degrees of freedom. Here, N is the total number of data
points and M is the number of fitted parameters. Therefore, we can determine the probability that a chi-square value will exceed the
model obtained chi-square value by random chance. The closer the above probability is to a value of 1, the greater certainty there is
that the model is reliably capturing meaningful trends in the experimental data.®?

Estimating 95% parameter confidence range and parameter identifiability using profile likelihoods

We performed the Profile Likelihood (PL) analysis to estimate the 95% confidence range of optimized model parameters.** The PL analysis
uses chi-square statistics to define a threshold level of change in chi-square values from the minimum chi-square values under which model fits
are equally good (cost function/goodness of fit). This permissible change in the chi-square from the point of minima depends upon number of
model parameters (degree of freedom), and is used to define 95% confidence range for each model parameter. To generate profile likelihood
plot of a particular parameter (say 6;) in a model of N total parameters (61 n),

1. We first choose a relevant range of the parameter (6)).
2. Discretize the above parametric range into 1000 values separated by equal steps. Let's define each value in the discretized interval by
0{‘, where k = 1 to 1000.

3. Incrementally for each discretized value of 6; in its range (0?), we optimize the other N-1 parameters (0’1( ) of the model to

minimize the chi-square value while keeping the value of 0:‘ constant.

() = gin [ (4))

4. The minimum chi-square value thus obtained at each of these points corresponds to the profile likelihood value at the point.

Generating synthetic data

To generate synthetic data for a given modal:

(1) Multiple parameters set of the model were generated by uniformly sampling each parameter within its lower and upper bounds.

(2) For each parameter set, the model dynamics were simulated using the experimental culture condition as the starting point.

(3) We then sampled the temporal dynamics of the model output (EpCAM'™ fraction in models proposed for PMC42-LA cells data,
and Venus Cells ECAM™" fraction in models proposed for HCC38 cells data) at limited time points, mimicking the experimental
measurement design.
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(4) Since, for each parameter set for given a model and culture condition we can generate only one temporal trajectory, we added

normally distributed noise to the sampled data at each timepoints to get three independent samples, thus mimicking experimental
replicates for the culture condition. The standard deviation of normalised distributed noise was adjusted using a denominator term
‘noise factor’. Thus, increasing 'noise factor’ reduced the variation among replicates of the synthetic data. Further, in cases where add-
ing noise led to negative output (negative E and M fraction) values then resampling of noise term was performed until a positive sum of
data with noise term was obtained.

(5) We gave same structure to the synthetic data as with the original experimental data for models for HCC38 cells data, i.e., same culture

conditions, output measurement timepoints, and number of replicates. For synthetic data generated with models proposed for
PMC42-LA cells, the number of measurements timepoints where increased from four to eight, and the culture conditions and repli-
cates were same as the experimental data.

Improving identifiability of model parameters by adding model informed new data to the existing experimental data

Following are the steps to iteratively identify a timepoint of maximum variability in the output (experimental) variable with respect to param-
eter of interest and add new (model estimated) data to that time point:

1.

For a non-identifiable parameter of a model, we simulate the model dynamics for all parameter sets that are present within the 95%
confidence intervals for the non-identifiable parameter, starting with E and M proportions as in the original culture conditions. Note
that each point/step in the PL analysis of a parameter corresponds to a set of values of all model parameters. This results in output
(Venus cells EpCAM'®" fraction) variation due to parametric variation. The standard deviation of the output for each culture conditions
is calculated at uniformly spaced time points and the standard deviations across culture conditions are then summed up time point wise
to give a single time series of standard deviation values for the non-identifiable parameter.

. The above step is repeated for all non-identifiable parameters of the model to obtain 'n’ distinct time series of summed standard de-

viations for the 'n’ non-identifiable parameters.

. From the set of 'n’ distinct time series obtained in step 2, we then find a time point, and the parameter index across 'n’ time series which

has the largest standard deviation values. If the selected time point is already present in the experimental data, then we find another
combination of time point and parameter index which results in second (next) largest standard deviation value across 'n’ time series.
The selected time point is the optimal time at which new data will be added using the output variation observed in the selected param-
eter index.

. In the output variation observed for each culture condition of the selected parameter index in the step 3, we sample three new output

values at the optimal time point. These sampled new values corresponding to the optimal time point for each culture condition are then
added to the existing experimental data.

. With the updated experimental data run the PL analysis for all non-identifiable parameters of step 1 and 2. If any one of the parameters

remains non-identifiable then go back to step 1, otherwise stop. The addition of new data is stopped even when a maximum of 4 new
data are already added to the original experimental data.

QUANTIFICATION AND STATISTICAL ANALYSIS

No statistical tests were performed in the study.
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