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Abstract

Voluntary sharing of personal information is at the heart of
user engagement on social media and central to platforms’
business models. From users’ perspective, so-called self-
disclosure is closely connected with both privacy risks and
social rewards. Prior work has studied contextual influences
on self-disclosure, from platform affordances and interface
design to user demographics and perceived social capital. Our
work takes a mixed-methods approach to understand the ways
which contextual information might be integrated in the de-
velopment of privacy-enhancing technologies. Through ob-
servational study of several Reddit communities, we explore
the ways in which topic of discussion, group norms, peer ef-
fects, and audience size are correlated with personal informa-
tion sharing. We then build and test a prototype browser ex-
tension that automatically detects instances of self-disclosure
in Reddit posts at the time of posting and provides additional
context to users before they post. We share this prototype with
social media users, solicit their feedback, and outline a path
forward for privacy-enhancing technologies in this space.

Introduction

Social networking platforms have become essential chan-
nels for connection and relationship building (Tsay-Vogel,
Shanahan, and Signorielli 2018) and important sources of
information and support. Central to these processes is so-
called self-disclosure (SD), the act of revealing personal in-
formation about oneself to others (Jourard 1971; Kim and
Dindia 2011). Alongside tangible personal and social re-
wards, SD can magnify privacy risks, as it leads to inadver-
tent over sharing of personal and identifying information.

A body of research has sought to understand contextual
factors that may affect individuals’ SD on social media (An-
dalibi, Ozturk, and Forte 2017; Umar, Squicciarini, and Ra-
jtmajer 2019; Wang, Burke, and Kraut 2016; Ma, Hancock,
and Naaman 2016; Stutzman, Capra, and Thompson 2011;
Dwyer, Hiltz, and Passerini 2007; Krasnova et al. 2010; Bak,
Kim, and Oh 2012; Zhao, Hinds, and Gao 2012). The ma-
jority of these studies rely on observational data collected
from social network sites and focus on objective context,
e.g., topics of conversation (Umar, Squicciarini, and Rajt-
majer 2019; Bak, Kim, and Oh 2012). A smaller subset
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of prior work has utilized survey data to understand users’
perceptions of privacy risks and contextual influences on
users’ decision-making, e.g., perceived costs and benefits,
audience, and content intimacy (Bazarova and Choi 2014;
Stutzman, Capra, and Thompson 2011; Dwyer, Hiltz, and
Passerini 2007; Krasnova et al. 2010; Cheung, Lee, and
Chan 2015; Wang, Burke, and Kraut 2016; Ma, Hancock,
and Naaman 2016).

Much of the research on disclosure has focused on social
network sites where self-disclosure typically occurs among
a select group of viewers, often including real life con-
tacts (Shelton, Lo, and Nardi 2015). In contrast, relatively
anonymous social media sites like Reddit allow users to
communicate without adhering to the “profile and friend
list” format of social network sites (Leavitt 2015). On Red-
dit, site-wide norms discourage participation with one’s real
name as a privacy-protecting measure, and even email ver-
ification is not required to create an account. This makes it
possible for users to have multiple and disposable accounts
(Proferes et al. 2021). The anonymity afforded by Reddit
enables users to speak freely about controversial topics and
share sensitive or personal information (Leavitt 2015; Am-
mari, Schoenebeck, and Romero 2019). Prior research sug-
gests that anonymity, characterized by high awareness of
self and low awareness of others, is associated with signif-
icantly higher levels of self-disclosure in online communi-
cation (Ammari, Schoenebeck, and Romero 2019; Joinson
2001; Clark-Gordon et al. 2019; Umar, Squicciarini, and Ra-
jtmajer 2019; Ma, Hancock, and Naaman 2016). However,
users are not fully protected even on anonymous platforms.
Research has demonstrated that user profiles can be linked
across different social media platforms despite pseudony-
mous identities (Backes et al. 2016).

Our work builds on prior research exploring the effects
of contextual factors on SD in relatively anonymous online
communities like Reddit. In particular, we take a mixed-
methods approach to study the the contextual information
which might be integrated in the development of privacy-
enhancing technologies. The following research questions
scaffold this work:

¢ RQ1: How do contextual factors correlate with observed
self-disclosure in Reddit communities?

* RQ2: How can privacy-enhancing technologies support
improved contextual awareness of self-disclosure?



We collect, annotate, and model conversations in three
subreddits selected to represent communities of users self-
aligned along personal and professional identities. Using
this data, we explore contextual factors that appear corre-
lated with SD (RQ1). We complement our observational data
analyses with a survey-based study to understand how users
react and make self-disclosure decisions in specific scenar-
i0s. Using a persona-driven approach, we present study par-
ticipants with a prototype privacy-enhancing tool, namely, a
context-aware browser extension that provides SD alerts and
solicits participant feedback (RQ2). Our work makes the fol-
lowing key contributions:

* We identify key contextual factors and quantitatively
measure their correlation with self-disclosure in an
anonymous online community, Reddit;

* We build and test a prototype of context-aware privacy-
enhancing tool to support improved user awareness
around personal information sharing online.

Our findings align with prior work highlighting the im-
pacts of topics, audience, and norms on SD (Wang, Burke,
and Kraut 2016; Umar, Squicciarini, and Rajtmajer 2019;
Ma, Hancock, and Naaman 2016). We deepen this liter-
ature, taking a user-centered approach to understand how
these contextual impacts can support improved SD decision-
making. Our work highlights the potential benefits of
prompting users about the presence of SD and relevant con-
text and suggests that users would welcome a simple, ex-
planatory, context-aware SD notification tool.

Related Work
Social Underpinnings of Self-Disclosure

Several existing theories speak directly to the role of per-
sonal information sharing in building relationships. Social
identity theory (Attrill and Jalil 2011) explains that people
engage in ingroup-favoring behavior to maintain their so-
cial identity. SD behavior is a performance of identity. Social
identity theory explains that people are likely to share more
personal information and build relationships when they per-
ceive others as part of the in-group (shared identity) (Turner
et al. 1987; Tajfel 1982; Attrill and Jalil 2011).

Social penetration theory (Tang and Wang 2012), in par-
ticular, has been engaged in prior work on SD to explain
the function of personal information sharing in relationship
building online. Specifically, users steadily reveal more per-
sonal information as they build trust and deepen relation-
ships with others. Social exchange theory (Cropanzano and
Mitchell 2005) suggests the rational assessment of benefits
and costs of personal information sharing. Trust acts as a
critical factor in the exchange. Communication privacy man-
agement theory (Petronio, Child, and Hall 2021) shows that
SD and relationship-building are affected by various factors,
including perceptions of privacy, norms, and values.

Contextual Influences on Self-Disclosure

While SD is voluntary, it is also an influenced behavior.
Prior work suggests that platform affordances can impact
SD (Crowley 2019). Likewise, McKenna and Bargh (2014)
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and Walther (1996) suggest that context specific to social
media, e.g., asynchronicity and anonymity, has impact on
SD.

Peer influence on individuals’ online behavior has been a
subject of substantial work. Researchers have demonstrated
that individuals draw guidance from observing their peers’
actions. Bakshy et al. (2012) studies “social contagion”, sug-
gesting that individuals are more likely to adopt behaviors
when they observe their friends engaging in the same. In the
context of SD, this means users’ willingness to share per-
sonal information is shaped by perceived social norms. Che-
ung, Chiu, and Lee (2011), Li (2011), and Zhou (2011)
also highlight the role of social influence on users’ behavior.
Cheung, Lee, and Chan (2015) examine the relative impacts
of social influence on SD behaviors on Facebook, and find
that social influence emerges as the single strongest factor
driving SD in their study.

Audience also plays an important role in users’ decisions
around SD. Audience size and directedness—whether con-
tent is shared with a small, specific group or a larger, more
general audience— impacts users’ sharing decisions. Ac-
quisti and Gross (2006) find that users are more cautious
when sharing sensitive information in public settings. Wang,
Burke, and Kraut (2016) report a negative correlation be-
tween network size and SD, while tie strength and net-
work density demonstrate positive associations. Collins and
Miller (1994) conduct empirical studies on dyadic relation-
ships, determining that individuals are less likely to reveal
personal information to acquaintances as compared to close
friends. Choi and Bazarova (2015) explore the interplay be-
tween privacy boundaries and network attributes (size and
diversity of audiences within the boundary) on users’ SD.

Topics of discussion also influence users’ SD. Different
topics are associated with different degrees of SD (Wang,
Burke, and Kraut 2016). For instance, subjects such as work
and parenting may contain more personal details compared
to, e.g., weather and food (Umar, Squicciarini, and Rajtma-
jer 2019). Relatedly, Ma, Hancock, and Naaman (2016) con-
duct an online experiment to study the relationship between
content intimacy and SD in social media. They find people
disclose less as content intimacy increases, and anonymity
serves as a moderator for this relationship.

Context-Aware Privacy-Enhancing Technologies

The design of privacy-enhancing technologies (PETs) has
been extensively studied, with a particular focus on con-
textual factors that influence their effectiveness and user
adoption (O’Hagan et al. 2023; Coopamootoo 2020; Wang
et al. 2014; Acquisti et al. 2017; Wang et al. 2013; Wis-
niewski, Knijnenburg, and Lipford 2017; Knijnenburg and
Kobsa 2013). Several studies have explored how audience
awareness can be incorporated into the design of PETs. For
instance, privacy nudges that visually emphasize a post’s
reach can help users avoid regrettable disclosures (Wang
et al. 2014, 2013; Ferreyra, Meis, and Heisel 2017).

Lesser considered in the design of PETs are the influ-
ences of peers and the importance of community norms,
both important determinants of user sharing behavior (Garg
et al. 2013; Utz and Kridmer 2009). Information sharing



typically considers an imagined community and the social
norms within it (Acquisti and Gross 2006; Utz and Kriamer
2009). As aresult, PETs have been criticized for ignoring the
trust among individuals in a community (Giirses and Berendt
2010). While norms provide users with a general framework
of expectations, they do not specify actions (Rashidi et al.
2020). People learn social norms by interacting with and ob-
serving others in a community, making peer behavior a vital
observable signal of appropriate flow, and ultimately contex-
tual integrity (Nissenbaum 2004).

Study 1: Observational Study of
Identity-Driven Subreddits

To answer RQ1, we conduct an observational study using
data collected from Reddit. We analyze conversations from
various Reddit sub-communities and identify contextual fac-
tors correlated with self-disclosure behaviors.

Data Collection

We gathered posts and corresponding comments from three
subreddits: r/parenting, r/projectmanagement, and r/politi-
caldiscussion. These were selected to represent communi-
ties of users self-aligned along personal and professional
identities. All data was collected via a Reddit data archiv-
ing project'. Full statistics are provided in Table 1.

Data Analysis

Data labeling. We used a BERT-based model to label
all Reddit posts and comments for the presence of SD.
In particular, we fine-tuned the pre-trained BERT language
model (Devlin et al. 2018) on a public Reddit dataset. The
OffMyChest dataset (Jaidka et al. 2020) consists of 12,860
labeled sentences sampled from comments on subreddits
within r/OffMyChest and r/CasualConversations. Sentences
in this dataset have 6 labels. We used 2 of these to train
our model: information disclosure, comments revealing per-
sonal information; emotional disclosure, expressing the au-
thor’s positive or negative feelings.

Topic modeling. We used the unsupervised BERTopic
model (Grootendorst 2022) to extract most frequent topics.
There are three primary hyperparameters in this algorithm:
number of nearest neighbors; number of components; and
minimum cluster size. We used the hyperparameter opti-
mization framework Optuna? to search for and select opti-
mal hyperparameters.

False Discovery Rate (FDR) correction. We used the
Benjamini-Hochberg (B-H) Procedure to control FDR to 5%
when testing multiple hypotheses simultaneously.

Findings

RQ1: How do contextual factors correlate with observed SD
in Reddit communities?

Uhttps://arctic-shift.photon-reddit.com/
“https://optuna.readthedocs.io/en/stable/index.html
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Topics of discussion. We identified the most frequently
discussed topics in each of our three subreddits using the
BERTopic model, and then calculated the corresponding SD
rate for each topic. Table 2 lists the top four topics from each
subreddit. The SD rate for a given topic was determined by
calculating the ratio of samples containing SD to the total
number of samples within that topic.

In the r/parenting subreddit, the top four topics are:
support-seeking and gratitude; family member relationships;
children’s birthday party; and, children’s sleeping problems.
Compared to the other two subreddits, topics in the r/-
parenting subreddit generally have higher SD rates as we
might expect. Discussions in the r/projectmanagement sub-
reddit revolved around work-related themes. Prominent top-
ics here include artificial intelligence, particularly ChatGPT,
on the practices of project management and work-related
challenges for individuals with ADHD. In r/politicaldiscus-
sion, we identified a wider range of topics including gun vi-
olence, the 2020 US election, expressions of opinions and
gratitude, and transgender athletes. Users tended to share
their political views rather than divulge personal informa-
tion. Thus, the SD rates here are comparatively lower than
those observed in the other two subreddits.

We further disaggregate SD into emotional and infor-
mational categories. In the r/parenting subreddit, conver-
sations revolving around support-seeking and gratitude, as
well as family member relationships, predominantly feature
emotional self-disclosure. Conversely, topics related to chil-
dren’s birthday parties and sleeping problems mainly in-
volve informational self-disclosures.

Audience. Data collected through our observational study
supports analyses to explore the potential impact of audience
on SD. We construct a network based on users’ reply inter-
actions to explore the potential impact of user-audience ties
on SD. In the network, nodes are unique users and weighted,
directed edges represent pairwise interactions between users
in the form of a reply to a post or comment. Using central-
ity as a proxy for the influence of a node in the network,
we tested the relationship between a user’s SD rate and their
indegree, outdegree, and closeness centrality.

We find a significant positive correlation between a
user’s emotional SD and their indegree centrality (r =
0.013,p = .02) within the r/parenting subreddit. Based on
the edge direction in our network, users exhibiting higher
indegree attract a considerable number of replies from other
users, signifying a substantial audience. Observed positive
correlations suggest that a higher rate of emotional disclo-
sure contributes to a larger audience size. In the r/parent-
ing subreddit, we find a significantly negative correlation
between informational SD rate and outdegree centrality
(r = —0.036,p < .001). This suggests that individuals ac-
tively engaging in discussions within this subreddit tend to
exhibit lower rates of informational SD.

In general, users with high closeness centrality can in-
fluence the entire network quickly. Our analysis revealed a
positive correlation between a user’s SD rate and their
closeness centrality in the network (r = 0.027,p < .001).
Upon further examination, when we distinguished between



Subreddit Posts | Comments | Users | Conversations | Thread length

parenting 2917 127435 31801 55917 2.83+1.55
projectmanagement | 173 3084 990 1373 3.01£1.44
politicaldiscussion 122 29908 5202 9996 4.88+3.54

Table 1: Statistics of the observational data collected from three subreddits.

subreddit keywords Emo SD | Info SD SD
thank, people, good, think, comment, advice, know, right 0.360 0.066 0.381
. daughter, time, daycare, husband,relationship, need, tell 0.311 0.266 0.439
parenting toys, party, birthday, gift, invite, play, year, son, friends, fun 0.188 0.531 0.590
sleep, bed, night, wake, nap, bedtime, room, routine, schedule 0.198 0.567 0.612
work, like, time, need, team, people, experience, job, company 0.130 0.254 0.336
. chatgpt, questions, ask, provide, write, ai, generated, information 0.031 0.219 0.219
projectmanagement ai, work, data, think, humans, change, tools, automate, impact 0.102 0.136 0.203
adhd, work, day, struggle, energy, condition, mental, career 0.311 0.489 0.600
guns, mass, shootings, firearms, weapons, violence, crime, laws 0.041 0.065 0.087
oliticaldiscussion biden, trump, win, vote, 2020, election, president, candidate, voter 0.101 0.091 0.158
P thanks, point, comment, wrong, good, discussion, source, agree 0.140 0.029 0.158
trans, sports, women, gender, athletes, cis, sex, compete, biological 0.096 0.078 0.142

Table 2: Self-disclosure rates and keywords for hot topics in each subreddit. Emo SD represents the ratio of samples containing
emotional disclosure, Info SD represents the ratio of samples containing information disclosure, and SD represents the ratio of
samples containing either emotional disclosure,information disclosure, or both.

emotional and informational categories of SD, we observed
that the correlation predominantly stemmed from the infor-
mational category (r = 0.036,p < .001). This finding sug-
gests that, within the r/parenting subreddit, users with higher
closeness centrality tend to share more personal information
compared to other users. Users in pivotal positions within
a network face higher privacy risks when sharing above-
average amounts of personal information if they do not have
an accurate measure of their actual audience. However, no
significant patterns are identified within the r/projectman-
agement and r/politicaldiscussion subreddits.

Peer effects. To investigate the influences of peers on in-
dividuals’ SD, we thread together the Reddit posts and com-
ments we collected to recreate conversations and examine
the relationship between SD in parent post and child replies.
We are interested in peer effects of SD at two levels. First,
we test for peer effects in direct replies (dyadic conversa-
tion). Then we test the proportion of SD in full-length con-
versations. Chi-squared tests for the relationship between
SD in parent post and child replies are shown in Table 3.

We observe pronounced peer effects in the r/parent-
ing subreddit for both dyadic ties and full conversations.
The effects seem negatively connected with the SD attribute
in the parent posts, that is, non-SD posts attracted more SD
replies in the r/parenting subreddit. We further tested rela-
tionships between emotional and informational categories
of SD in parent posts and SD in child replies. Results in-
dicated that the negative peer effects mainly stemmed from
the informational category, and we even identified an oppo-
site trend for the emotional kind, where emotional SD posts
were more likely to receive SD replies.
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Observations. We also manually checked post content
and found that most non-SD posts were one of a few types:
asking parenting-related questions, e.g., “U.S. moms - how
long was your total maternity leave?”; seeking advice and
suggestions, e.g., “Looking for advice - anyone else here
have a teen that gets migraines?”’; or, weekly threads cre-
ated by moderators, e.g., “This weekly thread is a good land-
ing place for those who have questions about parenting, but
aren’t yet parents/legal guardians and can’t create new posts
in the sub.” These posts did not include self-disclosure, but
redditors who responded to them were highly likely to in-
clude personal information in their responses. For example,
in response to the maternity leave question, one redditor
shared their experience, stating, “I live in NY so was able
to take 6 weeks disability and 10 weeks of paid family leave.
Disability pays very little (175 a week) and paid family leave
was 65% of my salary.”

We observe another interesting norm in the r/parenting
subreddit. Most posts include the child’s age (and sometimes
gender) when describing their situations or questions, usu-
ally in forms like “Syo” or “14f”, where “14” indicates age
and “f” stands for gender. This practice makes their ques-
tions clearer and more specific, helping them receive more
relevant advice from other parents, as solutions to parenting
issues often vary depending on the child’s age.

Study 2: User Study of Context-Aware PETs

In Study 1, we conducted quantitative analyses to explore
the effects of contextual factors on users’ SD within a com-
munity. Our findings indicated that topics, audience, and
peer effects influence users’ SD but these effects vary across
communities. This variation aligns with observations in pre-



parenting projectmanagement | politicaldiscussion

variables dyadic full dyadic full dyadic full
SD parent & SD reply 280.6(-,Y) | 177.93(-Y) | 0.40(N) | 4.09(N) | 0.19(N) | 0.74(N)
Emo SD parent & SD reply | 99.31(+,Y) | 181.15(+,Y) | 0.17(N) | 0.25(N) | 2.40(N) | 9.53(-,Y)
Info SD parent & SD reply | 535.91(-,Y) | 370.29(-Y) | 0.06(N) | 5.67(N) | 0.19(N) | 0.74(N)

Table 3: Chi-squared tests for relationship between SD in parent post and child comments in dyadic and full length conversa-
tions. ”Y” represents a statistically significant result after correction, and ”+” indicates SD posts receive more respective replies

99 99

than non-SD posts, while

vious work (Proferes et al. 2021) suggesting that subreddits
have their own norms, cultures, and moderation practices, so
that insights in one subreddit may not translate across con-
texts. In Study 2, we extend our investigation of contextual
factors to the development of PETs and conduct a user study
to assess the efficacy and utility of such a tool.

Participant Recruitment

Our survey was created with Qualtrics® and distributed
through Amazon MTurk*. All human subjects research was
approved and exempted by IRB>. On MTurk, we hired mas-
ter workers to ensure high-quality survey responses. Ad-
ditionally, we required participants: (1) be Reddit account
holders; (2) use a laptop as their primary Internet Device
(our prototype is designed for Chrome).

Experimemtal Protocol

Our 6-part survey was adapted from (Chang et al. 2018) and
(Bazarova and Choi 2014):

e Part 1: Basic demographic questions, e.g., age, gender,
income, race/ethnicity, education, and occupation.

e Part 2: Participants asked what types of information they
consider “personal” or “sensitive”.

e Part 3: Participants asked about perceived group norms,
i.e., frequency of SD for themselves and other commu-
nity members.

e Part 4: We adopted the motivation question from
Bazarova and Choi (2014) to investigate the motivation
of participants’ SD on Reddit, but separating the category
“information storage and entertainment” into “informa-
tion storage” and “entertainment” for finer granularity.

e Part 5: Participants asked to what extent they were con-
cerned that their personal information could be misused
or exposed by others. These were adopted from two ver-
ified questionnaire items from Chang et al. (2018).

 Part 6: Participants were asked to take on a given per-
sona and suppose they were using our privacy-enhancing
tool before submitting a post to a given subreddit. The
Chrome extension detects if there is any personal infor-
mation in the post title and content, and then notify users
the detection result along with audience size and the rate

3https://www.qualtrics.com

*https://www.mturk.com

>The study (STUDY00020561) was reviewed and approved as
exempt by the Institutional Review Board (IRB) at Pennsylvania
State University for human subjects research.
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indicates that non-SD posts receive more respective replies than SD posts.
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Hello, we are now in the process of looking for a daycare for our 3-year-old daughter. There are three
daycares, one has the best staff-to-child ratio, but it's the farthest from our home. The second one is
the nearest and its price is within our budget, but it only has a very small outdoor play area. The third
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it's more expensive than the other two. I was wondering which ont to choose and what to look for
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Figure 1: Screenshot from our prototype privacy-enhancing
tool. The Chrome extention detects if personal information
is present in the post title or content. A pop-up notifies users
if SD is detected and provides approximate audience size
and average rate of SD in that subreddit over the past week.

of SD over the past week in the targeted subreddit. It also
collect users’ feedback about whether they agree with the
detection result. A screenshot is provided in Figure 1.

We designed three such scenarios to understand how partici-
pants embedded in different contexts would engage with our
prototype privacy-enhancing tool.

* Scenario 1: The user is posting to the r/parenting subred-
dit seeking advice on choosing a daycare for their 3-year-
old daughter, comparing three options based on staff-to-
child ratio, proximity, outdoor play area, and cost.

* Scenario 2: The user is posting to the r/ProductManage-
ment subreddit expressing concern over industry budget
cuts and potential layoffs. They detail their experience at
a mid-sized tech company in NY, mentioned their $3k/-
month mortgage and a young daughter, and seek advice
on staying competitive and reducing the risk of job loss.

* Scenario 3: The user is posting to the r/politicaldiscus-
sion subreddit expressing unwavering support for Pres-



Peer Disclosure Rate
Scenarios | 25.0% + 3.0% | 75.0% + 3.0% | total
scenariol 44 47 91
scenario? 47 45 92
scenario3 50 47 97
total 141 139 280

Table 4: Number of responses for each scenario and peer
disclosure rate (pdr) setting.

ident Smith. They outline reasons for their support, cit-
ing President Smith’s focus on rebuilding the economy
and handling the pandemic. They acknowledge differing
opinions and invite others to share their views.

Full text of the instructions and scenarios has been provided
in Supplemental Materials .

To understand how peer effects might influence partici-
pants’ willingness to self-disclose, we further introduced an
independent variable (pdr) displaying a dummy average rate
of SD in the given subreddit over the past week in each sce-
nario. Participants were divided into two groups: one group
was shown a relatively low average SD rate, with a random
percentage generated in the range of 25.0% + 3.0%, while
the other group was shown a high average SD rate, with a
percentage in the range of 75.0% =+ 3.0%. The number of
participants for each scenario and peer disclosure rate (pdr)
setting are shown in Table 4.

Data Analysis

Data cleaning. After an initial round of surveys, we en-
countered bot attacks. In response, we introduced two log-
ical validation questions within the survey to assess par-
ticipants’ attentiveness. Furthermore, we manually checked
the responses’ attitude, longitude, and IP addresses, exclud-
ing those with identical or near-identical values across these
three attributes. A manual review process was also employed
for answers to two open-ended questions, eliminating those
with nonsensical content. Out of the 301 responses received,
18 were filtered out based on these criteria. An additional
3 participants requested their data points be removed from
our analyses, resulting in 280 valid responses. Participants’
demographics are provided in Supplemental Materials.

Affinity diagramming. To analyze survey responses, we
used an affinity diagram (Lucero 2015). Affinity diagram
is a qualitative analysis method enabling designers and re-
searchers to identify key aspects for improvement, prioritize
user feedback, and improve the usability of a prototype tool.
We initiated the process by constructing an affinity diagram
on the MIRO whiteboard’. The lead annotator began by cre-
ating the diagram and grouping similar participant responses
into categories using sticky notes. The second annotator re-
viewed all the codes, and whenever there was disagreement
with the lead annotator (< 5% of instances), the two authors
discussed to arrive at consensus. Subsequently, both the lead

Shttps://shorturl.at/4CO2c
https://miro.com
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and second annotators iteratively refined and reorganized the
diagram through multiple rounds.

Findings

RQ2: How can privacy-enhancing technologies support im-
proved contextual awareness of self-disclosure?

Association between deviating from group norms in per-
sonal disclosure and concern about online identification.
Privacy concerns are generally viewed as a major reason
why users choose not to share personal information online.
However, SD does not always pose a privacy risk. For ex-
ample, users may believe their SD is less risky when others
are also sharing similar information. To investigate this fur-
ther, we asked participants to what extent they are concerned
about being identified through disclosed personal informa-
tion and the potential misuse of their personal informa-
tion. We measured the difference between participants’ self-
reported SD frequency and their perceptions of their peers’
SD frequency, naming this metric a user’s frequency differ-
ence. We then calculated correlations between each partici-
pant’s frequency difference and their level of concerns: (1)
concern about being identified online (r = 0.17,p = .004)
and (2) concern about personal information being misused
(r = 0.02,p = .64). Our findings indicate that partici-
pants with a higher frequency difference in personal infor-
mation disclosure, meaning they perceive themselves to dis-
close more than their peers, tend to be more concerned about
being identified online.

Discrepancy between perceived sensitivity and willing-
ness to share information. Taking into account partici-
pants’ perceptions of sensitive information, we proceeded
to investigate whether these perceptions aligned with their
willingness to share such information. Among participants’
who consider a respective category as sensitive, the number
of participants choosing not to submit a post containing that
information was approximately the same as those choosing
to submit, except for the first scenario (age as sensitive infor-
mation) where more participants opted to submit. We asked
participants the reason for their decision if they chose not
to submit the post. Most frequently selected reasons were
“because of the % of Reddit posts containing sensitive in-
formation in the past week” and “I didn’t realize there was
personal information in my post, but now I have realized it
after the tool notified me.”.

We asked additional questions of participants who de-
cided to submit a given post despite SD notification, to un-
derstand their reasoning. Through affinity diagramming, we
identified four primary reasons: (1) Belief that sharing the
data would not result in harm. For example, one participant
stated, “I don’t see any potential threat in posting this partic-
ular message. I don’t feel as though any of the information
disclosed is sensitive.”; (2) Perceived benefits from sharing
the information. For example, one participant mentioned,
“for me i think the benefit oversee the risk,’; (3) Observa-
tion of other users sharing similar information. One partici-
pant commented, “Most of the posts have personal informa-
tion, so I don’t feel alone.””; (4) Trust in the community/plat-



form. One participant stated, “It is very safe and secure. It
has many options to keep our data’s privacy.”

Supportive privacy-enhancing technologies. SD is often
framed as self-privacy violation that takes place intention-
ally or unintentionally to achieve specific goals including re-
lationship building, social connectivity, identity clarity, and
social control (Abramova et al. 2017; Bazarova and Choi
2014; De Choudhury and De 2014). PETs have helped users
become aware of their SD behavior and protect their data in
an online environment (Ioannou et al. 2021). One study con-
ducted a field trial using two types of privacy nudges: one
that informed users about the audience of their posts and an-
other that delayed the time of posting. They found that both
nudges reduced SD; users revised their posts to avoid poten-
tial regret (Wang et al. 2014).

Prior work has shown that visual cues of social norms can
also influence user SD. In other words, when people observe
others sharing personal information, they are more likely to
do the same (Spottswood and Hancock 2017). Likewise, per-
ceived social norms can influence SD (Chang et al. 2016).

Our analyses of Reddit posts and comments suggest that
context (e.g., peer’s SD behavior, topics of discussion) can
serve as cues for users’ SD decisions. Building upon these
insights and prior work (Wang et al. 2014; Kaushal et al.
2017; Schaub et al. 2015), our prototype tool exposes key
contextual information, namely group norms and audience
size, to support better informed SD. Our design acknowl-
edges that less sharing is not always better for a user and
that, in as much as contextual elements may impact social
rewards, they are critical to balanced decision making.

Our survey asked participants to share their perceptions
of our prototype and suggestions for improvement. Of
280 respondents, 239 (85.4%) either “strongly agree” or
“somewhat agree” that the tool could enhance their privacy
risk awareness. Additionally, 220 (78.6%) either “strongly
agree” or “somewhat agree” that the tool could help them
manage potential privacy risks. Of the 280, 119 participants
responded that there was nothing they would modify about
the tool. 11 participants’ answers were not interpretable; 13
responded that the tool was not helpful for them; 10 left re-
sponses blank; and, 28 simply offered compliments on the
tool®. Using an affinity diagram (Lucero 2015), we identi-
fied two main themes amongst responses: (1) enhancing tool
transparency; and (2) user-centered design.

Enhancing tool transparency for improved user trust
and understanding. Many participants reflected a desire
for greater transparency in our tool, including precise indi-
cations of what personal information is contained in their
posts. They asked for detailed explanations of how the tool
works internally, e.g., how our algorithm decides whether
posts contain personal information, and requested guidance
on how to avoid privacy risks.

Specify personal information in the post. 52 participants
(of 119) wished the tool would have clearly identified which

8 As our participants may have mentioned more than one topic
in their response, total number of utterances can be inconsistent
with our total number of participants.
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pieces of personal information was contained in their post
and determine what could be identifiable. P15 noted,

It would be more helpful if the tool could specify ex-
actly what the personal information is [and] highlight
personal information to make it easier and more con-
venient for me to modify the post.

P32 wanted not only to be informed about what contents are
personal but also what contents can be identifiable: “I would
have liked to see what it flagged as identifiable information.”

Explain the tool’s functionality. Four participants wanted
to know how the tool made its assessment, specifically why
and how it concluded that what the participant was sharing
was personal or sensitive information. For example, P227
asked “how [the algorithm] categorizes this information,
and how it decides what is considered personal.”

Highlight potential consequences. Participants wished
our tool could explain the potential consequences of posting
sensitive information. For example, participants suggested
the tool “highlight what the sensitive information was on
the page and tell the person how badly that can be to share
that.” (P137) and another participant similarly stated,

[The tool] can increase my privacy risk awareness by
giving me the chance to think through potential risks
I may face when sharing information online. (P38)

Offer guidance on navigating risk tradeoffs. Thirteen
participants recommended that the tool guide users on how
to avoid potential privacy risks while preserving the intended
meaning of their posts. For example, participants noted,

The tool can [prompt] me to consider the conse-
quences of my actions and leading me to take appro-
priate steps to protect my privacy. I would like to see
the tool include more specific advice on how to protect
my privacy. (P38)
Likewise, P268 wanted “to have an option to reword it so it
has less personal information but makes the same point.”

User-centered design. Participants’ recommendations for
improving the tool included enhancing user agency, improv-
ing the user interface (UI), and expanding the tool’s func-
tionality and features.

User agency. Four participants requested a greater sense
of agency from our privacy-enhancing tool. For example,
they wanted to have control over turning notifications on or
off in specific environments. P273 wanted the tool to have
“the ability to turn it on or off only for certain subreddits
would be nice,” rather than in all Reddit communities they
engage in. Similarly, P207 thought the tool could be less in-
trusive “if it can be altered with filters.”

User interface design. 'Twenty-four participants suggested
changes and improvements to the tool’s user interface (UI)
design, including modifying font colors, using bold text,
changing to clickable buttons, and rearranging the location
of notifications. For example, P74 noted,

It is an interesting tool, maybe they could improve the

layout because this text box (pop-up) in the middle of
the screen is a bit scary for many users.



Expand the tool’s features. Six users expressed a desire
for additional features, including details about how many
users viewed their posts, and the total number of users visit-
ing a subreddit each day. One participant expressed interest
in utilizing the tool across other social media platforms.

Discussion

Our mixed-methods approach sheds light on how contextual
information can be integrated into the development of PETs.
Following, we discuss the outcomes of our studies and how
they inform the design of PETs to support improved SD
decision-making. We note the limitations of this work and
propose future directions for research.

Design of PETs

The majority (78.6% and 85.4%, respectively) of our partic-
ipants stated that our prototype tool could help them manage
potential privacy risks and enhance their privacy risk aware-
ness. Our work highlights key considerations for the design
of PETs to support users’ SD decision making.

Contextual factors and self-disclosure (SD). We ob-
served that SD varies across topics of discussion and social
circles. Prior literature also supports this observation (Wang,
Burke, and Kraut 2016; Umar, Squicciarini, and Rajtmajer
2019). We also observe the central role of SD in personal
and relationship conversations, highlighting heightened pri-
vacy risks in these communities. This suggests implement-
ing privacy controls tailored to specific communities, with
differing sensitivity thresholds.

Our work also suggests the importance of audience size
for SD decisions (Wang, Burke, and Kraut 2016; Vitak and
Kim 2014). Providing users with insights into their audi-
ence’s characteristics would allow individuals to better make
informed self-disclosure decisions based on their social con-
nections and desired privacy levels.

Furthermore, our work underlines the influence of group
norms on SD, noting that users seek to align with the actions
of their peers in a community. Exposing and making explicit
community norms of SD through PETs can help users to
understand processes that may be implicit but play a critical
role in user privacy, i.e., via the framework of contextual
integrity (Nissenbaum 2004).

Design specifications. Survey responses shed light on de-
sign implications. Designers of PETs should provide SD no-
tifications that highlight specific parts of the text containing
personal or sensitive information. Information with different
levels of sensitivity could be highlighted with, e.g., a tem-
perature scale (Tahaei, Frik, and Vaniea 2021). Many partic-
ipants sought suggestions for alternate text which can make
posts less sensitive while preserving their meaning.
Designers should consider the explainability of PETs
for improved user trust (Roundtree 2023; Liao and Sundar
2022). Our findings indicate that participants desire greater
transparency regarding the algorithms driving our insights,
e.g., how they categorizes information and why certain in-
formation is considered personal. While explainability of
outputs from machine learning algorithms is a persistent
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challenge, designers should keep in mind that integrating
available solutions where possible is desirable.

Our findings indicate that PETs for SD should clarify
the consequences of posting sensitive information and pro-
vide guidance for users on how to avoid privacy risks. This
could be achieved, for example, by implementing hovering
features in the tool.Consistent with prior work (Limerick,
Coyle, and Moore 2014; Schaub et al. 2015) our participants
also sought greater control over our prototype tool, e.g., al-
lowing them to turn notifications on and off for specific sub-
reddits rather than across all Reddit communities in which
they participate. Providing these options not only empowers
users but also enables them to make meaningful decisions
(Schaub et al. 2015).

Lastly, designers can enhance our Ul design by using vi-
sual cues to highlight more important information with dif-
ferent text colors (e.g., red), or by adjusting the color of sta-
tistical information based on whether the numbers are high
or low to capture users’ attention. Additionally, our tool can
foster a better user experience by changing our interface
from typing to clickable buttons.

Limitations and Future Work

To offer participants a tangible context when asking the sce-
nario questions, we asked all participants to take on the given
persona. However, the provided persona is not gender inclu-
sive. This lack of inclusivity may introduce bias into our re-
sults. Future work could involve a more immersive approach
to study user self-disclosure behaviors through our devel-
oped context-aware browser extension.

In addition, we treat all Reddit accounts as having the
same level of anonymity. Research has studied the phe-
nomenon of “throwaway accounts” on Reddit and indi-
cated that there are differences in posting behaviors between
pseudonymous and throwaway accounts (Leavitt 2015; Am-
mari, Schoenebeck, and Romero 2019). A study considering
varying levels of anonymity would address this limitation.

Conclusion

Our work adopted a mixed-methods approach to investi-
gate the influence of contextual factors on users’ online self-
disclosure and explore how they might inform the design of
PETs to support improved SD decision-making. Our results
align with existing research, demonstrating the influence of
topics, audience, and norms on self-disclosure. Additionally,
our prototype context-aware browser extension showcases
the technology’s potential to enhance users’ awareness of
self-disclosure. While our study offers insights, we recog-
nize its limitations and propose future directions. Longitu-
dinal and interactive data collection and studies considering
varying levels of anonymity could yield a more comprehen-
sive understanding of self-disclosure behaviors across dif-
ferent contexts. Our work contributes to the broader under-
standing of how context shapes online self-disclosure behav-
iors. As technologies continue to evolve, our findings can
inform the design of tools that empower users to make in-
formed sharing decisions while safeguarding their privacy.
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