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1. Introduction
1.1. Foreword

Continued fractions go back to antiquity [5] and are surprisingly versatile. They appear across
mathematics, from number theory [3,28] to analysis [18,21], from cluster algebras [7] to discrete
geometry [20] to signal processing [31]. In combinatorics, they famously enumerate partitions [2],
lattice paths [12] (see also [13,14,27]), permutations [11,36], and perfect matchings [42] (see
also [32,38]).

Curiously, the applications go in both directions: the asymptotics of combinatorial sequences
can be derived from analytic properties of continued functions, while combinatorial interpretations
imply positivity properties. This paper explores connections between linear extensions of finite
posets and continued fractions, and their asymptotic applications to counting.

Note that we utilize standard terminologies in order theory and continued fraction theory, and
we include detailed definitions in Section 2 for the reader’s convenience and clarity.
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1.2. Linear extensions

Let P = (X, <) be a poset with |X| = n élements. Denote [n] := {1, ..., n}. A linear extension of P
is a bijection f : X — [n], such that f(x) < f(y) for all x < y. Let £(P) be the set of linear extensions
of P, and denote e(P) := |&(P)]. Clearly, 1 < e(P) < n! See [10] for a detailed recent survey.

Denote by p(n) the minimum number of elements in a poset with n linear extensions. See [35,
A160371] for the numerical data (see also [35, A281723]). For example, u(5) = 4 since e(Z4) = 5,
where Z, is a zigzag poset on 4 elements (with an N-shaped comparability graph).

The asymptotics of {u(n)} remains an important open problem. Clearly, p(n) < n since for the
parallel sum of chains we have: e(C,_; @ C;) = n. In a different direction, u(n) = £2(logn/loglogn)
since e(P) < n! : The first nontrivial upper bound u(n) = 0(4/n) was found by Tenner [40]. Most
recently, this bound was greatly improved:

Theorem 1.1 (Kravitz-Sah [23, Thm 1.1]). We have: u(n) = O(logn log log n).

The authors use a simple but surprising connection to continued fractions, the starting point of
this paper (see below). They state the following:

Conjecture 1.2 ([23, Conj. 7.3]). We have: u(n) = O(logn).

In this paper, we are mostly interested in the combinatorial aspects of the connection between
linear extensions and continued fractions, suggesting new technical tools towards the conjecture.

1.3. Simple continued fractions

Let N:={0,1,2,...} and P := {1, 2, .. .}. A simple continued fraction (CF) is defined as follows:

1
[bo, b1, b, ..., bm] = bo + 7 ) (1.1)
by - ;
2+
where integers bg > 0, by, ..., by_1 > 1, and b, > 2 for m > 1. Integers b; are called quotients. The
sum of these quotients S(bg, ..., by) == bg + --- + by, is called the weight of [bg, ..., bny]. Recall
that for every a € Qx¢ there is a unique simple continued fraction [bg, by, by, ..., by] = o, and we

write s(a) := S(bo, by, ba, ..., by) in this case. Note that s(er) = s(a™").

In the terminology of [43] (see also [22, §4.5.3]), the weight s(%) is the number of steps of
the subtraction algorithm, the original (classical) version of the Euclidean algorithm for finding the
greatest common divisor that uses only subtractions instead of divisions. The following result is the
key to the proof of Theorem 1.1.

Theorem 1.3 (Larcher [24], See Also [23, Thm 1.2]). For every integer d > 1, there exists an integer
1<c <d gcd(c,d) =1, such that

d
s(¢) < C—— logd loglogd, (1.2)

where ¢(n) is Euler’s totient function, and C > 0 is a universal constant.

See Section 5.3 for more on the theorem. Now, Kravitz and Sah observed that Conjecture 1.2
follows from the following conjectural extension of Theorem 1.3.

Conjecture 1.4 ([23, Conj. 7.2]). For every prime d, there is an integer 1 < ¢ < d, such that
s($) < Clogd, (1.3)

where C > 0 is a universal constant.
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Note that in a CF (1.1) for %, the number of quotients is m = O(logd). Thus, Conjecture 1.4

follows from the celebrated Zaremba’s conjecture (see also Section 5.5):

Conjecture 1.5 (Zaremba [44, p. 76]). For every integer d > 1, there is an integer 1 < ¢ < d, such that
c/d=1[0,bq,...,byldnd by, ..., by <A, where A > 0 is a universal constant.

1.4. From continued fractions to linear extensions

In poset P = (X, <), an antichain is a subset of pairwise independent elements. The width of a
poset is the size of the maximal antichain. An element x € X is minimal, if for every y € X we have
either x < y or x || y. Denote by min(P) the set of all minimal elements in P. Denote by P — x the
poset obtained by removing the element x.

Theorem 1.6 (See [23, Prop. 4.1]). For all integers 1 < ¢ < d with gcd(c,d) = 1, there is a poset
P = (X, <) of width two, such that |X| = s(g), e(P) = d and e(P — x) = c for some minimal element
x € min(P).

The proof of the theorem uses two simple transformations of posets (P, x) — (P’, x') and (P”, x”),
such that for e(P) = d, e(P — x) = ¢ the new posets satisfy e(P’) = e(P") = c +d, e(P’ — x') = c,
e(P” —x") = d — c. In Section 3 we modify and generalize this construction.

Before we proceed to generalizations, consider

T(k) = {e(P) : P =(X, <), IX| <k},

so that u(n) = min{k : n € T(k)}. Open Problems 7.5 and 7.6 in [23] ask about the asymptotics
of |7(k)|, and of the largest L = L.(k) such that ‘T(k) n{t,..., L}] > cL. We have the following
direct application of Theorem 1.6 (not noticed in [23]), which gives partial answers to both open
problems:

Corollary 1.7. We have: |T(k)| = exp §2(k). Moreover, there is a constant C > 1, such that

é|¢(km{1,z,...,Lc’<J}| — 1 as k— oo. (1.4)

Proof. Recall the following remarkable result of Bourgain and Kontorovich [4] (see also Section 5.5),
giving an asymptotic version of Zaremba’s Conjecture 1.5: y(n) — 1asn — oo, where y(n) denotes
the proportion of d € {1,...,n}, such that c/d has all quotients < 50 for some 1 < ¢ < d,
gcd(c, d) = 1. Since s(%) = O(log d) for such fractions, by Theorem 1.6 we obtain the result. O

1.5. Relative version

Let P = (X, <) and let x € X. Following [9], consider the relative number of linear extensions:
e(P)
e(P —x)’
It follows from Theorem 1.6, that every rational number « > 1 is equal to p(P, x) for some poset P
and element x € X.
For d > ¢ > 1, let v(c, d) denote the minimal number of elements in a poset P = (X, <), such

that p(P, x) = g for some x € X. The following upper bound can be viewed as a relative version of
Theorem 1.1.

p(P,x) =

Theorem 1.8. For all d > 3c, we have:

d
v(c,d) < p + O(logd loglogd). (1.5)
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In [9, Prop. 8.8], we showed an asymptotically matching lower bound:

v(c,d) > g (1.6)

The motivation of Theorem 1.8 comes from the approach in [8], where we studied relative versions
of several counting functions (domino tilings, spanning trees, etc.) The proof of Theorem 1.8 is based
on the approach in [9, §8.2]. It would be interesting to see if the condition d > 3c can be weakened
to d > (14 ¢)c or even dropped. Additionally, by analogy with the Kravitz-Sah Conjecture 1.2, we
conjecture that (1.5) can be improved to

v(c,d) < ¢ + O(logd). (1.7)

In a different direction, one can ask about the smallest size poset with e(P) = d and e(P — x) = c,
since the construction in the proof can result in an integer multiple of both.

The key part of the proof of Theorem 1.8 is the following tail estimate for the weight of random
continued fractions:

Theorem 1.9 (Rukavishnikova [30]). There is a universal constant C > 0, such that

1 C
7#{ced:‘55—£lodlolod 1odlolod2/3} S
y [d] : |s(§) — -3 logd loglogd| > (logd)(loglogd) < loglogd)'P
Here we are stating a special case of the main theorem in [30] which suffices for our purposes.

(1.8)

1.6. Generalized continued fractions

Letm=>0,ay,...,an €P, by, ..., by €P. A generalized continued fraction (GCF) is defined as
a
[@1, ... @ms Do, ... bl = by + ——— . (1.9)
by + —2—
L n
Note that when a; = --- = a,, = 1 we get a simple continued fraction. We define the weight of
GCFs as follows:
Glar, ..., am; bo, ..., bm) == (bo + -+ -+ bm) — (a1 + -+ +am) + m,
and note that G(1,...,1; bg,...,byn) = S(bg, ..., by). Observe that a rational number can have

many presentations as a GCF, some of which can have weight smaller than the weight of the
corresponding CFs. For example,

20 2+ ! 24 2

- = T,.1 1

7 1+ 5 2+ 3
s0s(2) =5(2,1,6)=9and G(2, 1;2,2,3) = 6.

A generalized continued fraction (1.9) is called balanced if

)

bi > a;+a 1 —1 forall 0 <i < m, (1.10)
where by convention we assume that ayp = ap,; = 1. Clearly, every simple continued fraction of
o € Q> is balanced. The following is the GCF analogue of Theorem 1.6.

Theorem 1.10. Let m > 0, ay,...,an € P, by, ..., b, € P be integers satisfying (1.10). Then
there exists a poset P = (X, <) of width at most three, and a minimal element x € min(P), such
that |X| = G(ay, ..., Gm; bo, ..., by) and

lai, ..., am; bo, ..., bm] = p(P,X),
where [aq, ..., an; by, ..., by is a balanced GCF defined in (1.9).
4
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For o € Qs1, define
gle) = min{G(as, ..., am: bo,...,bm) : [a1,...,am; bo, ..., bm] = },

where the minimum is over all balanced GCF (1.10) such that all partial fractlons L are reduced, i.e.
gcd(G;, D;j) = 1forall 1 < i < m(see the definition in Section 2.2). For example, 1fa1 =y =T
for some integer r > 1, and integers by, ..., by, are coprime to r, then all partial fractlons C’ are
reduced. In particular, this condition automatlcally holds for all simple CFs. From above, we have
g(a) < s(a). Thus, the following conjecture is a natural weakening of Conjecture 1.4.

Conjecture 1.11. For every prime d, there is an integer 1 < ¢ < d, such that
g(¢) = Clogd, (1.11)
where C > 0 is a universal constant.

From Theorem 1.10, we have:
Proposition 1.12. Conjecture 1.11 implies Conjecture 1.2.
1.7. Rational GCFs

We call a continued fraction of the form (1.9) rational if a; € Q7. A rational generalized
continued fraction (RGCF) is called balanced if it is of the form

o1

by + a1 + ) s (1.12)
S(e) =1+ br+az + s(og)—1+by+ogt ——— 33—
" o) b
where a1, ...,y € Qsq and by, ..., by, € NS.t. by, > 1. We use [, ..., ap; by, ..., by] fo denote
this RGCF.
Note that for «q, ..., an € P, this is a balanced GCF, since the inequalities (1.10) are automati-
cally satisfied. Denote by
R(eer, ... om; bo, ..o bm) = bo + -+ bm + s(a1) + -+ + s(am)
the weight of (1.12). For example, take m = 1, a; = % bo = 1, by = 3. Then
3
s(3) =3, [3:1.3] =143+ 52— =% and R(3:1,3) = 143+5(3) = 7.
s(3)—1+3
The following result is a variation of Theorem 1.10 to RGCF:
Theorem 1.13. Letm > 0, a1, ..., oy € Qs1and by, ..., by € P. Then there exists a poset P = (X, <)
of width at most three, and a minimal element x € min(P), such that |X| = R(a1, ..., ®m; bo, - .., bm),

and
[e1, ..., am; bo, ..., bn] = p(P,X),
where [, ..., am; bo, ..., byl is a balanced RGCF defined in (1.12).
For 8 € Q>1, define
1(B) == min{R(e, ..., am; bo, ..., bm) : [e1, ..., cm: Do, ....bw]l =B},

where the minimum is over all RGCF (1.12) such that all partial fractions C’ are reduced (see the
definition in Section 2.2). From above, r(a) < s(a). Thus, the following conjecture is a natural
weakening of both Conjectures 1.4 and 1.11.
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Conjecture 1.14. For every prime d, there is an integer 1 < ¢ < d, such that
r(¢) < Clogd, (1.13)
where C > 0 is a universal constant.

To motivate the conjecture, note that r(8) can be much smaller than s(8). Take, for example,
m=1a =2 and g = 2. We have:
14 Sa) =8, f=3+— T4+o+— [ 1, 1]
o = o1 (o4 = ’ = - = o _— = | 7 s .
1 1+1 1 11+1 stay 11 T
Thus, s(8) = g(B) = 19 while r(8) < R(«q; 1, 1) = 10 in this case. Again, by Theorem 1.13 we have:

Proposition 1.15. Conjecture 1.14 implies Conjecture 1.2.
1.8. Paper structure

We recall poset theoretic definitions and notation in Section 2. Recursive constructions of posets
are studied in Section 3. We present the proofs in Section 4. We conclude with final remarks and
open problems in Section 5.

2. Basic definitions and notation
2.1. Posets

For a poset P = (X, <) and a subset Y C X, denote by Py = (Y, <) a subposet of P. We use (P —z)
to denote a subposet Pyx_,, where z € X. Element x € X is minimal in P, if there eXists no element
y € X — x such that y < x. Denote by min(P) the set of minimal elements in P.

In a poset P = (X, <), elements x,y € X are called incomparable if x 4y and y £ x. We write
x || y in this case. An antichain is a subset A C X of pairwise incomparable elements. The width of
poset P = (X, <), denoted width(P), is the size of a maximal antichain. A chain is a subset C C X of
pairwise comparable elements. Denote by A, and C, the antichain and the chain with n elements,
respectively.

A dual poset is a poset P* = (X, <*), where x <* y if and only if y < x. A parallel sum P & Q of
posets P = (X, <) and Q = (Y, <’) is a poset (X U Y, <°), where the relation <° coincides with <
and <" on X and Y,and x || yforallx € X,y € Y. A linear sum P @ Q of posets P = (X, <) and
Q = (Y, <")is a poset (X UY, <°), where the relation <° coincides with < and <" on X and Y, and
x<®yforallxeX,yeY. )

Note that e(P*) = e(P), e(P © Q) = e(P)e(Q) and e(P & Q) = ("*") e(P) e(Q), where [X| = n and
|Y| = n’. We refer to [39, Ch. 3] for an accessible introduction, and to surveys [6,10,41] for further
definitions and standard results.

2.2. Continued fractions

Consider a GCF [ai,...,Qm;bo,...,byn] given by (1.9). Recursively define
G :=Clay,...,am; bo,...,by)and D; := Di(ay, ..., am; bg, ..., by), 0 <i<m, as follows:
Cn = bn, Dy = 1,
D; = Cyq, G = biD; + ait1Diy1.
It is easy to see by induction that
G
D’
These are called partial fractions or tails of continued fractions. Note that for simple CFs we have
gcd(C;, D;) = 1, but this does not always hold for GCFs.

[Git1, Gita, ..., Qs by, big, ..., bl =

6
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Similarly, consider a RGCF [«1, ..., am; bo, ..., bn] given by (1.12). Let o = c;/d; where
ged(ci,d;) = 1, 1 < i < m. Recursively define GG = Cf(aq,...,om; bo,...,bn) and D; =
Di(aq, ..., am; bg, ..., by) as follows:

Cm = bm, Dm = 11

Di = disq (Cie1 + (s(atig1) — 1) Diyr),

G = biD; + ciy1(Gy1 + S(@is1) Diga).
It is easy to see by induction that

G

[oiv1, g2, ooy @ by bigq, .o bl = —
D;
The ratios %"i are called partial fractions in this case.

3. Recursive constructions
3.1. Hybrid sums

Let P = (X, <) and Q = (Y, <’) be posets on |X| = n and |Y| = n’ elements. Fix x € min(P). The
hybrid sum Q @, P is the poset R = (X UY, <°) given by the relations

u<®u forevery u<u, uu eX,

v <V forevery v < v, v, v ey,

v < u forevery ueX-—x, vey.
Note that x is incomparable to Y in R, and thus x € min(R).
We have:

e(QexP) = e(Q)e(P) + e(Q @ x)e(P —x) — e(Q)e(P —x).

Indeed, the term e(Q)e(P) counts linear extensions f € £(R) for which f(x) > n’ 4 1. Similarly, the
term e(Q ®x)e(P —x) counts f € £(R) for which f(x) < n’ + 1. Finally, the term e(Q)e(P — x) counts
f € &(R) for which f(x) = n’ + 1. Because e(Q & x) = (n’ + 1) - (Q), we then have

e(Q exP) = e(Q)e(P) + n'-e(Q)e(P — x). (3.1)
It then follows that for all y € min(Q), we have
e(R—y) = e((Q —y) &xP) = e(Q —y)e(P) + (n' —1)-e(Q — y)e(P —x). (3:2)
Since (Q ©x P) —x = Q © (P —x), we also have:
e((Q &xP) —x) = e(Q)e(P —x). (3.3)
Finally, note that
width(Q &, P) < max{ width(P) — 1, width(Q)} + 1. (3.4)

Remark 3.1. Hybrid sum is a special case of the quasi-series composition defined similarly in [15]
for general subsets of minimal elements. Also, when Y = {y}, we have R = {y} ®, x P, where @, «
is the direct sum operation defined in [23, §2].

3.2. Properties of hybrid sums

We now use hybrid sums to construct posets for which the numbers of linear extensions satisfy
recurrence relations emulating continued fractions.

7
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Lemma 3.2. Let P = (X, <) and Q = (Y, <’) be posets on n = |X| and ' = |Y| elements, and let
x € min(P), y € min(Q). Let R = (Z, <°) be a poset and let z € min(R) be given by

R = Q@XP, zZ =Y.
Then we have

e(R) = e(Q)(e(P) + n'-e(P —x)),
e(R—z) = e(Q—y)(e(P) + (0" —1)-e(P —x)),
IZ| = n+n,
width(R) < max{width(P), width(Q) + 1}.

Additionally, we have:

p(R,z) = P(Q»ﬁ(l + W)
Proof. The first four conclusions follows from (3.1), (3.2), (3.4). We conclude that
p(R.Z) = e@Q)  e(P)+n"-eP—x)
e(Q—y) eP)+ (n—1)-eP —x)
e(P —x)
= ”(Q’y)<1 MR (n/—1)~e(P—x))

1
en (14 )

as desired. O

Lemma 3.3. Let P = (X, <) be a poset on |X| = n elements, let x € min(P), and let b > 0. Let
R = (Z, <°) be a poset and let z € min(R) be given by

R = C,exP, zZ = X,
where C, is a chain of b elements. Then we have
e(R) = e(P) + b-e(P —x),
e(R—2z) e(P —x),
[Z| = n+ b,
width(R) < max{width(P), 2}.

Additionally, we have:

p(R,z) = b+ p(P,x).

Proof. The first four conclusions follows from (3.1), (3.3), and (3.4). We conclude that

P)+ b-eP —
pRz) = & );P _ei) X 2 o) + b,

as desired. O

By combining the two lemmas above, we get the following:

Lemma 34. Let P = (X, <)and Q = (Y, <') be posets on n = |X| and '’ = |Y| elements, and let
x € min(P), y € min(Q). Fix b > 0. Let R = (Z, <°) be a poset and let z € min(R) be given by

R = G o, (QexP), z =y
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where G, is a chain of b elements. Then we have

e(R—2z) = e(Q —y)(e(P) + (n' —1)e(P —x)),
eR) = b-e(R—z) + e(Q)[e(P) + n'-e(P —x)],
Z| = n+n + b,
width(R) < max{width(P), width(Q) + 1, 2}.

Additionally, we have:

1
oR,z) = b + p(Q,y)(“r m)

Proof. This follows from first applying Lemma 3.2 then applying Lemma 3.3. O
Lemma 3.5. Let P = (X, <) be a poset on |X| = n elements, let x € min(P), and let b > a > 0. Let
R = (Z, <°) be a poset and let z € min(R) be given by
R:=Cae(y®C1)exP), 2z :=y,
where G, is a chain of b elements, and y is an element not contained in P. Then we have
eR—z) = e(P) + (a—1)-e(P —x),

eR) = (b—a)-e(R—z) + a-[e(P) + a-e(P —x)] = b-e(R—z) + a-e(P —x),
[Z| = n+ b,
width(R) < max{width(P), 3}.

Additionally, we have:
a

R,z) =b _—
PR2) = b T

Proof. Let Q = (Y, <') .=y & C,_1: Note that
eQ)=a, eQ—-y)=1, |Y| =a, and width(Q) = 2.

The lemma now follow from substituting b <— (b — a) into Lemma 3.4. O
3.3. A flip-flop construction

We will need the following variation on the hybrid sum construction to prove Theorem 1.8.
Let P = (X, <) and Q = (Y, <’) be posets on n = |X| and n’ = |Y| elements, and let x € min(P),
y € min(Q). The flip-flop poset R = (Z, <°) is defined by

Z = X-x)U({Y—-y)U{z, v},
where z, v are new elements. The partial order <° is defined by

p <°p forevery p,peX—x st p>p,
q<°q forevery q,qdeY—-y st q< ¢,
p <®z forevery peX-—x st x <p,
z <°q forevery qeY-y st y < q,
p<°v<®q forevery peX—x, qeY-—y,
and  z |jxo v.
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Lemma 3.6. The flip-flop poset R = (Z, <°) satisfies

e(R) = e(P)e(Q —y) + e(P —x)e(Q),
e(R—2z) = e(P—x)e(Q —y),
1Z| = n+n,
width(R) < width(P) + width(Q).

Additionally, we have:

p(R,z) = p(P,x) + p(Q,¥).
We warn the reader that the element z is not necessarily a minimal element of R, so this
construction cannot be easily iterated.

Proof. We have:
e(R) = e(P)-e(Q —y) + e(P —x)-e(Q).

Indeed, the factor e(P) - e(Q — y) ¢counts linear extensions f € £(R) for which f(u) < f(v), while the
factor e(P — x) e(Q) counts linear extensions f € &£(R) for which f(u) > f(v). Also note that

e(R—z) = e(P —x)-e(Q —y),
because (R — z) is isomorphic to the linear sum (P — x) © {v} © (Q — y). Finally, note that

width(R) < width(P) + width(Q),
4 X + 1Y],

by construction. This completes the proof. O
4. Proofs
4.1. Proof of Theorem 1.10

We prove the claim by induction on m. First, let m = 0. Recall the notation in Section 2.2. Note
that condition (1.10) becomes by > 1, which holds by the assumption. Let P = (X, <) := {x}® Cp,—1.
Then we have:

e(P) = b() = Co(bo) and e(P —X) =1= Do(bo).

We also have |[X| = bg and width(P) = 2, as desired.

Suppose now that the claim holds for m — 1. Let b} := b; — a; + 1. The balanced assumptions
(1.10) gives b} > ay. Thus, by the inductive assumption, there exist P’ = (X’, <’) and x’ € min(PY,
such that

e(P' —x)

Do(az, ..., am; by, bay ..., bn) = Di(as, ..., am; bo, b1, ..., bm),

e(P’) = Colaz, ..., am; b}, by, ..., by)
= GColaz, ..., am; by, by, ..., by) — (a1 — 1) - Do(az, ..., Qm; by, bz, ..., bp)
= G(ay, ..., am; bo, ..., bm) — (a1 — 1)-Dy(as, ..., am; bo, ..., bm).

Now, apply Lemma 3.5 to P < P’ with b < by and a < a; and x < x'. We obtain a poset
R = (Z, <°)on |Z| = n elements, and z € min(R), such that

eR—z) = eP') + (a1 — 1)-e(P' —X) = Ci(ay, ..., am; bo, ..., bm)
= Do(alv"'vam;b07"'abm)7
e(R) = bo-e(R—2z) + a;-e(P —X)
10
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= bo-Do(ay, ..., am; bo, ..., byw) + ar-Dy(ay, ..., am; bo, ..., by)
= Co(as, ..., am; bo, ..., bn).

Since induction assumption implies that |X|" = G(ay, ..., dp; bj, by, ..., by), we also have

m m
n = b0+|x’|:bo+b’1+Zb,-—Za,-+m—1
i=2 i=2

m m
D obi— Y a+m = Gan....an:bo,....bn),
i=1

i=0

and width(R) < max{width(P’), 3} < 3.Finally, we have:
Co(ai, ..., am; bo, ..., bm)
R,z) = = [ai,...,am; bg, ..., bnl.
PR = Dar, — amibo, o by i bo e bl

The theorem is now complete by substituting P <— R and x < z. O

4.2. Proof of Theorem 1.13

We prove the claim by induction on m. For m = 0, let P = (X, <) := x ® Cy,_1. We have:
E(P) = b() = Cg(bo) and e(P —X) =1= Do(bo)

We also have |X| = bg and width(P) = 2, which proves the case m = 0.
We now suppose the claim is already proved for (m — 1). By the induction assumption, there
exists a poset P’ = (X', <’) and element x' € min(P’), such that

e(P' —x') = Do(az,...,0m; by, by, ..., by) = Di(an, ..., am; bo, b1, ..., bm),

e(P")

Applying Theorem 1.6 to a4, there exists a poset Q = (Y, <’) and y € min(Q) such that
e(Q) =c1, eQ—-y)=di, Y] =s(a;) and width(Q) < 2.

Now, apply Lemma 3.4 to posets P/, Q, and element by. We obtain a poset P = (X, <) and
x € min(P), such that

e(P—x) = e(Q—y)[e(P) + (IY| = 1)e(P' —x)].
= d] . [C](O[], vy O bo, ,bm) + (S(O(]) — ]) -Dl(O[], ey O, bo,b], ,bm)]
= Do(d],.‘.,am;bo,...,bm).

Colaz, ...,am; b1, ba, ..., by) = Ci(ar, ..., am; bo, ..., bn).

We also have
e(P) = bo-e(P—x) + e(Q)[e(P) + |Y|-e(P" —X)]
bo - Do(et1, ..., am; bo, ..., by)
+ c- [C](Ol], ooy Oy bo, ,bm) + S(Ol1) -Dl(Ol1, cee s Oms bo,b], ,bm)]
Colan, ..., am; bo, ..., bm)

and

width(P) < max{width(P"), width(Q) + 1,2} < 3.
Finally, we have

IX| = IX'| + |Y| + bo
(b1 4+ -+ +bm) + s(a2)+ -+ s(am) + s(a1) + bo
= R(aq,...,0m; bo, ..., bn).

This completes the proof. O

11
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4.3. Proof of Propositions 1.12 and 1.15

For Proposition 1.12, recall from the introduction that Conjecture 1.11 implies Conjecture 1.2
for prime d. Indeed, by Theorem 1.6 for a GCF [ay, ..., an; by, ..., bn] = % we obtain a poset
P = (X, <) and x € X such that |X| = g(g) < Clogd and eﬁﬂ() = g By the reduced condition on
the definition of g, it then follows that e(P) = d, as desired. )

To show that the first part of Conjecture 1.11 suffices, let pT‘ .. pZ” be the prime factorization
of d. For each prime p;, let P; = (X;, <;) be the corresponding poset with e(P;) = p; and |X;| < C logp;.
Define

P =Po---9Pi0o---0P0---0PF
B — N e’
my times my times

be the linear sum of posets P;. We have:
4

e(P) = ]_[ e(P)™ = d,

i=1
and
¢ ¢

X| =Y milX| < CY mlogp = Clogd.

i=1 i=1

This completes the proof of Proposition 1.12. The proof of Proposition 1.15 follows verbatim. O
4.4. Proof of Theorem 1.8

First, observe that there exists a constant C > 0, such that for all coprime integers a,b < d
which satisfy C < b < a < 2b, there exists a positive integer £ := £(a, b) Such that 1 < ¢ < b, and

s(f) < 2logb loglogh and s(%%) < 2 logb loglogb. (4.1)

Indeed, by Theorem 1.9 and using % < 2, for random ¢ € {1,..., b}, the probability that each

inequality fails — 0 as b — oo. Taking C large enough so that each probability is < % proves the
claim.
Let a, b be given by

d
a::c—i—d—{Jc, b = c,
c
so that b < a < 2b and b < d: From above, there exists 1 < £ < b, such that (4.1) holds. Let

'—1+Eand B = d 2+a—€
o= P =1 P

It follows from the construction that & + 8 = ¢: Since ¢ > 3, we have o, f > 1.
Applying Theorem 1.10 to simple continued fractions, we obtain a poset P = (X, <) and element
x € min(P), such that

p(P.x) = a and |X| =1+ s().
Similarly, we obtain a poset Q = (Y, <’) and element y € min(Q), such that
p(Q.y) = p and Y| = [{] -2+ s(%F).

By Lemma 3.6, there exists a poset R = (Z, <°) and element z € Z, such that

d
PR, z) = p(P,x) + p(Q,y) = o

12
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and

d
p + O(logd loglogd).

2] = Xl + Y] = m = 14s(3) + (%) =

This completes the proof. O

5. Final remarks and open problems
5.1.

The nature of connections between counting combinatorial objects and continued fractions
described in Section 1.1 is clear and easy to explain: when objects are decomposed into smaller
objects, they often have simple recurrences of the type described in Section 2.2. Fundamentally, this
is the same reason why the generating functions are so powerful in combinatorial enumeration,
see e.g. [14,39]. And yet, every time such a connection is found it is an unexpected delight,
stemming both from the sheer elegance of continued fractions as well as the power of technical
tools developed for them. While we tend to be swayed by the latter arguments, we appreciate the
former sentiments.

5.2.

The upper bound in Larcher’s Theorem 1.3 was sharpened by Rukavishnikova [30] to
O(log dloglogd). Since ﬁ can be as large as Cloglogd, see e.g. [ 16, Thm 328], this is a significant
asymptotic improvement. This result was further sharpened by Aistleitner, Borda and Hauke [1,

Cor. 2], who proved that for all d > 3 there exist 1 < ¢ < d, such that
s(§) < % logd loglogd + O(logd). (5.1)

Note that we are using only prime d for our applications, which it why we postponed this recent
result. We note in passing that the authors of [23] stated Conjecture 1.4 in the generality of all d;
while plausible this remains out of reach with the existing technology. They were unaware of the
earlier work and rediscovered Theorem 1.3.!

5.3.

The asymptotics in the upper bound (5.1) cannot be easily improved by probabilistic arguments.
This follows from a version on the tail estimates (1.8) given in [29]. A stronger result was proved
in [1, Thm 1], which implies that for all C < 0,d > 3, and ¢ = &(d) > (logd)S, for the (1 — &)
fraction of c € {1, ..., d} with gcd(c, d) = 1, we have:

£

‘s(%) — 12 logd lOglOgd‘ = o('ed). (5.2)

Of course, this does not preclude the outlying small values predicted by Zaremba’s conjecture. In
fact, as was pointed out in [1], the distribution of s(%) is heavy-tailed and has a large mean:

a5 > s(5) = 5 (logdy® + 0((logd)(loglogd)?), (5.3)

where the summation is over all ¢ € {1,...,d} Such that gcd(c,d) = 1. This was proved
independently in [25,26,43].

1 personal communication.
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54.

It was pointed out by Kravitz and Sah (see Remark 5.31 in [8]), that the numerator c in
Theorem 1.6 can be found in probabilistic polynomial time poly(logd). Tail estimates (5.2) give
a simpler (and faster) probabilistic algorithm: pick a random c, check if gcd(c, d) = 1, compute a
simple CF (1.1), repeat if s(%) > 2logdloglogd. It is an interesting open problem if this can be
done deterministically. More broadly, is there a deterministic polynomial time construction of a
poset with exactly n linear extensions? So far, the only deterministic construction we know of is

by Tenner [40], which is exponential in (logn).
5.5.

Zaremba’s Conjecture 1.5 is often stated with A = 5 or even A = 4 for all sufficiently large
integers. It is known to hold for integers of the form 2™3", for other families of powers of small
primes and sufficiently large powers of all primes, where the constant A can depend on the prime,
see [34]. We refer to [3, §6.2] for an elegant presentation of the 2™ case. Of course, the Kravitz-
Sah Conjecture 1.2 is trivial in this case. Note that the constant 50 in the Bourgain-Kontorovich
theorem that was used in the proof of Corollary 1.7, has been improved to 5 in [17]. See [19] for
further extensions, and [33, §7] for an overview.

5.6.

It would be interesting to find an elementary proof of the first part of Corollary 1.7. The result is
especially surprising given that the bound is obtained on a relatively small family of posets of width
two. On the other hand, we know of no nontrivial bound for the much larger family of height two
posets (cf. [37]).

5.7.

In [8, Conj. 5.17], we conjecture that all but finitely many integers are the numbers of linear
extensions of posets of height two. We also observe (Prop. 5.18, ibid.), that this would imply

Conjecture 1.2 with a sharp O Og’ﬁ)g ~) asymptotics.

Acknowledgements

We are grateful to Christoph Aistleitner, Milan Haiman, Oleg Karpenkov, Alex Kontorovich, Noah
Kravitz, Greta Panova, Ashwin Sah, Rolf Schiffler, Ilya Shkredov, Nikita Shulga and Alan Sokal for
interesting discussions and helpful remarks. Special thanks to Maria Rukavishnikova for sending
us [29]. Last but not least, we would like to thank the anonymous referees for valuable comments
and suggestions. Both authors were partially supported by the Unites States National Science
Foundation.

References

[

Christoph Aistleitner, Bence Borda, Manuel Hauke, On the distribution of partial quotients of reduced fractions with

fixed denominator, Trans. Amer. Math. Soc. 377 (2024) 1371-1408.

[2] George E. Andrews, Bruce C. Berndt, Ramanujan’s Lost Notebook. Part I, Springer, New York, 2005, p. 437.

[3] Jonathan Borwein, Alf van der Poorten, Jeffrey Shallit, Wadim Zudilin, Neverending Fractions, Cambridge Univ. Press,
Cambridge, UK, 2014, p. 212.

[4] Jean Bourgain, Alex Kontorovich, On Zaremba’s conjecture, Ann. Math. 180 (2014) 137-196.

[5] Claude Brezinski, History of Continued Fractions and Padé Approximants, Springer, Berlin, 1991, p. 551.

[6] Graham Brightwell, Douglas B. West, West partially ordered sets, in: Handbook of Discrete and Combinatorial
Mathematics, CRC Press, Boca Raton, FL, 2000, pp. 717-752 (Ch. 11).

[7] llke Canakgl, Ralf Schiffler, Cluster algebras and continued fractions, Compos. Math. 154 (2018) 565-593.

[8] Swee Hong Chan, Igor Pak, Computational complexity of counting coincidences, Theoret. Comput. Sci. (in press). ar

Xiv:2308.10214.

14


http://refhub.elsevier.com/S0195-6698(24)00103-3/sb1
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb1
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb1
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb2
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb3
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb3
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb3
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb4
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb5
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb6
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb6
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb6
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb7
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214
http://arxiv.org/abs/2308.10214

S.H. Chan and I. Pak European Journal of Combinatorics 122 (2024) 104018

(9]

[10]
(11]

[12]
[13]
(14]
[15]
(16]

[17]
(18]

[19]
(20]
[21]
(22]

[23]
(24]

[25]
[26]

(27]

(28]
(29]

(30]

(31]
(32]

(33]
(34]
(35]
(36]
(37]

(38]
(39]

[40]
[41]
[42]
[43]

(44]

Swee Hong Chan, Igor Pak, Equality cases of the Alexandrov-Fenchel inequality are not in the polynomial hierarchy,
2023, preprint (2023) 35 pp.; arXiv:2309.05764.

Swee Hong Chan, Igor Pak, Linear extensions of finite posets, 2023, preprint (2023) 55 pp.; arXiv:2311.02743.
Sergi Elizalde, Continued fractions for permutation statistics, Discrete Math. Theor. Comput. Sci. 19 (2) (2017) Paper
No. 11 24pp.

Philippe Flajolet, Combinatorial aspects of continued fractions, Discrete Math. 32 (1980) 125-161.

Philippe Flajolet, Robert Sedgewick, Analytic Combinatorics, Cambridge Univ. Press, Cambridge, 2009.

lan P. Goulden, David M. Jackson, Combinatorial Enumeration, John Wiley, New York, 1983, 569pp.

Michel Habib, Roland Jégou, N-Free posets as generalizations of series-parallel posets, Discrete Appl. Math. 12 (1985)
279-291.

Godfrey H. Hardy, Edward M. Wright, An Introduction to the Theory of Numbers, sixth ed., revised, Oxford Univ.
Press, Oxford, 2008, p. 621.

ShinnYih Huang, An improvement to Zaremba’s conjecture, Geom. Funct. Anal. 25 (2015) 860-914.

William B. Jones, Wolfgang J. Thron, Continued Fractions. Analytic Theory and Applications, Addison-Wesley, Reading,
MA, 1980, p. 428.

Igor D. Kan, A strengthening of the Bourgain-Kontorovich method: three new theorems, Sb. Math. 212 (2021)
921-964.

Oleg Karpenkov, Geometry of Continued Fractions, Springer, Heidelberg, 2013, p. 405.

Aleksandr Ya. Khinchin, Continued Fractions, Dover, Mineola, NY, 1997, p. 95.

Donald E. Knuth, The Art of Computer Programming. Vol. 2. Seminumerical Algorithms, third ed., Addison-Wesley,
Reading, MA, 1998, p. 762.

Noah Kravitz, Ashwin Sah, Linear extension numbers of n-element posets, Order 38 (2021) 49-66.

Gerhard Larcher, On the distribution of sequences connected with good lattice points, Monatsh. Math. 101 (1986)
135-150.

Bernhard Liehl, Uber die Teilnenner endlicher Kettenbriiche, Arch. Math. (Basel) 40 (1983) 139-147 (in German).
Alexey A. Panov, Mean for the sum of elements over a class of finite continued fractions, Math. Notes 32 (1982)
781-785.

Mathias Pétréolle, Alan Sokal, Bao-Xuan Zhu, Lattice paths and branched continued fractions, Mem. Amer. Math.
Soc. 291 (1450) (2023) 154.

Andrew M. Rockett, Peter Sziisz, Continued Fractions, World Sci., River Edge, NJ, 1992, p. 188.

Maria G. Rukavishnikova, A probability estimate for the sum of incomplete partial quotients with fixed denominator,
Chebyshevskil Sb. 7 (4) (2006) 113-121 (in Russian). available at tinyurl.com/ytv33cct.

Maria G. Rukavishnikova, The law of large numbers for the sum of partial quotients of a rational number with a
fixed denominator, Math. Notes 90 (2011) 418-430.

Tomas Sauer, Continued Fractions and Signal Processing, Springer, Cham, 2021, p. 263.

Rolf Schiffler, Snake graphs, perfect matchings and continued fractions, in: Snapshots of Modern Mathematics from
Oberwolfach, No. 1, 2019, p. 10, available at publications.mfo.de/handle/mfo/1405.

Ilya D. Shkredov, Non-commutative methods in additive combinatorics, Russian Math. Surveys 76 (2021) 1065-1122.
Nikita Shulga, Radical bound for Zaremba’s conjecture, 2023, preprint (2023) 8 pp.; arXiv:2310.09801.

Neil J.A. Sloane, The online encyclopedia of integer sequences, oeis.org.

Alan D. Sokal, Jian Zeng, Some multivariate master polynomials for permutations, set partitions, and perfect
matchings, and their continued fractions, Adv. Appl. Math. 138 (2022) Paper No. 102341 122pp.

David Soukup, Complexity of sign imbalance, parity of linear extensions, and height 2 posets, 2023, preprint (2023)
9 pp.; arXiv:2311.02203.

Thomads Jung Spier, Graph Continued Fractions (Ph.D. thesis), IMPA, 2021, 94.

Richard P. Stanley, Enumerative Combinatorics, Vol. 1 (second ed.) and Vol. 2, and 2, Cambridge Univ. Press, 2012
and 1999, 626pp. and 581 pp.

Bridget E. Tenner, Optimizing linear extensions, SIAM ]. Discrete Math. 23 (2009) 1450-1454.

William T. Trotter, Partially ordered sets, in: Handbook of Combinatorics, Vol. 1, Elsevier, Amsterdam, 1995, 433-480.
Xavier Gérard Viennot, A combinatorial theory for general orthogonal polynomials with extensions and applications,
in: Lecture Notes in Math., vol. 1171, Springer, Berlin, 1985, pp. 139-157.

Andrew C. Yao, Donald E. Knuth, Analysis of the subtractive algorithm for greatest common divisors, Proc. Natl.
Acad. Sci. USA 72 (1975) 4720-4722.

Stanistaw K. Zaremba, La méthode des bons treillis pour le calcul des intégrales multiples, in: Applications of Number
Theory to Numerical Analysis, Academic Press, New York, 1972, pp. 39-119 (in French).

15


http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2309.05764
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://arxiv.org/abs/2311.02743
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb11
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb11
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb11
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb12
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb13
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb14
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb15
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb15
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb15
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb16
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb16
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb16
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb17
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb18
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb18
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb18
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb19
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb19
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb19
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb20
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb21
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb22
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb22
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb22
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb23
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb24
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb24
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb24
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb25
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb26
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb26
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb26
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb27
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb27
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb27
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb28
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://tinyurl.com/ytv33cct
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb30
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb30
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb30
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb31
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
https://publications.mfo.de/handle/mfo/1405
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb33
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://arxiv.org/abs/2310.09801
http://oeis.org
http://oeis.org
http://oeis.org
http://oeis.org
http://oeis.org
http://oeis.org
http://oeis.org
http://oeis.org
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb36
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb36
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb36
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://arxiv.org/abs/2311.02203
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb38
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb39
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb39
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb39
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb40
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb41
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb42
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb42
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb42
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb43
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb43
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb43
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb44
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb44
http://refhub.elsevier.com/S0195-6698(24)00103-3/sb44

	Linear extensions and continued fractions
	Introduction
	Foreword
	Linear extensions
	Simple continued fractions
	From continued fractions to linear extensions
	Relative version
	Generalized continued fractions
	Rational GCFs
	Paper structure

	Basic definitions and notation
	Posets
	Continued fractions

	Recursive constructions
	Hybrid sums
	Properties of hybrid sums
	A flip-flop construction

	Proofs
	Proof of Theorem 1.10
	Proof of Theorem 1.13
	Proof of ??
	Proof of Theorem 1.8 

	Final remarks and open problems
	
	
	
	
	
	
	

	Acknowledgements
	References


