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Abstract We perform experiments and peridynamic
simulations to understand the evolution of cracks in a
thin glass plate, backed by a polycarbonate plate,
impacted by a small projectile at 150 m/s. We use the
peridynamic model to investigate how various types of
crack systems are generated by the impact event and
how they evolve in time. The detailed investigations of
wave interactions and the different cracks and failure
types they generate, performed using the peridynamic
model, are unique. Post-mortem analysis of glass
fragments allows comparisons with the computational
results in terms of the kind and location of crack
systems. Fractography results provide information
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about the growth direction for some of the edge cracks
and the peridynamic results are used to explain the
particular wave interactions leading to the observed
behavior. The model captures, in an average sense,
some wispy/very fine cracks (surface roughness)
experimentally observed on fragments coming from
the ends of the Hertzian-cone crack. This is the first
attempt at using a computational model to predict the
fine details and complex mechanisms of the origin and
time evolution of fracture and full fragmentation in a
glass plate from impact.

Keywords Peridynamics - Dynamic fracture - Stress
waves - Glass - Fractography - Hertz cone crack -
Impact - Lamb waves

1 Introduction

Dynamic brittle crack growth, as the initiation of
material failure, remains a challenging problem after
more than a century of research (Walley 2014, Zhang
et al. 2015). The interaction between stress waves and
propagating cracks is difficult to simulate because
such interactions often lead to a variety of failure
types, including diffuse damage, localized cracks, and
fragmentation. Capturing all of this complex behavior
with a computational model is not a simple task (Song
et al. 2008; Marder 2015; Bobaru and Zhang 2015;
Pyttel et al. 2011; Timmel et al. 2007; Seagraves and
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Radovitzky 2015). In the present work, we provide a
detailed analysis, based on a peridynamic model, of
the evolution of failure and damage in a thin glass
plate impacted by a small projectile. For this purpose,
we use a simple peridynamic model with a linear-
elastic and brittle micro-scale constitutive relation (see
Hu et al. 2013; Bobaru et al. 2012) to simulate the
experimentally observed fracture and damage pro-
duced by impact on a 10 cm x 10 cm x 3.3 mm
glass plate with a polycarbonate backing plate of
similar dimensions. We show that a peridynamic
approach that uses a minimal set of input parameters is
able to reproduce the large variety of failure modes
generated when a thin glass plate is hit by a small
projectile at a speed of 150 m/s: circumferential
cracks, radial cracks and cracks parallel with the sides
of the plate, fragmentation and formation of glass
chips, and edge-to-center cracks. We analyze the
computational results in relation to experimental ones
in terms of the damage and failure patterns, the growth
direction for edge-cracks, and some fine features/
roughness observed on certain crack surfaces. Our
computations show that this type of roughness
happens, surprisingly, at low crack propagation
speeds. We conduct fractography experiments to
understand the direction of crack growth of some
edge-cracks. The peridynamic simulations provide
evidence that demonstrate/illustrate the underlining
failure mechanisms of various types of cracks. In such
brittle systems, wave interactions/reinforcement is the
major contributor to crack formation and propagation.
Our analysis identifies which wave reinforcements are
responsible for which types of cracks. In a previous
paper (Hu et al. 2013), we only compared the
experimental results with the peridynamic simulations
in terms of the overall damage patterns under different
impact velocities.

We assume that the material response of glass, for
the impact speed analyzed here, is essentially brittle,
with negligible plastic/viscous dissipation. Besides
glass, many other material systems, like inorganic
glasses, ceramic materials, concrete, and certain
metals or metallic alloys, do behave in a brittle way
when loaded dynamically, as is the case for projectile
impact or plate impact (Knight et al. 1977; Sherman
2000; Sherman and Tamir 1988).

The question of how damage progresses in time and
how brittle materials fail when impacted by a projec-
tile is important when trying to improve design of
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materials and structures. For instance, understanding
of how the thin glass of a smart-phone cracks when it
impacts a hard object, and why, by simply adding a
thin scratch-protective membrane on top leads to
improved crack resistance, depends on understanding
the complex dynamics of crack growth in a brittle
plate from impact.

From a qualitative point of view, brittle damage is
characterized by a large number of cracks and
fragments that strongly interact with one another and
with stress waves. These types of problems have been
difficult to computationally model/simulate in the
past, and, to the best of our knowledge, no computa-
tional model can accurately describe the entire evo-
lution of brittle damage, from the initiation stages to
the post-fracture and fragmentation phase. More often
than not, to even obtain some partial solutions to the
problem of brittle damage from impact, one has to
“insert” parts of the solution into the model, by ways
of, for example, criteria for failure, preferred direc-
tions for crack growth, etc. This approach may work
for cases like crack initiation and propagation of a
single crack, but they are unlikely to work well when
the fracture process leads to complex multi-crack
interactions and fragmentation.

Most prior computational works discussing the
failure of brittle materials (like glass or glassy
polymers) from impact resorted to using the Finite
Element Method (FEM), alone or in combination with
the Discrete Element Method (Pyttel et al. 2011;
Timmel et al. 2007; Rudshaug et al. 2023; Lei et al.
2021; Chen and Chan 2018; Hirobe et al. 2023). These
approaches employ element-deletion, cohesive-zone,
or other types of damage models to simulate the
evolution of impact-induced fracture and fragmenta-
tion in brittle targets. While Phase-Field models have
also been introduced to model brittle fracture (Borden
et al. 2012), they appear to have not been used for
impact-fragmentation types of phenomena. The Dis-
continuous-Galerkin method has also been used for
simulating impact on brittle targets. In reference
(Seagraves and Radovitzky 2015), for example, the
authors develop a Discontinuous Galerkin method for
a strain-dependent elasto-plastic model in which
fracture is simulated via a Cohesive Zone model that
is also assumed to be strain-rate dependent. The model
is used to simulate impact damage on brittle targets.
Edge-on impact and normal impact simulations in
alumina are shown. For normal impact on a thin plate,
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the model is able to capture Hertz cone crack
formation, growth of radial cracks and circumferential
cracks. While perhaps one of the most successful type
of simulations of impact damage on brittle plates to
date, this model does not match experimentally
measured crack propagation speeds in the edge-on
impact case. For the normal impact, the authors of
Seagraves and Radovitzky (2015) mostly discuss the
damage patterns and the dependence of these patterns
on the impact velocity, similar to what is done in the
peridynamics-based papers (Hu et al. 2013) and
(Bobaru et al. 2012) for glass. Some discussion on
the possible reasons behind the growth of the various
types of cracks is presented in Seagraves and
Radovitzky (2015), but the actual mechanisms/sce-
narios behind such phenomena are not identified.
The goal of our paper is to uncover, using the
peridynamic model, the interactions that lead to the
formation of each crack system in the failure of the
glass plate under normal impact. The results we obtain
here rely on a simple, basic damage mechanism and
simple linear-elastic with brittle failure constitutive
law at the micro-scale. The fact that such a simple
model can encompass modeling the large variety of
failure modes (from radial and circumferential cracks,
to fragmentation, and anything in-between) observed
in the impact-induced fracture and fragmentation of a
thin glass plate, tells us that other ingredients (like
plasticity, strain-rate dependency other than inertia-
induced ones, etc.) have a second-order influence on
the damage and failure behavior of glass plates, at least
at the impact speeds tested here (up to several
hundreds of meters per second). We will also show
that what appears to be branching cracks near the
edges of the plate are in fact the meeting of two
different types of cracks, not the splitting of a single
crack into two cracks. The model finds that roughness
on the glass chips at the ends of the Hertz-cone crack
are, surprisingly, produced at very low crack propa-
gation speeds. We discover that the bouncing of a train
of shear waves through the thickness of the plate are
responsible for the critical hoop strain required to
sustain/maintain the growth of radial cracks at speeds
lower than the surface wave speeds but higher than the
“support” value given by the in-plane propagation
speed of these through-thickness reflected waves. We
also see that edge-to-center cracks are induced by the

“folding” of the shear wave, as it reflects from the
sides of the plate and reinforces incident surface
waves. We provide partial experimental validation for
this point. Cracks that develop parallel to the plate’s
sides are shown to be caused by the reinforcement
between the incident shear or Rayleigh waves with the
(direct or through-thickness bouncing) shear compo-
nent of the longitudinal incident wave reflected from
the sides of the plate. While for most of the compu-
tational results we provide direct or indirect experi-
mental evidence, some aspects on which the
simulations shine light on still require experimental
validation, and we are eager to learn of future
experiments that might be able to do that.

The paper is organized as follows: Sect. 2 describes
the experimental setup and parameters used in the
computational model that discretizes the peridynamic
formulation; Sect. 3 gives an brief overview of the PD
model and discretization used; Convergence tests are
shown in Appendix A; The evolution of fracture and
damage, and comparisons with experiments are pre-
sented in Sect. 4, in which, after a general overview of
the main events, we focus attention to the different
crack systems: ring cracks, Hertzian-cone crack,
wispy ridges on some crack surfaces, radial cracks,
cracks parallel to the sides of the plate, and boundary
cracks (edge-to-center cracks). For each of these crack
systems obtained by peridynamic simulations, we
compare their configuration and location with our
experimental observations, and we monitor, compu-
tationally, their propagation speed. Whenever possible
(as in the case of ring cracks), we compare against
analytical and experimental solutions available in the
published literature. We present final summary and
conclusions in Sect. 5.

2 Experimental and computational model setup

We consider the following material system (see Figs. 1
and 2): a thin plate glass, of dimensions
10.16 x 10.16 x 0.33 cm, and a backing plate of
polycarbonate (PC) of dimensions
10.16 x 10.16 x 0.3 cm, impacted by a small steel
projectile at a speed of 150 m/s. A study on the
variation of damage with impact speed has been
published in Hu et al. (2013). The glass plate serves as
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Fig. 1 Photos of the post-mortem sample from experiment. View from the strike (left) and back face (right) of the glass plate. All
geometrical dimensions shown in this paper are in meters, unless otherwise specified

10.16cm

10.16cm

PC layer 0.3cm
Glass layer 0.33cm

Fig. 2 Schematic of the experimental setup for the impact on
the two-plate system. Scotch tape was used only on the sides, to
hold the plates together

a model of brittle fracture and its dimensions will
allow us to understand both the bulk material behavior
as well as the connection material-structure and its
influence on the evolution of damage in brittle
fracture.
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With the goal of understanding how cracks form
and grow from impact on a thin glass plate, we chose
to use the backing plate in order to preserve glass
fragments for post-mortem analysis. The two plates
are taped together along their sides only. Post-mortem
we applied tape on the front face of the sample to avoid
movement of fragments. To avoid complex stress-
waves interactions with boundaries, which in brittle
fracture have a significant influence on the results (see
Hu et al. 2013; Bobaru et al. 2012), the two plates are
freely suspended by tape. A small steel projectile
(sphere of 440C stainless steel with a diameter of
0.556 cm and mass of 0.692 g) impacts the glass
surface at 150 m/s. The impact location is slightly off-
center (about 0.8 mm below the horizontal symmetry
axis, and 9.7 mm closer to the right edge. This off-
center impact happened by chance in the experiments.
We used the same impact location in the peridynamic
simulations. As we shall see, having an off-center
impact is extremely useful in determining and
explaining the cause of initiation, growth and propa-
gation of various crack systems that are generated by
the impact event.

The material properties of the soda-lime glass used
in the experiment are: Young’s modulus E2%4% = 72
GPa, shear modulus &% = 30 GPa (thus the bulk
modulus is k2% = 43 GPa and the Poisson ratio is
p#ass — 0.22). These parameters give a longitudinal

wave speed of C¥™° = 5432 m/s, a shear wave speed
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CE™ = 3506 m/s, and the surface wave speed of

C¥* = 3139 m/s. We note that variations of ten
percent in material properties of soda lime glass are
not unusual. For instance, the Poisson ratio value
given in Bowden and Field (1964) is 0.24.

The material properties for the polycarbonate
backing plate, which does not suffer any damage at
the impact speed used in our study, are: E'C = 2 GPa,
shear modulus x°¢ = 0.73 GPa (thus the bulk modulus
is k"¢ =2.56 GPa and Poisson ratio v*¢ = 0.37).
These parameters give a longitudinal wave speed of
Cll)C = 1960 m/s, a shear wave speed Clz)C = 1131 m/s,
and the surface wave speed of Ck° = 1029 m/s. The
surface wave speed is calculated from the following
equation (Rahman and Michelitsch 2006):

R(V) = (2= M3)" —4y/(1 = 13) (1 = M3) = 0
(1)

Here, M1 = V/Cl, M2 = V/Cz, and
c1 =+/(A+2u)/p, ca =+/1/p are dilatational and
shear wave speeds, respectively.

The computational model uses the same geometry
and conditions as in the experiments, with one
difference in the boundary conditions: we do not
implement conditions that would mimic the tape on
the sides of the plates. While the response will be,
therefore, different between the experiments and the
simulations, these differences are not going to qual-
itatively modify the conclusions we draw. We notice
that, for example, even if we conduct simulations with
the glass plate only (no backing PC plate), we observe
(see Movie 1) that qualitatively the resulting damage
patterns are similar, roughly, to those from the
experiment, which includes tape on the sides, and
the PC backing plate. The tape in the experimental
tests will play some role in transferring energy
between the two plates and we will point out where
this energy transfer likely leads to quantitative
changes compared with a case in which there is no
tape on the sides between the glass and the PC plates.

3 The Peridynamic model for brittle failure
The peridynamics formulation was introduced by

Silling (2000). The peridynamic equations of motion
are:

pii(x,1) = /H F@(® 1) — ulx,1), % — x)dV= + b(x.1)

(2)

where u is the displacement vector field, b is the body
force, and f is the pairwise force function in the
peridynamic bond that connects material points X and
x. The integral is defined over a region H, around
point x, called the “horizon region” (see Fig. 3).

For a microelastic material (Silling 2000), the force
in a peridynamic bond (x, X) is derived from a micro-
potential:

Ow(n, §)
fn, &) = “on (3)
where § = X — x is the relative position vector and
n =u(x,t) —u(x,t) is the relative displacement vec-
tor between X and x. A linear microelastic material is
defined by a micropotential o:

2
o g) = Il ()
where c¢(&) is the micromodulus function and
1§ + il — [[El
= 5
ST ®)

is the bond strain or its relative elongation. For a
microelastic material, the corresponding pairwise
force becomes

cs,if[|€]] <O

E+n
f(&n) =1 |E+n] (6)

0,if[|g]| > o

Fig. 3 The horizon region for a point x in a peridynamic model
and the peridynamic bond between material points x and X

@ Springer
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To determine the micromodulus function, we
assume a certain profile for it, e.g. constant, linearly
decreasing to zero as the bond length reaches the
horizon size 9J, etc. (see Bobaru et al. 2009). Once a
choice is made, one then computes the undetermined
parameter(s) by, for example, enforcing a match
between the elastic strain energy from a homogeneous
deformation in a classical elastic material and the
corresponding strain energy in the microelastic peri-
dynamic material model (see Silling and Askari 2005).
In this work, we use the constant micromodulus
function, with its value given by:

s
st

where « is the the bulk modulus (note that Poisson’s
ratio for a bond-based model in 3D is fixed to 0.25).
Other variants of the micromodulus function are
possible: for example, the micromodulus function
may be found so that it matches a certain material
length-scale resulting from a particular microstructure
(Silling 2014), while (Aguiar and Fosdick 2014) and
(Aguiar 2016) propose a free energy function for an
isotropic, linear elastic PD material, which depends
quadratically on the infinitesimal normal and shear
strain states, in analogy to the quadratic strain energy
function of the classical linear theory.

When modeling homogeneous materials, the hori-
zon size can be dictated by the size of geometrical
features (notches, etc.) or by the dynamic length-
scales in the problem (see Bobaru and Hu 2012). In
this work, we consider the materials to be homoge-
neous, and we will perform d-convergence studies (see
Bobaru and Hu 2012) to determine a proper horizon
size for dynamic failure in glass. In this case, the
horizon size (the extent of the nonlocality in the
model) can be thought of as representing the fracture
process zone in glass under dynamic loading condi-
tions. In (Bobaru and Zhang 2015), a value of § ~ 1
mm was found to result in a dynamic crack propaga-
tion speed in glass close to measured values. In the
Appendix A we test several different values of the PD
horizon and also observe that while general damage
features are common between the results, those
obtained with 6 ~ 1 mm match better the number of
the larger fragments produced by the impact event.
Similar ways of selecting the size of the PD horizon

c

(7)
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based on experimental measurements have been
discussed in Xu et al. (2018).

To model brittle failure, we assume that there exists
a critical bond strain, or relative elongation sy, at
which a bond no longer carries a load. The deforma-
tion of a micro-elastic material is history dependent
(see Silling and Bobaru 2005). The parameter s, for
bonds in the bulk, is obtained by matching the
peridynamic fracture energy, required to completely
separate a body into two halves across a fracture plane
by breaking all the bonds that initially connected
points in the opposite halves, to the material’s fracture
energy Gy (see Silling and Askari 2005). In 3D, this
match leads to:

5 21 & cos\(z/r) 5
Go:/// / %rzsinqﬁdqﬁdrdﬁdz (8)
0 0 z 0

For the constant micromodulus in 3D (see (Ha and
Bobaru 2010) for the case of “conical” micromodulus
function in 2D) we have

5Gy
S0 = % (9)

This simplest elastic-brittle failure model has two
limitations: crack nucleation is linked to the horizon
size (horizon-dependent strength), and mixed-mode
fracture is tied to mode I failure (mode II is not
independent from mode I fracture). Two-parameter (or
more) bond-failure models are needed to create PD
models in which nucleation and crack growth are both
independent of the horizon size, see for example
(Niazi et al. 2021). For a discussion on a state-based
PD model with mode II failure independent from
mode I fracture please see (Wang et al. 2023). For our
analysis of the glass impact problem, these two
limitations are likely of secondary importance because
the crack propagation phase is the dominant one and
the specific relation between crack growth modes in
the monolithic glass are not likely to significantly
change the overall conclusions drawn. In certain
problems, the independence between failure modes is
critical, as in the case of failure at an interface in a
multi-material system (PMMA layers bonded by
epoxy, see Wang et al. 2023), where a state-based
model needs to be employed.

All computations in this paper are performed using a
slightly modified version of EMU (Silling 2005), which
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implements the “meshfree” discretization of PD
(Silling and Askari 2005). The main changes we have
made to EMU are related to the spatial integration
algorithm. The spatially discretized form of the peridy-
namic equation of motion (see Eq. 2) with a one-point
Gaussian integration for the domain integral leads to:

n n

piil (x,1) = > eL—LV;+ b (10)
J

xj—xi

where V; is the volume of node j inside the horizon of
node i. Note that other forms of the integrand can be
used here (see Chen et al. 2016).

In (Hu et al. 2010) several different algorithms have
been proposed and tested for approximating the exact
nodal areas covered by the horizon. In the present
paper we use the spatial integration called in Seleson
(2014) the HHB algorithm, which adjusts the volumes
for nodes that are partially covered by the horizon by a
certain factor (see Hu et al. 2010; Seleson 2014). For
details see also (Bobaru and Zhang 2015).

The material parameters in the bond-based peridy-
namic model (see Silling 2000) will not match exactly
all the elastic constants of the glass and PC materials
used here. In EMU (Silling 2005), the software used in
the simulations presented in this paper, the calibration
is realized by using the bulk modulus of glass and
polycarbonate, respectively, and matching it for the
particular discretization used. For the 3D bond-based
model, the effective Poisson ratio is a fixed value 1/4.
Because in EMU the match of the elastic properties is
for the bulk modulus (matching therefore the longi-
tudinal wave speed), the Young’s modulus that is
effectively used in the computational model only
approximates the material’s modulus. Since the Pois-
son ratio of glass is very close to the one modeled by
bond-based PD, the approximation of Young’s mod-
ulus for glass is better than that for the polycarbonate.

The peridynamic surface effect (bond properties
derived for nodes in the bulk, when used for nodes near
a boundary lead to slightly different elastic and failure
behavior due to the incomplete horizon region) has
been discussed in many works before (see Le and
Bobaru 2018) and in many applications it can be
ignored as long as the horizon size is sufficiently
small. However, in impact problems, correcting it is
essential because many cracks are produced at the
edges by surface waves interactions with other waves

(see, e.g., Hu et al. 2013). Initiation of cracks due to
impact is also affected strongly by the surface effect.
This is why, as seen in Bobaru et al. (2016), it is
important to use surface correction methods for
modeling of brittle failure induced by impact. The
correction has to be performed on both the bond
micromodulus and the critical bond strain. A review of
various methods that can be used for surface correc-
tion is presented in Le and Bobaru (2018).

In this paper, we utilize the following corrections of
the peridynamic surface effect (Le and Bobaru 2018)
available in the EMU code (Silling 2005). In order to
correct for the missing bonds in determining the
critical bond strain, we choose to strengthen the
material in damaged regions by allowing s to depend
on the amount of damage at that particular node. One
could attempt an exact evaluation of the damage-
dependent (variable) so. However, here we resort to a
simpler way, namely an approximation also used in
Silling and Askari (2005). This approximation is
described by the following:

. D—o .
50 = soxmln(%l—&—ﬂm), if D>ua

50, otherwise
(11)

where the nodal damage index D is defined, in its
discrete version, as the ratio of the number of broken
bonds to the number of initial bonds. We choose o =
0.35, B =1, and y = 2 (Silling and Askari 2005).

In the model discussed here, bonds can only fail in
tension. In many types of deformations, at a node there
will be bonds in tension and in compression. In such
case, it is natural to assume that the critical bond strain
for the bonds in tension depends on how much
compression there is in bonds connected to the same
node, and to increase these values to account for the
amount of compression. With such a dependency, a
better agreement with experimental results can be seen
for fracture/fragmentation in glass. The dependency
proposed and used in EMU, modifies sy to depend on
Smin, the minimum non-positive stretch among all
bonds (i) connected to the two nodes linked by the
current bond:

So0(1) = 5o — 0Smin(?), where spin () = min{0, s;}

(12)
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where o is a constant typically chosen as 1/4, s; is the
bond strain for bonds with the index i going over all of
the bonds connected to one of the two nodes linked by
the current bond. Thus, the critical stretch sy on an
extended bond (recall that only extended bonds are
allowed to break) increases if any nearby compressed
bonds exist.

We also note that the critical fracture energy used
here is independent of the crack speed. For further
discussion about this selection and its relation to the
limiting crack speed, please see (Bobaru and Zhang
2015).

For the time integration we employ the Forward
Euler scheme. A time step of 27.6 ns is stable for the
finest discretization used in this paper based on the
stability criterion established in Silling and Askari
(2005), and this time step is used in all of the
computations.

To prevent material interpenetration, and implicitly
account for contact, EMU (Silling 2005) uses short-
range force between nodes. The magnitude of the
short-range force between nodes is defined as:

fshon(yjyyi) = Olforce_fac X € X (”yj - yi” - Dcomacl)
(13)

where ¢ is the elastic constant of the peridynamic
bond, [|y; — ;| is the current separation distance
between nodes i and j. D oneact 18 the distance where the
repulsive force becomes active. This interaction
distance is defined as:

Dcomacl = mln(adist_fac_norm X Dnom7 Oldist__fac__init
X Dinit)

(14)

here Dpom i the nominal contact distance, equal to
twice the larger of the node radii, and Djy is the initial
separation distance between the two nodes in the
reference configuration. The parameter it fac_norm
determines how close nodes that are initially separated
by a large distance are permitted to get before short-
range forces are activated. Parameter ogist fac_init
equals one plus the compressive strain at which the
short-range force become active. Here we choose
Oldist__fac_norm — 1.35 and Oldist_fac_init — 0.9.

For the spatial discretization, we perform conver-
gence studies (see the Appendix), and based on those,
the horizon size selected for the results subsequent to

@ Springer

the convergence studies is 6 = 0.9045 mm, and a grid
spacing Ax = 0.225mm (resulting in the value
m= & = 4.02), leading to a grid of 452 by 452 by
16 nodes for the glass plate and 452 by 452 by 14
nodes for the backing plate. The meaning, selection,
and use of peridynamic horizon and its relation to
crack branching in brittle materials is discussed in
Bobaru and Hu (2012). The reasons for using non-
integer m values are due to the properties of the
numerical integration algorithm. The numerical
quadrature improves for values slightly larger than 4,
for example (see Hu et al. 2010).

The impactor is considered as rigid (spherical), see
Sect. 2. The Coulomb model is used for the friction
between the impactor and target, with the Coulomb
friction coefficient chosen as 0.2:

Friiction = :uFN (15)

where Fy is the normal force exerted by the impactor’s
surface on a node. We do not consider a friction force
for self-contact, but this can be added to the short-
range normal force mentioned above.

4 The evolution of fracture and damage

While a more in-depth study could use statistical
information from, e.g., tens or hundreds of experi-
mental tests and quantify the number, size, and
distribution of various fragments, the length of various
crack systems (circumferential cracks, radial cracks,
etc.), this was not possible here. Instead, here we aim
for a qualitative analysis of failure modes and a direct
comparison with experimental data from the single
experimental sample shown in Fig. 1. For instance, we
monitor the patterns for the circumferential and radial
cracks, the number and locations of cracks parallel to
the sides of the plate, the extent of the Hertz-cone
crack, and number of major fragments. For such
measures we are, in some cases, able to provide a more
quantitative analysis, e.g., the location of the circum-
ferential cracks and the extent of the Hertz-cone crack.
The analysis below allows us to understand the likely
causes for the many crack systems that develop in the
sample. More specifically, we will identify, computa-
tionally, which wave interactions lead to the develop-
ment of a particular crack system. This will shed light,
for example, on the presence of the wispy lines
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noticeable on fragments near the end of the Hertz-cone
(see Fig. 4 below). Given the cascading effect of
damage evolution in brittle fracture and its sensitivity
to interactions with stress waves, a match between the
computed results and the experimental observations
cannot happen unless the dynamics of wave propaga-
tion and fracture evolution are correctly captured by
the computational model.

4.1 An overview of damage evolution

In this section, based on the peridynamic computa-
tional results, we first give an overview of how damage
evolves in the glass plate and then discuss in detail
each type of crack system. As seen from Figs. 5 and
10, damage in the glass plate evolves as follows (see
also the nodal damage index maps in Movie 2,
showing it over the strike face of the glass plate, Movie
3, over the back face, and Movie 4, over a transverse
cross section through the impact location):

e At around 3 ps after the Moment of Impact
(abbreviated from here on as the MOI), two ring

Fig. 4 Top left: bottom
view of glass plate; top right:
glass fragments from the
region near the impact
location; bottom left: the
roughness of glass chip on
the face corresponding to the
surface of the end of the
Hertz-cone crack; the fine
lines are not cracks, but fine
“ridges” on the surface of
the Hertz-cone crack;
bottom right: the side of the
glass chip corresponding to
the back side of the plate,
showing an intact surface
and the light reflections
coming from the ridges on
the other side of the chip

cracks around the impact location are seen on the
top surface, and the Hertz crack cone has advanced
about mid-way through the thickness of the glass
plate, while on the bottom surface, an “asterisk” -
like crack grows (see also Bless and Chen 2010)
and expands laterally as well as advances upward
through the thickness.

After about 7 ps, radial cracks have propagated on
the top surface while due to the reflection wave
from the bottom, the Hertzian cone is deflected and
starts to propagate almost parallel to the strike
surface. Some of the radial cracks are now seen on
both strike and bottom glass faces, and therefore it
can be concluded that they are through thickness
cracks (this will be confirmed later by the 3D plots
of damage only, see Movie 5).

After about 15 ps, new systems of cracks appear
parallel to the sides of the plate, first on the bottom
face parallel to the right side (closest to the impact
region) and then cracks parallel to the up and down
boundaries. More ring cracks form around the
impact region on the strike surface.
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Fig. 5 Damage index maps (for 6 = 0.9mm) for the strike surface (top row) and the back surface (bottom row) of the glass plate, at the
following times: 3.95 ps, 7.25 ps, 15.5 ps, 30.35 ps, 99 ps, all measured from the MOI

Fig. 6 Names assigned to
some incident and reflected
waves used in the paper

Thickness

S-wave

\
\ TSS —wave

TSP — wave
PP qwave

e At about 30 ps, crack systems are joining together
and fragmentation in certain areas ensues. Some
fine, wispy circumferential damage lines show up
at about 1-2 cm away from the impact region and
only on the back face of the glass plate. Boundary
cracks appear to be moving from the sides, inward.
Similar to what is seen in the experimental results,
the boundary crack and fragment densities are
significantly larger for the side of the glass nearer
the impact location, than for the side that is farther
from the impact location.

¢ From this time until 99 ps after the impact, the only
damage that forms is that represented by coalescence
of radial cracks, cracks starting from the boundaries,
and circumferential cracks, the continued formation
of very fine circumferential damage lines on the back
surface, and the continued fragmentation of glass at
the bottom of the Hertz cone. Some crack systems
mimic the asymmetry of the impact location,
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indicating that they are a result of waves being
reinforced/interacting with waves reflected from the
side boundaries of the sample. This is observed for
cracks parallel to the sides, as well as the fine
circumferential damage on the bottom face.

Note that in the experiment, due to the taping of the
backup PC plate to the glass plate along their edges,
some extra damage will happen due to the subsequent
rebound of the PC plate onto the glass. For instance,
the cracks parallel to the sides may continue to grow,
and we see this in the post-mortem sample, see Fig. 1.
Since in the computational model the PC plate is not
taped on its sides to the glass, we do not expect to
obtain damage induced by the bounce-back of the PC
plate, even if we let the code run past the 99 ps mark.

In the following sub-sections, we describe in detail
how the computational results help us understand the
formation of the first two ring (or band) cracks on the
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top face, the Hertz cone crack evolution, the growth
and propagation of radial cracks, the systems of cracks
parallel to the sides of the plate, the boundary cracks
growing inwards and “fake branching” of radial
cracks, and the fine damage lines seen on back surface
of the glass plate. Waves interaction and reinforce-
ments are the cause of the damage and cracks in the
plate. In order to shorten the writing, we abbreviate the
names of different types of waves as follows (see
Fig. 6): the incident longitudinal, shear, and surface
waves are named the P-, S-, and R-wave. The pressure
(shear) component of the reflected P-wave is named
PP-wave (PS-wave); similarly, the pressure (shear)
component of the reflected S-wave is named SP-wave
(SS-wave). The Rayleigh wave generated by the
P-wave reflected from the strike and back glass
surfaces is named the PR-wave. The shear component
of the through-thickness reflections of the PS-wave
will be called the TPSS-wave, the through-thickness
reflections of the S-wave will be called the TSS-wave.
Note that the through-thickness reflected waves are
Lamb-type waves. In Fig. 6, we draw some of these
waves.

4.2 Ring or band cracks near the impact point

The first type of cracks that forms (besides the
initiation of the Hertz-cone crack, discussed in
Sect. 4.3) in the glass plate soon after impact is a set
of two clearly identifiable ring cracks (or band cracks)
on the top surface of the plate (see Fig. 5). These
cracks are different from the first ring formed on the
top surface that is caused by the contact forces with the
sphere (the initiation of the Hertz-cone crack). Similar
bands are seen in the results given in Hu et al. (2013),
where a frame was used to hold the two plates. In this
section, we explain the causes for the generation of
these cracks and discuss how well the PD model
predicts them.

The explanation for the ring (band) cracks forming
around the impact region in brittle plates has been
given in a paper in 1964 by Bowden and Field
(Bowden and Field 1964). This paper discussed
differences in the modes of brittle fracture of solids
impacted by liquid, by solid, and by shock. One cause
for the observed differences between the modes of
fracture generated by these types of loading is the
difference in the intensity and duration of loading:
1 psor 2 ps in the case of liquid, and tens to hundreds

of microseconds in the case of impact with a solid. For
low impact speeds, of just meters per second, the
contact between the projectile and the target can be as
long as 100 ps, while for higher impact speed, of ~
100 m/s or higher, the rebound happens in less than
10 ps (see Hu et al. 2013). This is the reason for which
dynamic solid impact at low speeds leads to fracture
similar to that caused by “static” loading methods.
In reference (Bowden and Field 1964), particular
attention is paid to fracture in thin plates. The authors
of Bowden and Field (1964) perform experiments and
provide explanations for the formation of band or ring
cracks on the impact surface of the thin plate. The
mechanism that leads to these cracks is wave
reinforcement. The passing of the body waves (lon-
gitudinal and shear) do not create conditions for crack
formation on the top surface. The surface wave
propagates along the strike surface at velocity Ckg,
while the two body waves travel into the plate with
velocities Cy, and C», as shown in Fig. 7. The P-wave
reflects from the bottom surface and produces PP- and
PS-waves components (see Fig. 8). Where the PP-
wave meets on the top surface with the R-wave, wave
reinforcement happens and it leads to tensile stresses
larger than the critical stress to initiate fracture.
Further sets of ring cracks could, in principle form,
by continued reflections from the top and bottom plate
surfaces, but wave attenuation caused by energy
dissipation via fracture, as well as wave dispersion,
limits this possibility. The second ring forms when and
where the PS- or SP-waves meets and reinforces the
R-wave traveling on the strike-face of the plate.
Based on simple wave propagation calculations on
the geometry shown in Fig. 7, Bowden and Field
compute the dependence of the outer radius of this first
band/ring crack as a function the plate thickness. Their
experiments with liquid impact match closely these

Fig. 7 Point load on a plate, showing the propagation of the
different elastic waves (redrawn from Bowden and Field 1964)
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Thickness

Thickness

Fig. 8 Left: The forming of first damage band by wave reinforcement; Right: The forming of second damage band by wave

reinforcement (redrawn from Bowden and Field 1964)

analytical calculations (see Fig. 9) that show a linear
dependence of the radius of the ring cracks with the
plate thickness.

For the glass plate thickness in our problem
(3.3 mm) and the wave speeds the peridynamic model
computes (see Sect. 2), we have a ratio % =1.732.
Using similar calculations as in Bowden and Field
(1964), the analytical model for wave propagation in
the thin glass plate gives a radius of the first ring crack
of y; =~ 4.13mm (for an incident angle 6 = 32.05°, see
Fig. 10). The surface wave meets the PP-wave at
around 1.38 ps. For the second ring, based on the data
used in the computational model, the analytical value
of the second ring crack is y, ~ 6.51 mm. The waves
meet and reinforce on the surface at around 2.71 ps.
These values are computed based on a simplifying
assumption that the impact region is a geometrical
point. See (Bowden and Field 1964) for a detailed
discussion on adjustments due to a finite width of the
region of impact (and for liquid impact).
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Fig. 9 The radius of the first and second damage rings/cracks
plotted against glass plate thickness (from Bowden and Field
1964). The lines are from the analytical relationship based on
elastic wave propagation generated by point-impact, while the
empty circles are data from experimental measurements of
liquid impact in (Bowden and Field 1964)
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The peridynamic simulation results in Fig. 11 show
that the first ring crack has a radius of about
4 £ 0.2 mm, with the & sign used here because of
the discrete character of the grid spacing in compu-
tations. Most of the nodes that are under the black
circles drawn on top of the computational results have
a damage index of around 0.3-0.4 (blue-green color),
which indicates the presence of a crack. Indeed, for a
relatively coarse discretization (relative to the horizon
size), a straight crack passing by a node leads to a
nodal damage index smaller than the theoretical 0.5
value obtained in the limit of the discretization size
going to zero. A 0.3-0.4 nodal damage index value for
nodes on the surface of a straight crack is to be
expected when a 8/Ax value of around 3 or 4 is used in
3D. Notice also that the thickness of the first band
cracks is in the same range as the width of the impact
region (see Fig. 11). This is what Bowden and Field
suggested in their analysis of solid impact. The second
band crack (see Fig. 10a, b) starts to form around
2.85 us and is fully formed at about 4.125 us at a
radius 6 + 0.2 mm away from the impact center.
These results match remarkably well the analytical
calculations discussed above.

The inner yellow—red ring in Fig. 11 is the location
where Hertzian-cone crack starts. This crack forms
because of direct contact forces with the impacting
sphere. The radius of the Hertzian-cone damage ring is
about 2.5 mm, the mark of this ring can also be seen
from the cross-section plots shown in Figs. 10 and 12.
The Hertz-cone crack continues to grow through the
thickness and radial cracks also start propagating in
the in-plane direction. Observe that on the bottom face
of the sample (see bottom row of pictures in Fig. 5),
radial cracks are the first ones to develop. One
question to be answered is why radial cracks are
forming after the band cracks on the strike face, but are
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Fig. 10 Damage and nodal velocities (in the xz-plane) for a
portion of the cross section of glass plate at: 2.71 ps, 3.54 s,
6.84 s, 11.23 ps, 14.54 ps, 99 ps after the MOI. Only nodes

the first to show up on the back face of the glass plate?
The answer to this question and the Hertzian-cone
crack are discussed in the next two sections.

To confirm the failure mechanism that leads to the
formation of the first and second damage bands, we
perform another computational test on a thicker plate
(5.0 mm). According to the experimental results in
Fig. 9, the damage bands radii should increase linearly
with the glass plate thickness. In Fig. 13, the computed
damage on the thicker plate top surface is shown
relatively soon after impact, before the ring cracks
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with non-zero xz-velocity are shown. Units here, and in the rest
of the paper where the xyz-coordinates are shown, are in meters

fully develop because by then damage is spread over
the entire region, making it harder to see these ring
cracks. We again mark the theoretical locations for the
first and second ring cracks by drawing them as red
circles using the corresponding radii for this plate
thickness.

In Fig. 13, the radius of second damage band
computed by the peridynamic model is 10.5 mm in the
5 mm thick glass impact. The analytical value is about
10 mm. The first ring-crack radius based on the
analytical calculations should be about 6.25 mm, and
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Fig. 11 The top view of first and second damage bands (left: at
1.61 ps after MOI; right: at 4.125 ps from MOI). Only nodes
with non-zero damage on the strike face are shown. The black-
line circles are drawn on top of the simulation results using radii

the early stages of the formation of a ring-crack of
radius about 6 mm can be distinguished from the
damage plot in Fig. 13. Deviations from the results
shown in Bowden and Field (1964), and reproduced in
Fig. 9, are expected because those results are obtained
from experiments with liquid impact, whereas in our
simulations we use impact with a solid (and rigid)
sphere. The inner damage ring (with damage index
around 0.9 in Fig. 14) is the Hertzian-cone crack, see
Fig. 14. The significant Hertz-cone crack growth due
to the sphere impact influences the wave propagations
responsible for the band cracks discussed above.

4.3 The growth of the Hertzian-cone crack

In this section we discuss the growth and propagation
speed of the Hertz-cone crack. As seen from Figs. 10,
12, 15 and Movie 6, there are several stages in the
evolution of the Hertzian crack characterized by
changes in the crack path and propagation speed. In
what follows we connect the cone-crack path and its
propagation speed, with wave interactions (see results
given in Figs. 12 and 15).

To find the propagation speed for the Hertz crack
from the PD results, we first determine, approxi-
mately, the crack tip location by observing, from the
damage maps in Fig. 12, the coordinates of nodes
around the cone-crack front, which have a damage
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given by the analytical formulas from (Bowden and Field 1964)
for point impact. The ring caused by the contact (Hertz-crack) is
seen inside of the first damage band

index of at least 0.4. The cone-crack in the XZ plane is
monitored from Fig. 15, where we track the cone-
crack tip with damage index of at least 0.4 in
“manual” post-processing of results (see below). We
monitor nodes with this particular damage index
because, while, in theory, if a straight crack passes by a
node (the node is on the crack surface), that node’s
damage index is 50%, due to the discretization and
depending on how fine that discretization is relative to
the horizon size, that crack-surface node’s damage
index will be lower than that. Choosing 40% as a
threshold seems like a good compromise: it is high
enough to ensure the monitored node is sufficiently
close to the crack surface and is low enough to ensure
that even when using a relatively coarse grid (an m-
value of 4 or 5) we do not miss nodes that are on the
crack surface.

This “crack-tip” location, estimated for all data-
dump times (performed every 0.1375 ps), is used to
compute the average crack speed using forward
differences:

(18)

where #; are times of data dumps, v(t;) is the crack tip
speed at #;. A running average over 1.0 us time-
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Fig. 12 Damage maps for part of the cross-section through the
point of impact showing the initiation of the Hertzian-cone crack
at 1.61 ps in (a), the first ring band and the cone crack at
2.715 ps in (b), the deflection of the cone crack into a plane

intervals is used as a low pass filter to smooth the
velocity data. The equation of the running average is:

V(tizn) + -+ V(tic1) + V() + V(tis) + - + V(tizn)

2n+1

Vaverage =
(19)

where 2n + 1 is the number of data points over which
the average is run. Here we used n =3, which
provides a good balance between excessive noise
and too much smoothing that would erase the stop-
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parallel to the strike face at 3.81 ps after MOl in (c); cone crack
tip reaches point C at 6.84 ps in (d), and grows to point D at
14.54 ps in (e). In (f), damage map at 99.0 ps after MOI

and-go behavior observed for this crack past the 15 ps
mark from the MOI (see Fig. 12). Depending on the
plane in which the propagation speed is computed,
dependencies on the y-coordinate (for the XZ-plane),
for example, drops from Eq. (18).

The different speed stages in time, over the first
26 ps from the MOI, for the cone-crack tip are marked
as A, B, C, D at the time locations shown in Fig. 15.
The time stamps A, B, C, D in this figure correspond to
the crack tip locations shown in Fig. 12.
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001

Fig. 13 Damage map (the undamaged nodes have been
blanked) at 6.6 ps after MOI for strike face of a thicker plate
(5 mm). The analytically calculated (for point impact) first and
second ring-cracks are shown by red-line circles drawn on top of
the PD-computed nodal damage map
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Fig. 14 Damage index map for the cross section of the 5 mm
thick glass at 6.6 ps after MOIL. Undamaged nodes are blanked

The Hertzian-cone crack starts to propagate along
the maximum tension direction in the material (Hertz
1881) at a speed of about 3000 m/s (see point A), close
to the Rayleigh wave speed but only for a short time
(less than one microsecond). Such high crack propa-
gation speeds are not normally seen in non-crystalline
materials, where crack speeds top at around 0.66 x Cg
(see Table 11.1 in Ravi-Chandar 2004). Experiments
that measure the crack speed for cracks generated by
impact during the early stages of their propagation are
not easy to conduct. Given that when cracks are
constrained in their growth (like in crystalline mate-
rials) cracks do propagate with speeds even as high as
0.9x Cy (see Table 11.2 in Ravi-Chandar 2004), it is
plausible that in the early stages of impact, under the
intense loading, Hertz crack could grow as fast as
shown by our computations. Similar conclusions have
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been drawn in Bobaru and Zhang (2015). At the same
time, the first few values shown in Fig. 15 may be
affected by the approximate way in which we compute
the propagation speed (see above and also Zhang et al.
2018). Note that a 2D measurement of the crack speed
for a 3D crack can influence the interpretation of the
result.’

At this moment, the cone-crack angle (the angle
between cone crack and the load surface) is about 31°.
For soda-lime glass (v = 0.22), the experimentally
measured Hertzian-cone crack angle under static
loading is 22° (see Chaudhri 2015; Chaudhri and
Chen 1986; Field 1988). Note that this behavior, of
increasing cone-crack angle with increasing impact
velocity, is observed in many brittle materials: see
(Kocer and Collins 1998), reference (Field et al. 1989)
for ceramics (cone crack angle is 28° at the impact
velocity of 40 m/s and about 48° at 90 m/s) and
reference (Field 1988) for glass ceramics (cone crack
angle is 35° at the impact velocity of 60 m/s and 55° at
350 m/s). Explanations for the difference in cone-
crack angle between static and dynamic loading are
given in Field (1988) (see also Kocer and Collins,
1998).

At point A in Fig. 12, the crack changes direction
and grows almost parallel to the strike face. For the run
from A to B, the crack slows down to about 2000 m/s.
Wave reflections are responsible for both the change in
direction and the propagation speed. From B to C (see
Fig. 15) there is another precipitous drop in propaga-
tion speed with only a slight change in direction.
Continuing from C to D, the propagation speed
reaches a plateau and stays at an almost constant
value of around 700 m/s. The crack path during this
stage is only slightly tilted towards the bottom of the
plate, getting close to breaking through and forming
thin glass chips on the back face. In experiments that
used tungsten carbide (WC) spheres impacting on
soda-lime-silica of dimensions 50 x 40 x 10 mm (see
Chaudhri and Chen 1986), a similar behavior of the
cone-crack is observed: initial growth at an angle with
the loading direction, which later bends and follows a

! Imagine breaking a chocolate bar by bending it: the crack
grows through the thickness of the bar with a finite speed, but if
exclusively viewed from the plane of the bar, the crack would
appear to “grow” in an instant, thus have an infinite propagation
speed! This effect is not at play here since we are measuring in a
plane in which the crack indeed advances.
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direction almost parallel to the impact surface. The
maximum crack growth velocity observed in Chaudhri
and Chen (1986) is 1800 m/s through the tensile zone,
but when the crack reaches the “compression zone”,
the velocity drops to around 200 m/s, and it remains
nearly constant for several microseconds as the crack
approaches the back surface. In our thinner plate, the
cone-crack goes through a brief speed plateau at point
B, a more significant one from point C to D, with the
crack speed staying at about 700 m/s, before a “stop-
and-go” region beyond location D.

After location D in Fig. 12 or around 15 ps from the
MOI, the Hertzian-cone crack grows surprisingly
slowly, in a “stop-and-go” fashion, with average
speeds not reaching above 200 m/s. This behavior is
caused by a PS-wave, which would take about 14.8 s
to reach the location of point D, when it is bouncing
back from the right boundary (the closest to the impact
location). The damage observed in the PD results for
the late stages of growth of the Hertz-cone crack is
discussed in the next section, where we explain the
reasons for the presence of the wispy circumferential
lines seen in the last plot, bottom row, of Fig. 5.

Notice that Fig. 12 shows that, concomitant with
the growth of the Hertz-cone, damage evolves on the
bottom of the plate as well. The initiation of radial

=e—Cone Crack Tip Speed

1
10 15 20 25 30
Time (us)

cracks on the bottom face of the plate is in the form of
an asterisk-like feature (see first figure on bottom row
in Fig. 5). This damage is caused by waves “splash-
ing” onto the back face of the plate causing large
hoop-stresses on that surface. As seen from Fig. 16,
damage starts as isotropic on the back face and it
grows (radially) very fast, after which the cracks
localize and continue to grow at a much reduced
speed. The “initial asterisk” appears to have twelve
hands, but some of the branches are left behind and/or
swallowed by others, and only eight-sided asterisk
survives and continues to grow (see Movie 7, left: the
bottom radial cracks propagation with all nodal
velocity vectors, the length of the arrow represents
the magnitude of nodal velocity; right: where all nodal
velocity vectors shown have a fixed length indepen-
dent of their magnitude, for better visualization).

In our computations, the localization of this damage
type is a result of the broken symmetry caused by
imperfect isotropy of the discretization (Dipasquale
et al. 2016). Moreover, because the numbers in the
nodal coordinates are not symmetric about the impact
point, we will also have asymmetric build-up of round-
off errors that can influence fracture (Ha and Bobaru
2011a) asymmetry. Plus, when waves reflect from the
sides of the sample, because of the asymmetric impact,
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Fig. 16 The nodal velocity vectors for nodes on the back face
of the glass plate (at 2.03 ps, 3.68 ps, 6.01 ps and 7.8 ps). The
colors indicate the damage index. All velocity vectors are scaled

they further destroy the symmetry of crack growth.
Mathematically speaking, symmetry should not break
and any failure of this type should happen simultane-
ously in all of the bonds on a circumference. In the
actual material, defects and minor heterogeneities lead
to localization of failure. While the uniform grid used
in our computations may influence the number of arms
for the “star-shaped” damage, such influence is not
major because results in other impact problems with
an unstructured grid (see Henke and Shanbhag 2014)
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here to unit magnitude, for better visualization. See Movie 7 for
the actual velocity magnitudes corresponding to this case

are very close to those with a structured grid and an m-
value of 4 used in our computations.

The asterisk-type cracks at the bottom of a plate
have been reported in impact experiments on glass
before (see Bless and Chen 2010) and we also
observed them in earlier computations (see Bobaru
et al. 2012). The resulting radial crack/damage growth
advances in two ways: on the back face and through
the thickness (from the bottom surface towards the
Hertzian-cone crack). When these two crack systems
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meet, profuse fragmentation ensues inside the Hertz
cone region (see Fig. 12 and Movie 6).

4.4 Fine roughness/ridges on some crack surfaces

A zoom-in into the region of impact location is shown
in Fig. 17 for both the experiments and the simulation
results. The plot for the simulation results (Fig. 17a)
uses the same scale as that in the experimental picture
(Fig. 17b). The simulation results are of the damage
on the back-face of the glass. In Fig. 17(a), in addition
to the radial cracks, some fine circumferential lines of
damage are observed. The region over which these
lines extend around the impact point has roughly a
diameter of 3.8 cm ~ 4.0 cm, both in our experi-
ments and the computations (see Fig. 17b). A slight
asymmetry about the impact point is noticeable. This
indicates the likely role played by waves reflected
from the sides of the plate, since the asymmetry
matches the asymmetry of the impact location: closer
to the right boundary (as seen from the bottom face)
and farther from the left boundary. It can be seen that
the fine rings (with diameter of about 4 cm) that form
on the bottom surface of glass (see Fig. 17a) are not
through-thickness cracks since the damage levels are
around 20 ~ 30%. This observation is confirmed by
the cross-section in Fig. 18. We can conclude that
these fine lines of damage are in fact, signatures of
roughness of the Hertzian-cone crack surface that cuts
through, parallel to the bottom face, a few nodes above
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the back face. These nodes with partial damage on the
back face of the plate do not have a crack passing
through them, but a crack passes near them (the Hertz-
cone crack) and that crack surface is rough (in the
radial direction), so neighbors of such nodes have a
slightly higher or lower damage index.

The roughness of the Hertz-cone crack is caused by
sudden changes in the direction of the fracture plane,
induced by wave interactions. In the simulation, the
crack tip propagation speed for the Hertz-cone crack in
this area (see beyond point D in Figs. 12 and 15) is
around 250 m/s, when it is propagating. Observe that,
in this region, the growth of the Hertz-cone crack is
“stop-and-go”. This is indirect evidence that stress
waves play a major role here in determining the
morphology of the crack surface. The Hertzian-cone
crack between points C & D in Fig. 12, and especially
after point D, grows very slowly and this makes it
easier for any incident wave to influence its direction
of propagation, resulting in a landscape of closely
packed sharp ridges. These fine ridges are easily
observed by analyzing the fragments from our exper-
iment. In Fig. 4 we see that the actual glass chips that
form on the back face towards the end of the Hertzian-
cone crack present a very rough surface with such
closely-packed ridges on the side corresponding to the
Hertz crack surface, while the side corresponding to
the back face is perfectly intact (no through-cracks).

A laser scan of the marked portion of the glass chip
surface shown in the bottom left of Fig. 4 is given in

Fig. 17 Left: zoom-in on the computed damage map shown in Fig. 5 seen on the back face of the glass plate at 99 ps; Right: zoom-in
(at the same scale as on the left figure) on photograph shown in Fig. 1 of the glass near the impact location
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Fig. 18 Computed damage
map for part of the cross
section through the impact
point at 99 us

“Signature” of wispy ridges on bottom face
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Fig. 19 3D surface roughness (obtained by laser scan) of the
glass chip in the bottom left of Fig. 4. Area scanned is marked
by the red square box in Fig. 4

Fig. 19. The laser wavelength is 405 nm, and the
power is 0.98 mW. An objective lens of 5 x is used
for scanning the fracture surface (~ 5 x 7.5 mm?).
The sample is directly placed on the stage of the
microscope in open air, at room temperature. The scan
confirms that there are no through cracks in the chip,
and that what appeared to the naked eye to be fine
crack lines, are actually fine roughness on the crack
surface that formed the glass chip.

In summary, after the Hertzian-cone crack reaches
point D in Fig. 12, its propagation is intermittent
(stop-and-go), with an average speed of around 42 m/
s. The crack advances less than 3 mm over 85 ps,
while before that point it crossed over 2 cm in less than
15 ps. During this late period the fine roughness is
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generated. Usually, rough crack surfaces are generated
in dynamic brittle fracture when the crack runs at
speeds close to the limiting speed, normally a value
between 0.4 to 0.6 of the Rayleigh wave speed of the
material. Here we found a case when crack surface
roughness happens on a slowly advancing crack front
because of wave interactions.

The picture that emerges from this study is the first
evidence of a computational model capable of pre-
dicting roughness of crack surfaces that forms as part
of an impact event. Not only is the roughness obtained
by the numerical model at about the same locations as
seen in the experiments, but we can now see how the
roughness of cracks is induced by stress waves
interacting with a slowly advancing transverse crack
that is the end of the Hertzian-cone crack induced by
the impact on the thin plate (see Movie 6). The
resolution of our computational model here is not
better than 225 um (the grid spacing used). The
thickness of the ridges seen on the glass chips from
experiment (see Figs. 4 and 19) may be ~ 50—
100 um. We also performed a test with a smaller
horizon size and finer grid (6 = 0.6 mm, and corre-
sponding grid spacing of 150 pm) and the results seen
in Fig. 20, show finer and more lines than with the
coarser horizon size and grid (see Fig. 21). Obtaining
the same behavior using several different horizon sizes
(and discretization grids), confirms that the model
captures the essence of the physical phenomenon
responsible for these fine ridges (wispy circumferen-
tial lines) observed on the actual glass chips coming
from the ends of the Hertz cone-crack. Being able to
capture the main features of wave interactions present
in this problem, independent of the PD horizon size,
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Fig. 20 Damage index map for nodes on the back surface of the
glass plate, at 30.1 ps from MOI. Left: solution obtained with a
smaller horizon (6 = 0.6 mm, grid spacing of 150 pm); Right:

Fig. 21 Damage maps for
8 =2 mm at 99 ps. Strike
face (left), back face (right),
and cross-section through
the impact point (bottom)

zoom in on the central region of the corresponding plot in Fig. 5
(6 = 0.9 mm, grid spacing of 225 pm)
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relies on having a horizon smaller than a certain value
that does not create artificially high wave dispersion
due to the size of the nonlocality. Direct experimental
evidence of the wave interactions creating the
observed surface roughness on these glass chips may
be possible in the future with further advances in
experimentation technology.

4.5 The evolution of radial cracks

The simulation results show two different sources of
radial cracks production (see Fig.5): the bottom
surface and the top surface. Soon after their initiation,
these two sets of radial cracks merge (see Movies 5
and 8). The crack patterns seen in Fig. 5 show that
during the initial stages, the radial cracks on top and
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bottom faces are different, but later (beyond 15 ps
from MOI) the radial cracks on the two faces
correspond to each other, because of the merger.

The first radial cracks that appear are on the bottom
face of the glass plate and these are caused by large
hoop stresses induced by the “splashing” of the shear
wave onto this surface (see more details in Sect. 4.2
and 4.3) and by the expansion of a damage “disk” on
this surface. The damage disk localizes into a number
of radial cracks that continue to grow. The mechanism
for producing radial cracks on the top surface is
slightly different simply because of the ring cracks
formation (see Sect. 4.2) that precedes them and
partially releases the hoop stresses. In what follows,
we focus on:

a) Investigate how radial cracks initiate on the top
surface,

b)  Explain what sustains the radial crack propaga-
tion after their initiation stage.

To observe the initiation phase for the radial cracks
on the top layer, we investigate the rectangular
prismatic region highlighted in Fig. 22, close to the
second damage band. By monitoring the bond strain,
in time, for pairs of nodes whose bonds are aligned
with the hoop, radial, and transverse directions, we see
that the bonds along the hoop direction break first (see
Fig. 23 and Fig. 24, where the critical bond strain for
the horizon used here is 3 x 107%). To reach the
location of these bonds (about 8 mm left of the impact
center, and 2 mm above it), the P-wave takes about
1.42 ps from the MOI, the S-wave takes about
2.61 ps, and the R-wave arrives in about 2.84 ps. In
Fig. 23, we see that critical strain is reached at around
3.15 ps after the MOI, leading us to conclude that the
surface wave is the cause of initiating radial cracks on
the top surface.

The surface wave forces nodes to move along the
radial direction more than the other waves. The
surface waves induce a close-to-elliptical motion for
material points, and as the nodes move radially
outward under this motion, the hoop strain increases.
With this expansion, some of the hoop-direction bonds
break, between nodes sitting on the same circle around
the impact point. That is why the radial crack speed is
not faster than the surface wave speed.

After the initiation phase, from about 7 to 15 ps
from the MOI, the radial cracks propagation speed
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varies between a lower limit of about 1900 m/s and
maximum values of about 2800 m/s, with an average
around 2300 m/s (see Fig. 25). These values are for
the velocity of the radial crack that initiates in the
region highlighted in Fig. 22. Beyond 15 ps, waves
reflected from the sides return and interact with the
advancing radial cracks, slowing them down. Before
7 us, there are many branching events near the impact
zone, and it is hard to follow these cracks and
determine their propagation speed. This average speed
is significantly slower than the R-wave speed (see
Sect. 2) and the question is “what sustains the radial
crack propagation?” after them being initiated by the
R-wave. Movie 9 shows how radial cracks form, and
how they are left behind by the R-wave. We find that
the propagation of the radial cracks is sustained by
hoop pre-strain induced by the passing of the surface
wave and the reinforcement provided by the shear
waves bouncing through the thickness (TSS-waves).
This is shown in what follows.

In Sect. 2 we specified the various wave speeds in
glass. If the incident wave is an S-wave, then, Snell’s
law (Achenbach 1973) gives the following for the first
critical angle 0,:

PD
sinf, = C—%D (2)

For our material model, this gives a value
0. = 35.27°. If the incident angle is smaller than 0,
the reflection has both shear and longitudinal compo-
nents. When the incident angle increases beyond the
critical angle, the longitudinal component transitions
into a surface wave (Achenbach 1973). To analyze
possible connections between the radial crack propa-
gation speed and the shear components reflected
through plate’s thickness, we calculate how fast these
bouncing shear waves propagate in the specimen. The
horizontal propagation velocity of the front of this
train of TSS-waves (recall that we have spherical
impact, not point impact) in the specimen is:
Chorizontal = C5Psin0,. 22 1900 m/s (see Fig. 26). This
value is very close to the lower bound of the computed
radial crack propagation speed. These waves appear to
be the “engine” that sustains propagation of radial
cracks. In the pre-strained environment induced by the
passing of the surface wave, the radial cracks, that are
initiated by the R-wave, start falling behind it. This
slowdown is likely caused by the reduction in the
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Fig. 22 Location of nodes taken from outside the second
damage ring (which forms around 3.82 ps) used in Figs. 23, 24
and 25. a: top view of strike face; b: zoom-in around a radial

amplitude of the R-wave: as the wave covers more
area, its amplitude (in the in-plane direction) decreases
and the hoop strains are not sufficient to break bonds at
the same pace with its motion. The radial crack speed,
however, does not fall below the “support” value of
1900 m/s. This appears to be because the TSS-waves
reinforce the pre-strained material and “push” the
radial cracks forward. This will be verified in the
future by considering plates of different thickness and
measuring the propagation speed of radial cracks, in
both experiments and PD computations. This process
continues as long as the waves amplitude are
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crack to be investigated; ¢: bottom view of glass; d: cross section
of glass plate around the region to be investigated. Undamaged
nodes are blanked in these figures

sufficiently high to induce bond failure. In our case,
waves reflected from the boundaries of the sample
return to interact with the advancing radial cracks at
the end of the 7 to 15 s period analyzed.

There are also radial cracks that appear between the
first and second ring cracks (see Movie 2). They
initiate after the formation of first and second damage
bands. They are not caused by the surface wave
because the hoop stress is partially released by the
formation of the ring cracks. The TSS-waves, how-
ever, are slower than the TPP and TPS-waves that
cause the ring cracks, so these radial cracks are
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Fig. 23 Bond strain along hoop direction for a bond in the
observation area in Fig. 22, which is normal to the radial crack
direction and is cut by the radial crack

generated after the ring cracks. The bouncing shear
wave through the plate thickness (the TSS-wave) is
sufficiently strong this close to the impact location to
induce critical hoop strains in the bonds in this region
and lead to radial cracks (see Movies 2 and 5).

We can exclude the TSP-waves from the mecha-
nism that sustains the propagation of radial cracks
based on the much higher horizontal speed of these
waves compared to that of the radial cracks. Figure 26
schematically shows amplitudes of nodal motion
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Fig. 25 The speed of radial cracks

Fig. 26 The schematic of TSS-wave motion through the
thickness of the glass plate
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Fig. 24 a Bond strain along the radial direction (the P-wave direction); b Bond strain through the sample thickness direction. The

nodes selected are in the observation area shown in Fig. 22
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induced by the TSS-wave. The horizontal component
of the motion caused by the TSS-waves pushes
material away from the impact location, causing
higher hoop strains. The pre-stressed material (due
to the R-wave) fails as the reinforced motion leads to
reaching of the critical bond strain for bonds aligned
with the hoop direction. This appears to be the
mechanism behind the propagation of radial cracks.

4.6 Cracks parallel to the sides of the plate

The formation of the sets of cracks that tend to align
themselves with the boundaries of the square plate (see
highlighted regions in Fig. 27) is described next. In the
simulations, we capture parallel cracks, which will be
named as follows: starting from the top of Fig. 27 or
Fig. 28, moving clock-wise, E, F, G and H. Measured
from the impact center, the peridynamic results show
crack E’s location tobe 3.9 cm ~ 4.0 cm away, crack
Fis 4.0 cm ~ 4.5 cm away, crack Gis -3.9 cm ~ -
4.1 cm away, and crack H is -3.5cm ~ -4.0 cm
away. The locations of the parallel cracks from the
experiment (see Fig. 27) are: crack E is 3.7 cm, crack
F is 3.8 cm, crack G is -4.0 cm, and crack H is -
3.2 cm, all measured from the impact location. The
parallel cracks location is very close between the
experiment and simulation. The tape used in the
experiments on the sides of the two-plate system may
absorb some of the incident stress waves. This could

Fig. 27 The names and
locations of cracks parallel
to the sides of the plate
(highlighted with red
regions)

Parallel Crack H

be the reason for which some of the parallel cracks in
the experiment are not as pronounced as in the
simulations.

We conduct a detailed analysis to understand the
origin of the parallel cracks. We initially attributed,
incorrectly, the origin of all such cracks to the
reinforcement between the surface wave and the PS-
wave. The detailed analysis below allows us to
conclude that the picture is more complicated, and
that other types of waves are involved in this process.
To determine which particular wave interactions
generate these cracks, we extract, from the simula-
tions, the arrival times of different wave fronts at the
locations where the parallel cracks initiate. Since the
impact location is not at the center of the specimen, we
observe that these parallel cracks are generated at
different times (see Figs. 27 and 28) and different
locations. In Fig. 28 we show the time snapshots of
damage maps at which each parallel crack is first
observed.

In Tables 1 and 2 we give the range of times needed
for different wave fronts, incident and returning
directly (shortest path) from the sides of the plate, to
reach the closest and farthest of the damaged nodes at
these locations, at the first time when damaged nodes
show up around these areas. Because of the small
thickness of the plate, the time of arrival of incident
waves, wherever it hits the side of the plate, is about
the same as the arrival time of a wave that moves
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Fig. 28 Damage over the entire plate (blanking the undamaged nodes) viewed from the strike-direction: a crack F starts around
11.1 ps, b crack G appears at 12.75 ps, ¢ crack E forms around 13.03 ps and d crack H starts around 15.5 ps

normal to the out-of-plane direction from the impact
location to the sides. By analyzing the match between
the times when the cracks form in the simulations, and
the times at which different waves arrive at the
locations where damage is observed (see data in
Table 1 and Table 2), we find that many, but not all, of
these cracks are generated by the interaction (rein-
forcement) between the PS-wave and the incident
R-wave or the incident S-wave (coming from the
impact region and moving towards the boundaries, see
Fig. 28). Note that the PS-wave carries most of the
energy of the reflection (Achenbach 1973).

Note that for crack systems E and G only one
initiation point (on the top surface) is observed, while
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for cracks F and H there are two initiation points, one
on the top surface and one on the bottom surface of the
plate. The accuracy with which we determine the
crack generation time is limited by the data output
dumping frequency, and in this work this is £0.067ps.
To explain these differences, we next investigate
similarities and differences between the formations of
parallel cracks.

4.6.1 Crack G
Crack G starts in the computations at around 13.06 ps.

Figure 29 gives the cross-section view of crack G,
with color green showing any non-zero damage level
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Table 1 Parallel cracks (E and G) generation times and times at which different waves arrive at the locations where damage is first
observed

Crack E (ps) Crack G (us)
Crack generation time 12.75 13.06
Incident S-wave 12.24-12.55 12.15-12.54
Incident Rayleigh wave (R-wave) 13.31-13.65 12.76-13.45
PS-wave 12.48-12.79 11.89-12.50
PR-wave 12.77-13.11 12.16-12.82
PP-wave 10.64-10.96 11.11-11.31

The waves likely to generate these cracks are highlight in bold

Table 2 Parallel cracks (F and H) generation times and times at which different waves arrive at the locations where damage is first
observed

Crack F (us) Crack F (ps) Crack H (ps) Crack H (ps)
(Damage on strike face) (Damage on back face) (Damage on strike face) (Damage on back face)

Crack generation time 11.10 11.10 15.50 15.36

Incident S-wave 10.54-10.79 9.01-9.62 13.74-14.20 14.98-15.59

Incident R-wave on top face 11.47-11.74 9.80-10.47 14.94-15.45 16.28-16.95

PS-wave 9.14-9.39 10.46-11.08 14.98-15.47 13.75-14.37

PR-wave 9.23-9.57 10.57-11.24 15.36-15.90 13.89-14.56

PP-wave 8.36-8.50 9.12-9.49 13.28-13.54 12.49-12.85

Waves likely to generate these cracks are highlighted in bold, while those with a smaller likelihood are underlined

smaller than 0.9. To observe the wave interactions, in initial damage in Fig. 29 (the 3rd layer from the strike
Fig. 30 we plot the out-of-plane nodal velocity face). We find that the out-of-plane motion is the likely
components for the line of nodes which exhibit the cause for generating crack G.
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Fig. 29 Left: parallel crack G (damage plot as in Fig. 28, undamaged nodes are blanked); Right: damage map for through-thickness
cross section near crack G, passing through the impact location
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Fig. 30 Out-of-plane nodal
velocity vectors for nodes in

DAM

Incident R-wave

PS-wave
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Fig. 29) that cross crack G.
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In Fig. 30, the color for the out-of-plane nodal
velocity vectors represents the nodal damage state:
blue means no damage, green is any damage level less
than 90%. The two snapshots given in this figure point
to the time of initiation of crack G, between 12.61 ps
and 12.75 ps after the MOL. The vertical bars accom-
panied by horizontal arrows show the arrival locations
for the different stress wave fronts. Their color is not
connected to the color bar used for the nodal damage.
The horizontal arrows indicate the direction in which a
particular wave is moving at that moment. From
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Table 1, at the times used in Fig. 30, only the PS-wave
and the S-wave both just passed the initiation location
of crack G. The PR-wave is right behind the PS-wave.
The time gap between the PR-wave and crack G
initiation time is smaller than that for the PS-wave,
leading us to conclude that crack G may be generated
by the PR-wave reinforcing the S-wave. Notice also
that the incident surface wave on the strike surface has
not yet reached the crack location when crack G
initiates. Similarly, the PP-wave has already passed
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the crack location without damaging the material, at
this time.

We notice that the moment the two wave fronts (S
and PR, for example) meet, the parallel crack is not
initiated right away. The maximum strain induced in a
bond does not happen when the wave fronts reach the
corresponding location, but shortly after that, when the
intersecting waves induce peak rates of change of the
magnitudes of the out-of-plane velocity component,
resulting in bonds being strained beyond the critical
strain (see Fig. 30). This deformation mechanism
stretches bonds the most, and that is when the crack is
generated (see Movie 10). In Movie 10 we monitor in
time the line of nodes shown in Fig. 30, and use the
moving markers (vertical bars) to keep track of the
fronts of various elastic waves and their reflections
from the plate’s edge.

4.6.2 Crack E

The impact location is almost symmetric about the
x-axis, and because of this, Crack E is similar with
Crack G: the incident shear and the shear-component
of the reflected longitudinal wave generates this crack.
For this case, however, the edge of the glass is a little
further from the impact center than in Crack G case
(due to asymmetric impact), therefore the reflected
wave propagates over a longer distance, and the
separation between different reflected waves grows
slightly.
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The data in Table 1 shows that the crack initiates soon
after the two waves, incident S-wave and PS-wave, reinforce
each other. Movie 11 shows the out-of-plane nodal velocity
for nodes in the 3rd layer from the strike surface (see Fig. 31)
and explains the waves interactions responsible for initiating
Crack E. The moving markers in Movie 11 track the fronts of
the various elastic waves and their reflection from the top
edge of the plate in Figs. 27 and 31.

4.6.3 Crack F

A little different from parallel cracks E and G, the
parallel crack system F starts on the 2nd and 3rd layers
from the back face (see Fig. 32) and on the 3rd layer
from the strike face, at about the same time.

The spatial rate-of-change of the nodal out-of-plane
velocity vectors can be seen from plots in Fig. 33.
Damage correlates with the locations where these rates
of change are largest, since, as discussed before. For
crack system F, the initial damage appears almost at the
same time near the strike and back surfaces, for the
dumping frequency used here. It is likely that damage
on the back surface appears first, because there are
already two layers of damaged nodes for that location
in Fig. 32. The plots in Fig. 33 indicate that the
reinforcement between PS or PR-wave with the
incident Rayleigh wave traveling on the back face
(which is about 0.8 ps behind the one shown in Fig. 33
and tracked in Table 2) is the likely cause for
generating the damage near the back surface. The data
in Table 2 supports this conclusion. Movie 12 shows
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Fig. 31 Left: Crack E generated at 13.16 ps (damage plot as in Fig. 28), Right: damage map for through-thickness cross section near

crack E location, through the impact point
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Fig. 32 Left: crack system F generated at locations shown at 11.1 ps (damage plot as in Fig. 28), Right: damage map for through-
thickness cross section near crack F location, through the impact point location

the waves initiating Crack F. The damage near the
strike face, however, does not seem to have been
generated by the incident waves reinforcement with the
PS-wave, since the PS-wave has long passed the
location of where the damage is. A possible explana-
tion for occurrence of this damage can be based on the
arguments used to explain the driving force behind the
sustained growth of radial cracks in Sect. 4.5, namely
TSS-waves produced by the PS-wave. The working
hypothesis is that the longitudinal wave reflecting from
the edge of the plate produces shear wave components
that, besides moving straight back towards the impact
zone, they bounce between the strike and back plate
surfaces. This creates a delayed arrival of this shear
wave, which, we assume, meets now with the S- and
R-waves and reinforces them, causing damage. Ver-
ification of this hypothesis requires further investiga-
tion, which we plan to do in the future.

An explanation is now needed for why the interaction
that caused crack systems E and G, happens only on the
back face for the F crack, and not on the top face. The
likely reason for this behavior is the impact type. While
simple arguments can be used about traveling waves
into the plate for the case of point-loading, our case with
a spherical rigid-body impact is more complicated:
trains of waves are induced into the plate and their
complex reflections from the plate’s side boundaries
lead to wave reinforcements that are not uniform in time
and space and, therefore, depend on the distance from
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the impact point to the reflecting boundary. A partial
verification of this hypothesis is in the next section.

We also remark that this through-thickness crack is
tilted, not cutting straight, because its top and bottom
initiation points do not have the same x-coordinates.
This type of behavior is seen in the experiment as well,
with many of the through-thickness cracks showing a
twisted surface instead of the flat one, as can be seen
from Fig. 4.

4.6.4 Crack H

For crack H, the initial damage is also generated in two
different regions almost at the same time, near the
strike and back surfaces of the glass plate. However,
compared to what happened for crack F, damage near
the back surface is closer to the edge of the plate, while
for F it was closer to the impact center. To answer this
puzzle, we observe that the first damage initiation near
the back face happens at around 15.36 ps. At 15.5 ps,
damage near the strike surface is initiated as well (see
Fig. 34). The cause for damage on the back face
cannot be the reinforcement of S-wave with PS-wave
or PR-wave, since PS-wave and PR-wave, by the time
damage forms at this location, have already passed by
(Fig. 35). Therefore, the other hypothesis, mentioned
in the previous section, is as follows: the reinforce-
ment between the S-wave and a TSS-wave produced
by the PS-wave. Why then the mechanism that created
cracks E and G does not cause a crack in this case?
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Fig. 33 Out-of-plane nodal
velocity vectors for nodes s
(crossing crack F) in the 3rd -
layer of nodes below the
strike glass surface and the
3rd layer above the back side
of glass plate. a 10.96 ps;
and b 11.10 ps from MOL
b captures initiation of
damage for crack F
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This is probably because the side boundary for crack
system H is the farthest away from the impact center,
therefore, the PS-wave and PR-wave that reflect
straight from the boundary have lower amplitudes.
However, subsequent bouncing of the PS-waves
between the strike and back faces (the TPSS-waves,
part of the Lamb waves) may be able to create

sufficient reinforcement for out-of-plane motion that
the interaction with the S-wave causes local damage.

The answer for the puzzle with crack systems F and
H (the flip between the cause of damage between the
strike face and the back face) is as follows: the
spherical rigid-body impact induces complex reflec-
tions from the plate’s side boundaries that lead to non-
uniform wave reinforcements that depend on the
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Fig. 34 Top Left: crack system H generated at locations shown at 15.5 ps (damage plot as in Fig. 28); Top Right: damage map for
through-thickness cross section near crack H, through the impact point location at 15.36 ps; Bottom: same cross-section at 15.5 ps

distance from the impact point to the reflecting
boundary. The asymmetric impact we used leads to
different distances to the side boundaries, which,
combined with the train waves complex reflections,
are responsible for the different damage mechanisms
of the crack systems parallel to the plate edges.

The cause for damage on the strike face is, likely, the
interaction between PS- and R-waves, since the arrival
times match the crack generation time (see Table 2).
Movie 13 shows the waves initiating Crack H.

4.6.5 Discussion and summary

In summary, we can conclude that parallel cracks were
generated by an incident out-of-plane wave enhanced
by a reflected out-of-plane wave. In Table 3, we
summarize the reinforcements of waves that appear to
be causing the cracks parallel to the sides of the plate.
The differences noticed between the initiation times,
locations, and types of cracks (only near the strike face
or both near strike and back face) for these crack
systems are likely due to differences between match-
ing of the phases of the interacting reflected waves and
incident wave.

@ Springer

4.7 Edge-to-Center (E2C) cracks

The experiments appear to show (see Fig. 1, especially
close to the right boundary) that some radial cracks split/
branch as they approach the boundaries. The simulation
results for damage at 99 ps after MOI shown in Fig. 5
indicate the presence of such crack branching events
(see near the right boundary). The computations show,
however, that some of these branching events are in fact
the coalescence of two types of cracks, not the splitting
of a single crack, at its tip, into two or more branches.
This can be seen from Movie 2 and from Fig. 36. Some
cracks appear to initiate on the boundaries of the sample
and grow towards the center (we will refer to these
“edge-to-center” cracks as E2C cracks). As shown in
Fig. 36, aradial crack twists as it propagates towards the
edge (due to interactions with waves and the parallel
crack) and it meets an E2C crack, making the final
damage pattern look like as if a single crack split into
two branches. Movie 14, using a similar viewpoint to
Movie 2 but only showing nodes that have a damage
index higher than 0.1 (allowing a 3D view of damage
evolution), demonstrates that crack patterns which,
post-mortem, look like branched cracks, can have two
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Fig. 35 The out-of-plane Incident R-wave
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Table 3 Possible wave reinforcements that cause the parallel crack systems

Wave reinforcements causing cracks parallel
to the sides of the plate

Crack E

Crack F Second (and closer to the edge): damage on strike face
First: damage on back face

Crack G

Crack H Second: damage on strike face

First (and closer to the edge): damage on back face

Incident S-wave & PS-wave

Incident S-wave & TPSS-wave

Incident R-wave & PS-wave

Incident S-wave & PS-wave (or PR-wave)
Incident R-wave & PS-wave

Incident S-wave & TPSS-wave

Fig. 36 Crack coalescence
between a radial crack with
an edge-to-center crack,
leading to apparent crack
branching (damage plot as in
Fig. 28, but blanking nodes
with damage below 10%)

(a)

origins. The first is a true crack branching event, in
which radial cracks at high propagation speed and
interacting with stress waves split, at their tip, into two
branches (see Bobaru and Zhang 2015; Ha and Bobaru
2011b), and a second one, which we call “fake
branching”, that results from the merger of a crack with
an existing crack path. The fake branching, in which the
two cracks generally run in opposite directions, can
happen even at low crack growth velocities. At such
crack propagation speeds, stress waves can easily
induce significant tortuosity in the crack paths.

To investigate whether E2C cracks happen in reality,
we analyze the post-mortem fragments. Fractography
results show that there are some cracks (closest to the
corners of the plate) that indeed move E2C. Glass
fragments were dissembled from the specimen to deter-
mine the direction of crack propagation. The fracture
surfaces of the cracks were examined using techniques

@ Springer

(b)

described in both the American Society of Standards and
Technology (American Society of Testing and Materials)
standard ASTM- C1322-15 (ASTM 2019) and in Quinn
(2006). The specimens examined optically using a dual
station WILD microscope. Regions of interest R1 and R2
can be seen in Fig. 37 with the directions of cracks
labeled P, to Ps, and Q; to O3, and propagation
direction marked. These regions were selected
because of the high number of cracks predicted by
the model to have originated from the outer edge,
running towards the center.

Of the eight cracks studied, cracks Ps and Q5 (see
Fig. 38) were observed to originate at or near the
specimen edge and propagate from the edge to the
center (E2C) with the remaining cracks propagating
center to edge. On crack Ps, the observed placement of
the Wallner lines as well as twist hackle propagating
towards the back face indicate that the crack initially
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Fig. 37 a Back-face view
of the glass plate. Tape was
used in experiments along
the sides to keep the glass
plate together with the PC
backing plate so that the
fragments can be collected
post-mortem. The PC plate
is removed in the photo.

b Region R1 and ¢ Region
R2 with crack propagation
directions marked as
determined by fractography

propagated with a leading edge on the strike face and
broke through to the back face later. This would be
indicative of a bending condition where tension
existed on the strike face, and compression existed
on the back face. Such conditions could be promoted
by wave reflections from the edge of the sample and by
the presence of the tape, holding the glass plate and the
PC backing plate together on their edges. No clear
fracture origin was identified for crack Ps. Crack Qs

originated from a chip located on the edge of the back
face and propagated toward the center of the speci-
men. The twist hackle observed on the fracture surface
(see Fig. 38) indicates a complex multiaxial stress
state causing a twisting motion as the crack propa-
gated. It is likely that the complex stress state was
induced by the reflected shear waves bouncing through
the thickness of the plate (TPSS-type waves, a Lamb-
type wave, see Fig. 6 and Sect. 4.6).
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Fig. 38 Optical microscope images of fracture surface for cracks Ps and Q3 shown in Fig. 37

Next, we explain how the E2C cracks are generated
in the simulation results, and discuss wave interactions
that drive their growth.

In Fig. 39, highlighted by the red circles, the 1st
sets of E2C cracks appear at around 12.9 ps, 16.74 ps,
17.29 ps and 23.61 ps from the MOI, respectively, for
the right, bottom, top and left sides of the plate. The
first S-waves starting at the impact point reach the
right, bottom, top, and left boundaries in Fig. 39 at
12.64 ps, 15.38 ps, 15.94 ps and 18.76 ps after MOI,
respectively. For the first incident R-wave these
numbers would, correspondingly, be 13.75 ps,
16.85 ps, 17.34 ps, 20.30 ps.

In Fig. 40 we show the upper right quarter of the
specimen and plot the out-of-plane nodal velocities
with their actual magnitudes and the colors indicate
the damage index shown in the figure legend. For this
plot, we select only the first layer of nodes on the
strike-face and tilt the figure slightly to better see the
out-of-plane velocity vectors (see Fig. 40). The
figure shows that when a wave front reflects from
the boundary and interacts with the train of incident
waves (caused by the sphere impact), damage occurs
near/on the edge (see the black-line highlighting the
front of the wave front). When the first wave front
“splashes” on the side and “folds-back”, tensile
stresses develop that lead to mode I cracks advancing
from the edge towards the center.

The “folding” of the first wave front caused by the
reflection from the side surface continues to propagate
along the boundary towards the corners of the plate,
and, as it does so, continues to meet and reinforce the
next incident wave front. When the reinforcement
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between these two waves reaches critical values,
damage develops (see Fig. 40c). Once the strain
energy is locally released by the breaking of bonds,
the traveling reinforcement reduces and can produce
new damage only when it builds up again, as can be
seen from Movie 15 and from comparing the results in
Fig. 40b, c, f (see highlighted damage regions with
yellow ellipses). This explains the existence of a
particular spacing between such cracks.

The simulation results also indicates that the second
and third damage regions that initiate near the bound-
ary (see damage highlighted in Fig. 40c and f) is
produced slightly inside the sample, corresponding
with a location of maximum bond strain due to wave
reinforcement. The fractographic analysis indicates
that crack Q3 initiated at a chip on the edge of the
specimen. It is possible that the near-edge damage
associated with this chip is co-incident with the
maximum bond-strain region predicted in the model.

Recall that fractography results showed that only
the edge cracks nearest to the corners of the plate had
E2C growth (see Fig. 37). In the simulations, all
cracks that grow from the edge or near-edge regions
appear to advance E2C. Why this difference? We
believe that this difference can be explained by the
presence of the tape in the experiment, and its absence
from the simulations. The tape absorbs and transmits a
portion of the energy to the backing plate, which likely
reduces the chance of fracture near the plate’s edge.
Eventually, radial cracks in the experiment move in
and reach the edges of the plate. This is the case for
cracks Py, P, P4, Q,. On the other hand, the cracks
computed by PD that correspond to Ps and O3, are
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Fig. 39 Initiation of damage on the sides of the plate (damage index legend as in Fig. 28 but blanking nodes with damage below 10%;
gray dashed-line shows the edge of the glass plate) at 12.89 ps, 16.74 ps, 17.29 ps and 23.61 ps from MOI

shown to initiate slightly further away from the edge of
the plate (see Fig. 41). If that is the case in the
experiment as well, then the presence of tape has less
influence on initiation of damage at these locations,
closer to the corners of the plate. Note that the
simulation results for the bottom right quadrant of the
plate show a similar behavior to that of the top right
quadrant discussed above (see Fig. 42 and Movie 16).

We observe that for cracks with the same growth
direction between the experiments and the

simulations, their locations (see Fig. 43) match very
well (see red circle highlights in Fig. 43).

2 The strong influence of boundary conditions in brittle fracture
should not be surprising. A famous example is the failure of the
Tesla Cybertruck “unbreakable” windows after they were
struck with a metal ball. The failure was not supposed to happen,
but prior to the public test, the door was apparently hit with a
sledgehammer, which likely changed the boundary conditions
on the glass, if not fractured it at its base.
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(d) (e)

Fig. 40 Evolution of edge-to-center cracks on the top-right
quadrant of the glass plate. Titled view of the out-of-plane
component of the nodal velocity (magnitude proportional to the
size of the arrows) and damage index D (blue: D = 0, green:
0 <D <0.1,red: 0.1 <D < 1) only for the nodes on the strike

5 Conclusions

A simple peridynamic model, in conjunction with
experiments, allowed us to explain the evolution of
fracture and damage in a thin glass plate, backed by a
thin polycarbonate plate, under impact. We studied
damage progression from impact with a small projec-
tile hitting at 150 m/s. A linear-elastic and brittle
fracture model appears to be sufficient for explaining
the entire complexity of fracture evolution in this
impact event. The input parameters are, likely, the
minimal set possible for modeling this phenomenon.
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surface of glass plate. Snapshots taken at 11.93 ps, 13.85 ps,
14.95 ps, 15.64 ps, 17.15 ps, 19.49 ps after impact. Notice (in
the yellow elliptical shape) the damage generated by wave
reinforcement

No special crack propagation criteria were needed. All
of the experimentally observed features of damage and
fracture systems, obtained from post-mortem analysis
of the sample and fractography studies, are replicated
by the peridynamic simulations. We analyzed the
simulation results to explain the reasons behind the
formation of the different sets of cracks and the
possible mechanisms responsible for the experimen-
tally-observed evolution of damage in the glass plate.
A number of 16 simulation movies accompany the
paper and help support the explanations provided.
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Fig. 41 Plots as in Fig. 40,
for snapshots taken at

19.21 ps, 19.49 ps,

19.76 ps and 20.31 ps after
impact. Notice (in the
yellow elliptical shape) the
damage generated by wave
reinforcement

(c)

The peridynamic results for the band (or ring)
cracks, that form soon after impact, match the
expected results from analytical calculations based
on wave propagation and through-thickness reflec-
tions. The Hertz-cone crack and fragmentation in the
Hertz-cone areas are very similar to the type and size
of fragments seen in the post-mortem analysis of the
sample. Among all different types of cracks, one
particular detail of the failure process in the glass plate
is especially interesting and is captured by the,
relatively coarse, peridynamic simulation: the fine
roughness on the surface glass chips produced at the
ends of the Hertzian-cone crack, when this crack turns
and grows close-to-parallel to the strike face. The
peridynamic simulations show that this roughness

(d)

happens at low crack propagation speed and that it is
caused by waves (Lamb waves) reflected from the side
surfaces of the plate, hitting against the leading edge of
the slowly-propagating Hertz-cone crack.

We explained the generation of radial cracks, and
discussed the waves (Lamb waves) that sustain their
propagation at speeds above a certain threshold which
is significantly lower than the surface wave speed. We
provided explanations for how cracks parallel to the
sides of the plate are produced. Factors that are
responsible for these cracks are reinforcements
between incident shear and/or surface waves with
shear components of the reflected (from the side
surface) longitudinal wave, that may also bounce
between the strike and back faces of the glass plate
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Fig. 42 Evolution of edge-
to-center cracks on the
bottom-right quadrant of the
plate (snapshots at 19.35 pus
and 19.63 ps after impact).
Plots as in Fig. 40. Notice
(in the yellow elliptical
shape) the damage
generated by wave
reinforcement

(a)

(Lamb waves). The simulations showed some cracks
growing from the edges towards the impact center, and
fractography analysis confirms this behavior for those
closest to the corners of the plate. The presence of tape
on the sides of the plates in the experiments may
explain the difference between the simulations and
experiments for the rest of the edge-to-center cracks.
We discover that a “folding” shear-wave reflected by
the side surface of the plate reinforces incident shear/
Lamb/surface waves and leads to initiation and
propagation of these cracks with a specific spacing
between them.

Peridynamic models are useful in investigating
damage evolution in brittle materials, where interac-
tions between stress waves and crack initiation,
growth, and coalescence play a crucial role. This
study explained the “how?” and “why?” damage
progression happens in brittle materials like glass
under impact. This can be very helpful in predicting
impact damage in a variety of applications, such as
designing better protective systems, controlling dam-
age evolution in brittle materials, etc.
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Appendix A
Convergence tests in terms of damage patterns

Here we test several PD horizon sizes in a o-
convergence study (see Bobaru et al. 2009; Chen
and Bobaru 2015) and analyze their effect on the
general appearance of damage (see Bobaru and Zhang
2015).

As discussed in Sects. 2 and 3, the effective elastic
wave speeds in this PD model for glass are: C; = 5632
m/s for longitudinal waves, C, = 3252 m/s for shear
waves, and Cg = 2990 m/s for Rayleigh wave speed.
The values for C; and C, were obtained by using the
computational results for the impact test to measure
the speed of the longitudinal wave front (tracked by
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the nodes with non-zero velocity) and the in-plane
shear wave front (tracked by the nodes at which there
is angle change in the in-plane velocity vector). The
value for Cr was computed using the formula in
Eq. (1). These values are roughly within 5% from the
corresponding values in soda-lime glass. While a
state-based PD model (see Silling et al. 2007) would
be able to exactly match all of the elastic constants in
the materials used here, the computational cost
compared with the bond-based formulation would be
at least twice as large (Sarego et al. 2016; Jafarzadeh
et al. 2024). Given that the variability in material
properties of glass, for example, is often higher than
5%, and the fact that we are concerned here with
understanding the evolution of the damage and failure
phenomenon in a brittle target, in this study we select
the bond-based model.

The entire body is discretized into nodes, each with
a known volume in the reference configuration. For
simplicity, we use a uniform discretization. The failure
patterns are not symmetric because the impact location
is selected off-center, close to the impact location
estimated from the experiments. This location may fall
not at a node, but between discretization nodes,
depending on the discretization.

To perform the spatial integration of the PD
equations, we use the partial-volume integration
algorithm (see details in Sect. 3 and Hu et al. 2010).
The two plates (see Fig. 2) are at rest and in contact,
but we do not enforce any constraints to mimic the
tape applied in the experiment on the sides to keep the
plates together. Therefore, after impact, in the com-
putational model, our plates will eventually separate
from one another. Nevertheless, as seen from
Sect. 4.1, most of the damage takes place within the
first 100 ps after impact, and the major differences
between the presence or absence of the side tape are
the following: with the tape, the PC plate’s rebound is
likely to cause some extra damage onto the glass plate,
as well as reduced cracking on the edges of the sample
because of stress waves being transmitted to the PC
plate from the glass plate.

The damage index at a node is defined as the ratio
between the number of broken bonds and the original
number of bonds at that node. By plotting this index at
all nodes, we can observe the evolution of cracks or
diffuse-damage zones. When nodes with about 50%
damage follow a clearly defined line or surface, that is
an indication of the presence of a crack line or crack

surface. Notice that in PD, when such damage
happens, actual material separation takes place. This
is in contrast with, for example, phase-field models
(Borden et al. 2012; Aranson et al. 2000; Bourdin et al.
2008, 2011).

A convergence study in terms of the damage patterns
created by the impact event can be performed by reducing
the horizon size ¢ while keeping the ratio m = A%,
where Ax is the grid spacing, constant. This type of
convergence is called d-convergence (see Bobaru et al.
2009; Chen and Bobaru 2015) and, with the mid-point
type spatial integration used here, the PD solution
converges to the classical one for problems with no
discontinuities. When damage is part of the problem,
the grid factor m needs to be sufficiently large to allow
for the existence of a sufficiently large number of
bonds in all possible directions at a node, which will
lead to unrestricted/grid-independent crack growth.
For isotropic materials the m value of 4 or larger is
recommended (see Ha and Bobaru 2011a) while for
anisotropic materials a value of at least 5 is needed
(see Dipasquale et al. 2016; Hu et al. 2012). Larger m
values are always better for reducing the grid-depen-
dence but they come with an increase in computational
cost, and a balance has to be achieved between
accuracy and cost. Larger values of m do not penalize
efficiency in some recent fast algorithms for PD
models (see Jafarzadeh et al. 2024, 2022).

The maps of damage in the glass plate for this
convergence study are shown in Figs. 5, 21, and 44,
for 6 = 0.9, 2, and 4 mm, respectively. We notice that
the main failure modes are correctly captured” even
when the horizon size (§ = 4 mm) is larger than the
3.3 mm thickness of the plate. As the horizon size
decreases, the damage patterns get refined, and we
observe that the locations and extent of damage
obtained by the peridynamic model approach those
seen in the experiment (see Fig. 1). Previous results on
convergence for dynamic brittle cracks in glass have
indicated that a horizon size of around 1 mm is
sufficiently small to predict the measured crack
propagation speed (Ha and Bobaru 2011b). For more
on convergence of PD models please see (Bobaru and
Zhang 2015; Bobaru and Hu 2012).

The small differences between the results with a
horizon size of 2 mm and 0.9045 mm (see Fig. 21 and

3 In the sense explained in the beginning of Sect. 4.
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Fig. 43 Left: Damage map at 19.9 ps after impact, blanking all nodes with damage index less than 0.1; the edge-to-center cracks
closest to the right corners of the plate are in the red circles; Right: The edge-to-center cracks identified in the experiment

Fig. 44 Damage maps for
8 =4 mm at 99 ps from the
time of impact. Strike face
(left), back face (right), and
cross-section through the
impact point (bottom)

Fig. 5, respectively) confirm the conclusion that at
these impact speeds, a horizon size of about 1 mm
provides a converged result in the sense of the crack
paths and types of damage observed.
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