
Hydrogen Bonding Blues: Vibrational Spectroscopy of the TIP3P Water
Model

Zeke A. Piskulich1, a) and Qiang Cui2, b)
1)Rutgers University, Institute for Quantitative Biomedicine, 174 Frelinghuysen Road, Piscataway, NJ,
08854
2)Department of Chemistry, Boston University, 590 Commonwealth Avenue, Boston, MA, 02215,
USA
(Dated: 5 November 2024)

The computational spectroscopy of water has proven to be a powerful tool for probing the structure and
dynamics of chemical systems and for providing atomistic insight into experimental vibrational spectroscopic
results. However, such calculations have been limited for biochemical systems due to the lack of empirical
vibrational frequency maps for the TIP3P water model, which is used in many popular biomolecular force
fields. Here we develop an empirical map for the TIP3P model and evaluate its efficacy for reproducing
the experimental vibrational spectroscopy of water. We observe that the calculated Infrared and Raman
spectra are blue-shifted and narrowed compared to the experimental spectra. Further analysis finds that the
blue-shift originates from a shifted distribution of frequencies, rather than other dynamical effects, suggesting
that the TIP3P model forms a significantly different electrostatic environment than other three-point water
models. This is explored further by examining the two-dimensional infrared spectra, which demonstrates that
the blue-shift is significant for the first two vibrational transitions. Likewise, spectral diffusion timescales,
evaluated through both the center-lines slope and the frequency-frequency time correlation function demon-
strate that TIP3P exhibits significantly faster spectral dynamics than other three-point models. Finally,
sum-frequency generation spectroscopy calculations suggest that despite these challenges, the TIP3P empir-
ical map can provide phenomenological, qualitative, insight into the behavior of water at the air-water and
lipid-water interfaces. As these interfaces are models for hydrophobic and hydrophilic environments observed
in biochemical systems, the presently developed empirical map will be useful for future studies of biochemical
systems.

I. INTRODUCTION

Vibrational spectroscopy is a powerful tool for un-
derstanding the structure and dynamics of biochemical
systems.1–5 Linear techniques, like infrared (IR) and Ra-
man spectroscopy, have often been used for determina-
tions of biochemical structures by signature contributions
from specific functional groups. For example, amide vi-
brational modes are often used to provide insight into the
secondary structure of proteins due to the appearance of
vibrational bands associated with specific protein confor-
mations. Alternatively, many spectroscopic studies have
focused on water molecules in the interior or near the sur-
face of biomolecules.2,6–8 On the one hand, these efforts
are motivated by the consideration that water molecules
make crucial contributions to the structural, energetic
and dynamic properties of biomolecules;9–11 for example,
water molecules in protein cavities play major roles in
enzyme catalysis, ion transport and ligand binding.12–16

On the other hand, the structural and dynamical prop-
erties of water molecules at biochemical interfaces are in-
fluenced by local surface topology and interactions with
surface-exposed atoms.17–19 Therefore, such systems are
well-suited for spectroscopic characterization.20–24
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Measurements of water molecules in biological sys-
tems are challenged by the presence of significant pop-
ulations of water in the bulk region and often require
the use of model systems, like reverse micelles,25,26 to
remove these “background” contributions. Along this
line, non-linear optical techniques, like Sum-Frequency
Generation (SFG) spectroscopy and two-dimensional In-
frared (2DIR) spectroscopy, which can explore biochem-
ical systems in situ without the use of model systems,
have grown in popularity over recent years and have suc-
cessfully provided significant structural, dynamical and
mechanistic insights into the role of water in biochemical
environments.1,27–31

To help interpret these linear and nonlinear spec-
tra at the molecular level, it is essential to compute
these vibrational spectra based on molecular simulations.
From classical molecular dynamics simulations, the vi-
brational frequency mapping (empirical mapping) ap-
proach developed by Corcelli, Skinner, and others, al-
lows for both linear and non-linear vibrational spectra to
be obtained through the calculation of time-correlation
functions (TCFs).32–38 These TCFs, as will be described
in greater detail below, depend on quantum mechani-
cal observables (e.g., the vibrational transition frequency,
transition dipole moment, transition polarizability) that
are not available in a purely classical simulation. In
this approach, a small set of classical configurations are
used to generate a map between quantum mechanical ob-
servables calculated from quantum mechanics/molecular
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2

mechanics (QM/MM) calculations and the local electro-
static environment described by classical point charges.
This technique has proven successful for a range of water
force-fields, including SPC/E,34 TIP4P,36,39 and E3B3,36

as well as other modes of interest to biochemical spectro-
scopies such as the amide I stretch in proteins,37,38 the
carbonyl stretch in nucleobases,40 and many others.41

While many empirical mapping studies have focused
on biochemical systems, relatively few have looked at
the vibrational spectroscopy of water in biochemical en-
vironments due to the expense involved in calculating the
electric field for thousands of water molecules. Roy and
co-workers simulated the SFG spectra of SPC/E water
with POPC and POPE lipids described by the Berger
force-field42 and were able to provide atomistic insight
into how varied water orientations around the lipid head
groups resulted in differing SFG intensities.23,24 Often,
however, biochemical simulations do not use the SPC/E,
TIP4P, and E3B3 water models for which the accuracy
has been well-established. In part, this is because the
CHARMM36 force-field, one of the most commonly used
force-fields for biochemical simulation, has been param-
eterized with the TIP3P water model.

While CHARMM36 provides generally good agree-
ment between experimental and simulated structures of
biochemical systems, the same cannot be said for the
ability of the TIP3P water model to accurately de-
scribe the structures and dynamics of real water.43,44

The TIP3P radial distribution function shows less struc-
turing past the second solvation shell than is observed
experimentally. The TIP3P water model also exhibits
diffusion, reorientation, and hydrogen-bond exchange dy-
namics that are nearly a factor of three times too fast.45

While there have been a number of water models, such as
the TIP3P-PME model, that have aimed to fix these is-
sues, they have not been widely adopted in biomolecular
simulations as they could negatively impact the force-
field’s ability to accurately describe the properties of
biomolecules.46 More sophisticated approaches, such as
the charge-response kernel model of water,47–49 have been
used to model the spectroscopy of configurations gener-
ated using TIP3P. However, to the best of our knowl-
edge, there has not yet been an attempt to use the em-
pirical mapping approach to describe the spectroscopy of
TIP3P.

In the present work, we have developed an empirical
vibrational frequency map for the TIP3P water model
for use in biochemical simulations. We first present the
new empirical map and thoroughly review the mapping
approach, then we discuss its ability to describe dynamics
and structures within bulk water, and compare results
with those from an improved empirical map developed for
another three-point model for water, the SPC/E water
model. Such a comparison helps establish the sensitivity
of specific spectral features to the description of certain
populations of water structures by different force field
models.

A key challenge for the spectroscopy of biochemical

systems is the multitude of environments that water can
find itself in, both hydrophilic (as is the case for wa-
ter molecules near lipid membrane head-groups) and hy-
drophobic (water molecules in certain protein cavities,
water molecules deep in lipid membranes). Thus, it is
important to understand how the TIP3P model performs
in such environments. In the present work, we use the
air-water interface as an example of a hydrophobic envi-
ronment and the lipid-water interface as an example of
a hydrophilic environment. Using SFG spectroscopy, we
then demonstrate that the model can provide qualitative
information about the nature of these interfacial regions.
Therefore, we expect that the frequency map developed
for the TIP3P model, when used with care, can provide
valuable insights into the structural and dynamical prop-
erties of water in biological systems.

II. COMPUTATIONAL METHODS

A. Frequency Mapping Simulations

A simulation cell of 855 TIP3P water molecules
was generated using the CHARMM-GUI Solution
builder,50,51 and was resized to match an experimen-
tal density of 0.9991 grams/cubic centimeter using gmx
editconf. The Gromacs Simulation Package was used
for all simulations in the present work.52 Simulations
were equilibrated in the canonical (NVT) ensemble us-
ing a Nosé-Hoover thermostat with a coupling time of
1.0 ps.53,54 A 2.0 fs simulation timestep was used for all
simulations. The equilibration for the water box hap-
pened over the duration of a 2.0 ns simulation. Follow-
ing equilibration, a production run was conducted for 10
ns, from which configurations were output every 2.0 ps.
This resulted in a total of 5,000 configurations used to
build the empirical map. The procedure for the SPC/E
water model simulations were performed in an identical
manner, with just the water model changed. The LINCS
algorithm was used to hold the geometry of the water
model rigid.55

B. Frequency Mapping Electronic Structure Calculations

For each configuration generated from the aforemen-
tioned molecular dynamics simulation, we selected a sin-
gle water molecule randomly and then carved out a
droplet around the hydrogen atom. For each droplet,
a set of sixteen electronic structure calculations were
run where the OH bond was stretched while maintain-
ing a constant center of mass. These points were evenly
sampled between an OH bond distance of 0.65 and 2.25
angstroms. The B3LYP-D3/6-311G(d,p) level of theory
was used for all calculations.56–58

For each calculation, an inner sphere of 4.0 Å around
the central hydrogen was treated quantum mechanically,
while the remainder of the droplet was treated as classical
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point charges. Here, the distance cutoff was performed
with respect to the O· · · H distance, and molecules strad-
dling the boundary were made whole. In the present
work, for the new TIP3P map a slightly longer cut-
off (8.31 Å) than the 7.831 Å utilized by Skinner and
co-workers was utilized based on the radial distribution
function as described below.34 The new SPC/E map re-
tained the Skinner value.

C. Spectroscopic Calculations

1. HOD/D2O Spectra

A room temperature molecular dynamics simulation of
TIP3P water was run in the canonical ensemble (NVT)
for 10 nanoseconds using the same parameters described
above. From this simulation, configurations were out-
put every 10 picoseconds, resulting in 1,000 total con-
figurations which acted as starting points for a series of
short (10 ps) simulations in the microcanonical ensemble
(NVE). This multi-trajectory approach allowed for sam-
pling of the canonnical ensemble, while also allowing for
the calculation of spectra in a trivially parallelized way.

For each NVE trajectory, the trajectory was written
every 4.0 fs, providing a total of 2,500 configurations from
which the spectra were calculated. For each configuration
in these trajectories, we used our Electric Field Cell
List package59 to calculate the electric field projected
onto the OH bond vector, using the cutoff value from
the empirical map. This program calculates the electric
field using a cell-list decomposition approach as has been
described elsewhere.60 While this approach provides rel-
atively minimal advantage for this small water system, it
provides significant scaling advantages for the membrane
system described below.

Finally, we used our Generalized Water
Spectroscopy package61 to calculate the Infrared,
Raman, and 2D-IR spectra of the water system using
the time-correlation approach described below. For these
time correlation calculations, time origins were selected
every 100 configurations (400 fs), and the correlation
time was 500 fs. For the Fast Fourier Transform, the
FFTW3 Library was used with a frequency resolution of
4.0 cm−1.

2. Air-Water Interface

A slab system of 2,258 water molecules was initialized
into a 6 nm × 6 nm × 2 nm box, and the latter dimension
was then expanded to 6 nm to produce an interface. The
system was equilibrated for 10.0 ns in the NVT ensem-
ble, again using a Nosé-Hoover thermostat with a cou-
pling time of 1.0 ps and a simulation timestep of 2.0 fs.
Configurations were output every 10.0 ps, for a total of
1,000 configurations used as initial conditions for spec-
troscopic calculations which were conducted in the same

manner as described above. Sum-frequency generation
spectra were then calculated with the center of mass of
the air-water system translated such that the water slab
spanned the lower periodic boundary.

3. Water-Lipid Interface

A similar approach was utilized for the POPC
and POPE membrane systems. Initial configurations
for these systems were built using the CHARMM-GUI
Membrane Builder.62,63 For the purposes of these cal-
culations, the system was built to solely contain water
and lipids, no ions were added. For each simulation, 200
lipids were added to the box. The POPC and POPE
simulations included 12,305 and 10,594 water molecules,
respectively.The long simulation in this case was 20.0
nanoseconds and performed in the NVT ensemble. As
before, 1,000 configurations were used as starting points
for short constant energy simulations.

III. RESULTS

A. Vibrational Frequency Mapping

In the vibrational frequency mapping approach, a
mixed quantum-classical approach is used to generate
empirical correlations between quantities that are inher-
ently quantum mechanical (e.g., transition dipoles) and
quantities that describe the local solvation environment
that can be calculated from a classical molecular dynam-
ics simulation. In this method, the local electric field
generated by the nearby classical point charges is pro-
jected onto the oscillator; though, it is worth noting that
more complicated approaches involving machine learn-
ing have been proposed and developed.64,65 For the most
part, however, such maps that have been proposed for
HOD take the form,

Υ̃ = v1 + v2E + v3E2, (1)

where E is electric field projected onto the OH bond
vector, v1, v2, and v3 are the parameters of the fit, and
Υ̃ is the value of the quantum mechanical observable, Υ,
that is reconstructed using the empirical map.

In the following section, we develop an empirical vibra-
tional frequency map for the TIP3P water model. The
parameters for this empirical map may be found in Ta-
ble I. An updated SPC/E water empirical map has also
been generated with the new approaches developed over
the course of this present work, specific fitting details of
that map are included in the Supporting Information in
Figure S1 and Table S1.

   
    

Th
is 

is 
the

 au
tho

r’s
 pe

er
 re

vie
we

d, 
ac

ce
pte

d m
an

us
cri

pt.
 H

ow
ev

er
, th

e o
nli

ne
 ve

rsi
on

 of
 re

co
rd

 w
ill 

be
 di

ffe
re

nt 
fro

m 
thi

s v
er

sio
n o

nc
e i

t h
as

 be
en

 co
py

ed
ite

d a
nd

 ty
pe

se
t. 

PL
EA

SE
 C

IT
E 

TH
IS

 A
RT

IC
LE

 A
S 

DO
I:

10
.10

63
/5.

02
43

50
9

 16 January 2025 19:09:04



4

FIG. 1. Fitted parameters for the TIP3P empirical map. Black points are the data calculated from the DVR calculations, and
the red lines are the empirical map fit. The transition maps for the ω10 and ω21 vibrational frequencies are shown in panels
(A) and (B), respectively.The position matrix element maps for x10 and x21 are shown in panels (C) and (D), respectively. For
(C) ωij = ω10, and for (D), ωij = ω21. The dipole derivative map and polarizability derivative map are shown in panels (E)
and (F), respectively.

TABLE I. Empirical mapping parameters for the TIP3P water model with a cutoff of 8.31 Å used for the electric field. R is
the correlation coefficient, which is most valid for linear regressions. RMSE is the root-mean-squared error of the fit. Units of
fitting parameters are enclosed in square brackets. Electric field units are a.u.

Empirical Map R RMSE

ω10 = 3742.81
[
cm−1]

− 4884.72
[

cm−1

a.u.

]
E − 65278.36

[
cm−1

a.u.2

]
E2 0.87 57.160 cm−1

ω21 = 3586.21
[
cm−1]

− 5251.38
[

cm−1

a.u.

]
E − 87664.50

[
cm−1

a.u.2

]
E2 0.87 66.718 cm−1

x10 = 0.1019
[
Å

]
− 9.0611 × 10−06 [

Å
cm−1

]
ω10 1.00 3.3445 × 10−05 Å

x21 = 0.1420
[
Å

]
− 1.2533 × 10−05 [

Å
cm−1

]
ω10 1.00 6.9342 × 10−05 Å

µ′ = 0.12 [D] + 12.28
[

D
a.u.

]
E 0.92 6.0360 × 10−02 D

α′ = 1.36 [a.u.] + 3.63
[

a.u.
a.u.

]
E 0.30 1.3448 × 10−01 a.u.

1. Construction and Solution of 1D Potential

The first step of this approach is to run single-point
electronic structure calculations on droplet configura-
tions that have been carved out of trajectories from clas-
sical molecular dynamics simulations. These droplets are
treated such that the inner sphere, which resides around
the oscillating atom of interest (for instance the H in
HOD), is treated quantum mechanically, and the outer
sphere is treated as classical point charges. A series of

single-point electronic structure calculations where the
vibration of interest is stretched are run at a reasonable
level of theory (i.e., B3LYP-D3/6-311G(d,p)), to obtain
a 1D potential energy surface.

In the presently developed map for TIP3P, we then ran
electronic structure calculations where the inner “quan-
tum” sphere was cutoff at 4.0 Å, and the outer “classical”
sphere was cutoff at 8.31 Å which is the approximate lo-
cation of the final minimum for the TIP3P model’s radial
distribution function. In practice, the exact value of this
cutoff appears to be relatively insignificant as long as
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5

molecules are kept whole across the boundary.
From these electronic structure calculations, the ener-

gies, lab-frame dipole moments, and lab-frame isotropic
polarizabilities are saved as functions of OH bond length.
The latter two of these will be used below to calculate
the derivatives of the dipole and polarizability. The fi-
nal 1D potential is then constructed by fitting the OH
bond length versus energy data to a high-order (8th or-
der) polynomial. The sinc-function discrete variable rep-
resentation (DVR) approach is then applied as described
in Ref. 66 for a radial coordinate, where the potential
energy contribution to the Hamiltonian comes from the
eighth-order polynomial evaluated at DVR grid points.

2. Transition Frequencies

The 0-1 and 1-2 transition frequencies are evaluated
through the empirical mapping approach as,

ωji = ϵj − ϵi (2)
where here ϵi and ϵj are the energy eigenvalues associated
with the ith and jth energy levels, respectively. Note
that atomic units, where h̄ = 1, are used in the DVR
approach. Our TIP3P map for the transition frequencies
is quadratic as a function of electric field, and is included
in Table I and shown, along with the raw frequency data,
in Figure 1A and B.

We have calculated the correlation coefficient, R, for
both maps and found them to be 0.87 for both which is
similar to the maps reported for the SPC/E model.34 It
should be noted that for quadratic fits, the root-mean-
squared error (RMSE) is a better measure of agreement
of the fit than the correlation coefficient. The RMSE is
57.16 cm−1 and 66.72 cm−1 for the 1-0 and 2-1 tran-
sitions, respectively. These are approximately 20 cm−1

smaller than the SPC/E map from Ref. 34. In addi-
tion to the presently developed TIP3P map, we likewise
have generated a new SPC/E water map using the same
number of configurations to which we will compare our
calculated spectra.

3. Transition Dipoles

In this approach, the projection of the transition dipole
moment onto the laboratory-fixed p̂ axis can be approx-
imately reconstructed through the bond dipole model,68

as
µ⃗ji(t) = µ′xji(û · p̂). (3)

Here, û is a vector pointing along the OH bond, µ′ is the
derivative of the dipole moment evaluated at the equilib-
rium bond length, and xji is the position matrix element,
where again i and j refer to vibrational energy levels.

The position matrix element is calculated through the
equation,

xji = ⟨ψj |r|ψi⟩, (4)

where ψi and ψj are the ith and jth eigenvectors. This
matrix element is calculated within the DVR approach,
the details of which can be found in Ref. 66. The po-
sition matrix elements are typically reported as a linear
map as a function of the ji vibrational frequency, ωji,
though in some cases a quadratic map may be more ap-
propriate. In this case, we built a linear map for the
position matrix element and have included it in Table I
and shown it in Figure 1C and D. The position matrix
element maps have incredibly high correlation coefficient
values, R = 1.0, with RMSE values on the order of 10−5

Å. These errors are slightly smaller than those reported
for the SPC/E map,34 likely due to the increased number
of configurations used in the present work.

The dipole derivative, µ′, which is needed to recon-
struct the transition dipole moments is obtained by fit-
ting the dipole moments calculated from the electronic
structure calculations as a function of OH bond distance
to a high-order (i.e., sixth-order) polynomial. Taking ad-
vantage of the fact that the derivative of a polynomial can
be calculated analytically, this provides a fitting function
for the derivative that is of one polynomial order less than
the original polynomial (i.e., fifth order). The value of
µ′ is then evaluated from this polynomial at the equilib-
rium bond distance and this is used to build a map for µ′.
Linear and quadratic maps for µ′ have both been used
for various water models; Skinner’s SPC/E water dipole
derivative map was linear in the electric field whereas
their TIP4P and E3B3 empirical maps were quadratic.
We find that for TIP3P water, a linear map is sufficient
(using a quadratic map did not improve the fit signifi-
cantly, and resulted in the wrong sign for the quadratic
term.) The map for µ′ is included in Table I and shown
in Figure 1 E. As with the other maps, our dipole deriva-
tive map has a small RMSE value, 6.0360 × 10−2 D, and
a correlation coefficient of 0.92.

In the literature, maps have been reported for µ′ in
one of two ways, the first is to list µ′ in terms of a ref-
erence, gas-phase calculation where the same approach
is used without the surrounding solvent. In these terms,
the map has been reported as µ′/µ′

g, where µ′
g is the gas-

phase value of the dipole derivative. The second, which
we employ in this work, is to report the µ′ map directly.
The key difference between the two mapping approaches
is that excluding the factor of µ′

g leads to smaller cal-
culated values for the intensity. Since the mapping ap-
proach is not well-suited for calculating absolute inten-
sities, the spectra are often normalized based off peak
intensity. This factor of µ′

g disappears upon normaliza-
tion of the spectra, and thus can be safely omitted.

4. Transition Polarizabilities

In a similar manner to the dipole derivative, the
isotropic transition polarizability can be reconstructed
through the equation

α10 = α′x10. (5)
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FIG. 2. A) The linear infrared spectrum of the TIP3P model (blue solid line) and the SPC/E model (magenta dashed line)
are compared with the experimental HOD/D2O infrared spectrum (black solid line). The experimental spectral data has
been digitized from Ref. 67. B) The TIP3P spectrum is reproduced (as a black solid line), and compared with the frequency
distribution (red dashed line), and the spectral density (blue dashed line). In both plots, uncertainties in computational data
are smaller than the line thickness and have thus been omitted.

where α10 is the isotropic transition polarizability be-
tween the ground and excited vibrational states, and α′

is the isotropic transition polarizability derivative which
is calculated in an identical manner to µ′ (using the
isotropic polarizability instead of the dipole moment from
the electronic structure calculations).

This transition polarizability is often used in the con-
text of the bond polarizability model,69 which describes
the polarizability in terms of one component parallel to
the OH bond and two components perpendicular to the
bond, to recover components of the polarizability tensor
as

αpq = (α′
∥ − α′

⊥)x10(p̂ · û)(û · q̂) + α′
⊥x10(p̂ · q̂) (6)

where αpq is a component of the polarizability tensor,
and α∥’ and α′

⊥ are the parallel and perpendicular com-
ponents of the polarizability derivative, respectively. It is
shown in the Supporting Information that these compo-
nents can be evaluated in terms of the isotropic transition
polarizability as

α′
∥ = 3

1 + 2
γ

α′
iso (7)

and

α′
⊥ = 3

2 + γ
α′

iso. (8)

Here γ = α∥/α⊥ is the ratio of parallel and perpen-
dicular components of the polarizability to the bond vec-
tor, and αiso is the isotropic polarizability. As is fre-
quently done, this value has been selected to be 5.6
for HOD/D2O;70–72 however, other values have been
proposed.73,74

Maps for the polarizability derivative are often re-
ported as linear maps with respect to the electric field,
which we have mimicked in the present work. The map
for α′ is included in Table I and shown in Figure 1F. It
should be noted, however, that relatively few previous
works have included plots like that in Figure 1F due to
the poor correlation of the isotropic polarizability deriva-
tive with the electric field. This comparatively weaker
correlation is often attributed to the fact that the non-
Condon effect is much weaker for polarizability than it
is for the other mapping parameters. This is reflected in
the R2 value of of 0.30 obtained for our map in this work,
which is similar to the value of 0.31 reported by Skinner
and co-workers for SPC/E water.34 Though poorly corre-
lated, the RMSE value of 0.13448 a.u. is relatively small,
and the map is included for completeness. For compari-
son, we have included the equivalent figure and table for
the updated SPC/E map in the Supporting Information.
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7

B. Vibrational Spectroscopy of TIP3P Water

The vibrational frequency mapping approach has been
used to predict the lineshapes of common vibrational
spectroscopies, including linear and two-dimensional in-
frared spectroscopy, Raman spectroscopy, and sum-
frequency generation. For each spectroscopy, we will in-
clude a discussion of how the map is used to calculate
each spectrum, and how that spectrum compares with
both experimental measurements and the results from
the SPC/E water model.

1. Linear Infrared Spectroscopy

The infrared lineshape of water can be calculated as
the Fourier Transform of the dipole-dipole response func-
tion, ϕ(t), as

I(ω) = 1
2π

∫ ∞

−∞
e−i(ω−⟨ω⟩)tϕ(t)dt (9)

where,

ϕ(t) =
〈
µ⃗10(0) · µ⃗10(t)ei

∫ t

0
δω(τ)dτ

〉
e− |t|

T1 . (10)

Here, µ⃗10 is calculated through Eq. (3) using the vibra-
tional frequency mapping approach, t is the time, and T1
is the vibrational lifetime. For the OH stretch of water, a
value of 700 fs is commonly taken from experiments used
for T1 as it is only weakly temperature dependent.67

In Figure 2 we have reported the linear infrared
spectra alongside the experimental HOD/D2O infrared
spectrum which has been digitized from Ref. 67 us-
ing WebPlotDigitizer.75. The TIP3P spectrum, which
peaks at 3497 cm−1, is significantly blue shifted com-
pared to the experimental spectral peak at 3405 cm−1, by
92 cm−1. Furthermore, the simulated spectrum is signifi-
cantly narrowed compared to the experimental spectrum,
as can be observed from their full width half maximum
(FWHM) values of 187 cm−1 and 232 cm−1, respectively.
The SPC/E model has a peak located at 3404 cm−1, in
good agreement with the experimental spectral peak po-
sition; additionally, the FWHM (228 cm−1) is similar to
what is observed experimentally.

To explore this further, we have calculated the distri-
bution of frequencies and the spectral density which pro-
vide unique information about the origin of the IR spec-
tra. Specifically, the distribution of frequencies, which is
calculated as

P (ω) = ⟨δ[ω − ω10]⟩, (11)

is a useful quantity as it removes both dynamical effects
(e.g., motional narrowing) and non-Condon effects that
come from the fact that the transition dipole moment
depends on H-bond strength.

Likewise, the spectral density, which provides infor-
mation about the non-Condon effects in the transition
dipole moment while still excluding dynamical consider-
ations, can be calculated as

Pµ(ω) = ⟨|µ10|2δ[ω − ω10]⟩. (12)

We have included both P (ω) and Pµ(ω) in Figure 2
for comparison with the IR spectrum. The spectral den-
sity is only slightly broader than the IR spectrum, with
a full-width half-maximum of 248 cm−1. Since the spec-
tral density effectively reports the impact of the transi-
tion dipole moment on the frequency distribution without
incorporating the impact of dynamics, this suggests that
the narrowness of the simulated spectra cannot only orig-
inate from motional narrowing. Importantly, the ratio of
the spectral density FWHM to the IR spectra FWHM
is 1.326 for TIP3P, which is nearly identical to that of
the SPC/E model, which we find to be 1.333 (based
on a spectral density FWHM of 304 cm−1). This sug-
gests that, surprisingly, there is limited additional mo-
tional narrowing present within the TIP3P model com-
pared to the SPC/E model, despite their vastly differ-
ent dynamics.43,76 Instead, the relative additional nar-
rowness of the TIP3P spectra originates from the nar-
rower distribution of frequencies compared to SPC/E
(248 cm−1 vs. 351 cm−1).

2. Raman Spectroscopy

The Raman spectrum, in a clear parallel with the
Infrared spectrum, can be calculated as the Fourier
Transform of the isotropic polarizability-polarizability re-
sponse function, ϕiso(t), as

Iiso(ω) = 1
2π

∫ ∞

−∞
e−i(ω−⟨ω⟩)tϕiso(t)dt (13)

where,

ϕiso(t) =
〈
α10(0) · α10(t)ei

∫ t

0
δω(τ)dτ

〉
e− |t|

T1 . (14)

In an analogous way, α10 is calculated using the bond
polarizability model, as described above in Eq. (5).

We have calculated the isotropic Raman spectra using
our new TIP3P water map, and have included a compar-
ison of this spectra with the experimental Raman spec-
tra measured by Smith and co-workers in Figure 3.77 As
was the case with the IR spectrum, the TIP3P Raman
spectrum is both significantly narrowed and blue-shifted
compared to the experimental spectrum.

Importantly, the Raman spectrum takes on a very dif-
ferent shape than what is observed for both the SPC/E
and experimental spectra, where the shoulder present in
those spectra is not apparent in the TIP3P spectra. This
shoulder originates from water OHs that are involved in
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8

FIG. 3. The linear Raman spectrum of the TIP3P model
(blue solid line) and the SPC/E model (magenta dashed line)
are compared with the experimental HOD/D2O Raman spec-
trum (black solid line). The experimental spectral data has
been digitized from Ref. 77. Uncertainties in computational
data are smaller than the line thickness and have thus been
omitted.

weak hydrogen bonds, which leads to the blue-shifted fre-
quencies observed. This, along with fact that hydrogen
bonds in the TIP3P model are significantly more labile
than those observed in other models,76 is likely behind
both the dissapearance of this shoulder and the over-
all shift to higher energies of the OH vibrations in the
Raman spectrum. The main peak of the Raman spec-
trum is blueshifted from the experimental value of 3441
cm−1 by 79 cm−1 to 3520 cm−1 for the TIP3P model.
As the experimental spectrum includes more noise than
the IR spectra, the maximum was determined by fitting
the data around the peak to a quadratic function. The
SPC/E model retains a peak position of 3432 cm−1, in
good agreement with experiments. It is worth noting that
this is not a general failure of three-point water models,
our newly generated SPC/E empirical map also visible
in Figure 3, is able to nearly perfectly reproduce the
HOD/D2O experimental Raman spectrum with only a
slight broadening at high and low frequencies.

3. Two-Dimensional Infrared Spectroscopy

As a three-pulse echo experiment, the response func-
tions for two-dimensional infrared (2DIR) spectroscopy
take on a significantly more complicated form.78,79

In short, these response functions take the form

Rj(t1, Tw, t3) where j = 1 · · · 6. Here, t1 is the delay
between the first and second pulses, Tw is the waiting
time between the second and third pulses, and t3 is the
time between the third pulse and the echo.

These six time-correlation functions can be separated
into rephasing and non-rephasing contributions, written
as

Rr(t1, Tw, t3) =
3∑

j=1
Rj(t1, Tw, t3) (15)

and

Rnr(t1, Tw, t3) =
6∑

j=4
Rj(t1, Tw, t3) (16)

respectively.
The form of these time-correlation functions are repro-

duced in full from Ref. 80 in the Supporting Information.
The 2DIR spectrum is calculated from the real part of

the double-Fourier transform as

I2DIR(ω1, ω3;Tw) = Re

{∫ ∞

0
dt3eiω3t3

∫ ∞

0
dt1[

Rr(t1, Tw, t3)e−iω1t1 (17)
+ Rnr(t1, Tw, t3)eiω1t1

]}
where here, Tw is the waiting time, and ω1 and ω3 are
the pump and probe frequencies.80

In Figure 4 we present a comparison between the 2DIR
spectra of the TIP3P and SPC/E water models. A few
key differences are clearly apparent, the TIP3P spec-
tra are significantly narrower than their SPC/E coun-
terparts. Furthermore, as was the case with the linear
spectra, the TIP3P 2DIR spectra are blueshifted not only
in ω1, but also ω3 as well. With that said, the lineshapes
are similar between the models and the loss of correlation
in the center of lines slope between the two models is sim-
ilar. Values of this slope are included in the Supporting
Information, and as will be discussed below, follow the
trends observed for the spectral diffusion times calculated
below.

4. Spectral Diffusion Dynamics

In liquids, spectral diffusion is a measure of how fre-
quencies evolve in time and thus is sensitive primarily
to the evolution of the local solvation environment sur-
rounding a particular mode. From 2DIR measurements
(and calculations) the spectral diffusion timescale can be
estimated through the center-lines slope (CLS), which is
pictured in Figure S2. However, from simulations, it is
often more convenient to calculate the spectral diffusion
timescale from the frequency-frequency correlation func-
tion, as

Cω(t) = ⟨δω10(0)δω10(t)⟩
⟨δω10(0)2⟩

(18)
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FIG. 4. The 2DIR spectra of the TIP3P water model has been included. From left to right, panels correspond to waiting times
of 0.0 ps, 0.2 ps, 0.4 ps, 0.6 ps, and 0.8 ps. White dashed lines are used to illustrate the center-of-lines slope. The SPC/E
2D-IR spectra is included as black dashed lines, with the center-of-lines slope included in black.

FIG. 5. The frequency-frequency correlation function of
TIP3P water and SPC/E water are included in blue and red,
respectively. Fits to a tri-exponential fitting function are in-
cluded as black dashed lines. Data are presented on linear,
and semi-log scale in the main panel and inset, respectively.

where δω10 = ω10 −⟨ω10⟩. This time-correlation function
is often fit to a tri-exponential fitting function, of the
form,

Cω(t) = A1e
− t

τ1 +A2e
− t

τ2 +A3e
− t

τ3 (19)

where Ai, i = 1 · · · 3 are the amplitudes corresponding to
the three timescales, τi. Here, we included the constraint
that A3 = 1 − A1 − A2. These timescales, in order from
fastest to slowest, are typically attributed to inertial mo-
tion of the unbroken hydrogen bond, librational motion
(rocking within an unbroken hydrogen bond), and spec-
tral diffusion. This latter timescale, which is typically on
the order of a picosecond, is used as a measure for the
timescale on which an OH at a particular frequency loses

memory of that frequency.
In practice, under normal sampling conditions these

are the only timescales that are easily observable from
molecular simulations; and thus for many years the
longest timescale was thought to be the hydrogen-bond
exchange jump timescale. However, it has been shown
previously that with high levels of sampling, the jump
timescale appears as a fourth timescale (using a quad-
exponential fit) in the decay as an approximately 1%
contribution to the overall decay of the FFCF (and thus,
as-of-yet has not been observed experimentally). Thus
the spectral diffusion time, while being a measure of the
changing hydrogen bonding environment surrounding the
OH, is not a direct measure of that OH’s hydrogen bond
exchange time.45

We have calculated the FFCF for both TIP3P and
SPC/E water, and have included plots of these, along
with their fits, in Figure 5. We observe that the FFCF
decays much more quickly for TIP3P water than it does
for SPC/E water, suggesting that spectral diffusion oc-
curs more quickly for the former than the latter.

Fitting the FFCF to the triple exponential fitting func-
tion described by Eq. 19 provides useful insight into the
differences between the dynamics of these models. The
inertial and librational timescales in the FFCF are simi-
lar for both TIP3P and SPC/E. The inertial timescales
of these models are 36.3 fs ± 1.8 fs and 33.9 fs ± 0.7 fs,
respectively. The librational timescales are 314 fs ± 35 fs
and 333 fs ± 21 fs, respectively. Finally, we find that the
spectral diffusion timescale is 1.00 ps (± 0.41 ps) and 1.19
(± 0.14 ps), respectively. The faster decay for the TIP3P
model compared to SPC/E is consistent with what has
been observed in the CLS slope of the 2DIR spectra (see
Supporting Information).

While resolving spectral diffusion timescales outside of
a 95% confidence interval proved challenging due to the
significantly larger fluctuations in the TIP3P FFCF sur-
rounding the long-time decay, its important to note that
the TIP3P spectral diffusion timescale has a significantly
lower contribution (5.3 ± 3.6 %) to the FFCF decay than
observed for SPC/E (18.9 ± 3.0%). This suggests that
the changing hydrogen-bond environment of the water
molecules in proximity to a particular OH plays a less
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significant role overall in driving changes in that OH’s
frequency dynamics.

5. Sum-Frequency Generation Spectroscopy

Sum-frequency generation spectroscopy is a surface-
sensitive spectroscopy in which a beam of infrared light
polarized in the k̂ direction with frequency ωIR and a visi-
ble beam polarized in the ĵ direction with frequency ωV IS

are shined on a surface. This results in scattering of light
with a frequency of ωS = ωIR + ωV IS , with an intensity
that is proportional to the square of the magnitude of the
second-order nonlinear susceptibility χijk(ωIR, ωV IS).

The SFG intensity can be expressed as,

I(ω) ∝
∣∣χR

ijk(ωIR) + χNR
ijk

∣∣2 (20)

where a fixed visible frequency has been assumed. ωIR

is the IR frequency, χR
ijk is the resonant contribution of

the nonlinear susceptibility, and χNR
ijk is the non-resonant

contribution. As discussed in Ref. 35, the non-resonant
component of the susceptibility is often treated as an
adjustable constant, rather than evaluating it directly.
Importantly, the imaginary part of the resonant second-
order susceptibility, Im

[
χR(ω)

]
can be measured directly

through experiment.81–86

From a simulation, the resonant non-linear susceptibil-
ity is calculated in much the same way as has been done
for the IR and Raman spectra above. To express this in
a parallel form, we can write

χR
ijk(ω) ∝ i

∫ ∞

0
eiωtϕSF G(t)dt (21)

where ϕSF G(t) is the dipole-polarizability response func-
tion, which can be expressed as

ϕSF G(t) =
〈
αij(t) · µk(0)ei

∫ t

0
δω(τ)dτ

〉
e− |t|

2T1 . (22)

Here, αij(t) is an element of the transition polarizability
tensor, and µk is the kth element of the transition dipole
moment tensor.

As SFG is sensitive to disruptions of centrosymmetry,
how contributions of water molecules far from the inter-
face are considered can have a significant impact on such
calculations. In the present work, we use the approach of
Byrnes and co-workers, which found that dividing con-
tributions from the top-half and bottom-half of the in-
terface is best done based on the location of the water
oxygen atom.87 Other approaches, for instance using the
hydrogen atom instead of the oxygen atom can have sig-
nificant impacts on the line shape. It should be noted, as
was described in that work, that the present selection is
appropriate for ssp, and sps polarizations, pss polariza-
tions instead should use a location located 0.15 A from
the O atom along the OH bond.

In the present work, we have used sum-frequency gen-
eration spectroscopy to study two interfaces of common
interest. The first is the air-water interface, which has
received much attention and for which high-quality ex-
perimental data exists as a comparison point, and the
second is the lipid-water interface, for which some prior
computational studies exist; however, there is relatively
little experimental data thus far.

Air-Water Interface:

FIG. 6. The liquid/vapor interface HOD/D2O SFG spec-
trum calculated using the TIP3P and SPC/E water models
are included in blue and red, respectively. The experimental
air-water spectrum from Ref. 88 is included as a gray circles
(data digitized using WebPlotDigitizer).75

As described above, we calculated the SFG spectra for
an air-water interface in a slab geometry using both the
TIP3P and SPC/E water models. The air-water inter-
face has received significantly more attention from both
computation90–92 and experiment89,93,94 than the lipid-
water interface, and thus is an ideal test-case for under-
standing the ability of gaining insight from TIP3P SFG
calculations.

These results are included in Figure 6. The maximum
in the imaginary spectrum (located at 3,709 cm−1 for
TIP3P and 3,705 cm−1 for SPC/E) is consistent between
both models, and is typically interpreted as OH groups
that are “dangling” at the interface, and not participat-
ing in hydrogen bonds. On the other hand, the negative
peak (located at 3,493 cm−1 for TIP3P and 3,412 cm−1

for SPC/E) is the contribution that comes from hydrogen
bonded water molecules at the interface, and corresponds
to a blue-shift from the SPC/E result of similar magni-
tude observed for the IR and Raman spectrum, of about
85 cm−1. This is consistent with the fact that this neg-
ative peak corresponds to the contributions of hydrogen
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FIG. 7. The decomposition of the liquid/vapor interface HOD/D2O SFG spectrum calculated using the (A) SPC/E and (B)
TIP3P water models into the imaginary spectrum, spectral density, and interfacial frequency distribution is shown in black,
blue, and red, respectively. The experimental result from Ref. 88 is included as gray circles in both figures.89

bonded waters at the interface.
Interestingly, the experimental results from Ref. 89 in-

dicate that the negative peak falls in between these two
results, at 3,454 cm−1; however, it should be noted that
other experiments (with pure H2O, as well as isotopi-
cally dilute HOD in D2O) have found differing locations
for the minimum.93–96 A comparison with these exper-
iments, which agree better with the minimum location
of the SPC/E model, is included in the Supporting In-
formation. Variations in the techniques used to generate
the SFG spectrum have recently been demonstrated to
have significant influences on the overall peak positions
and relative intensities as is discussed in detail in Ref. 97

As was the case with the infrared spectrum, more in-
formation can be gained about the origin of the two peaks
in the sum-frequency generation spectrum by examining
the spectral density and the frequency distribution asso-
ciated with SFG spectroscopy. The former, as it depends
on the signed polarizability, is clearly defined for the in-
terface; however, the latter which represents the distribu-
tion of all OH frequencies in the system also includes the
response of the bulk OHs, thus, it is necessary to select
OHs only in the interfacial region.

The position-resolved frequency distribution can be
written as,

P (ωIR; z) = ⟨δ(ω − ωIR)δ(z − zc)⟩ , (23)

where here z and zc are the z-position of the OH, and
the z-position of the center of the box, respectively. This
gives a two-dimensional distribution which describes the

OH frequency distribution as a function of distance from
the center of the slab. The full distribution, calculated
from Eq. (23) is included in the Supporting Information
in Figure S9.

Likewise, the total spectral density associated with
sum-frequency generation can be written as,

PSF G(ωIR) = ⟨µ10αijδ(ω − ωIR)⟩ . (24)

For completeness, it should also be noted that the spec-
tral density can likewise be separated onto a z-position
domain as well as has been done by Auer and Skinner,98

as

PSF G(ωIR; z) = ⟨µ10αijδ(ω − ωIR)δ(z − zc)⟩ . (25)

As with the two-dimensional frequency distribution, the
result using Eq. (25) may be found in the Supporting
Information in Figure S10.

In Figure 7 we have included a comparison of the imag-
inary part of the SFG spectrum along with the spectral
density calculated using Eq. (24), and a slice from the
2D frequency distribution calculated using Eq. (23) se-
lected at the interface calculated for both the SPC/E and
TIP3P water models. This slice, calculated in a 2 Å bin,
was selected based on the position of the maximum in
the 2D spectral density. Similar to the IR spectrum, the
(negative) hydrogen-bonded peak of the SFG spectrum
for both models is red-shifted in comparison to the fre-
quency distribution at the interface. The shoulder, which
separates the hydrogen-bonded and dangling OH peaks
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FIG. 8. The HOD/D2O sum-frequency generation spectra at a POPC and POPE interface (calculated using the TIP3P water
model) are included in black and red, respectively. The experimental POPC sum-frequency generation spectrum from Ref. 27
is included as a black dashed line. Previous results from Roy and Skinner using the SPC/E water model and the Berger lipid
model are includes as black circles and red squares for POPC, and POPE, respectively.24 A modified simulation, where the
SPC/E model was used for both the simulation and the mapping calculation is included in green.

at the interface, is observed in the SPC/E and experi-
mental SFG imaginary spectra and also reflected in the
SPC/E spectral density. This shoulder is missing from
both the TIP3P imaginary spectrum and its spectral den-
sity.

The frequency distribution, however, suggests that the
origin of this shoulder in the SPC/E spectrum comes
from the relative red-shift of the hydrogen-bonded peak
compared to the dangling OH peak. In the TIP3P spec-
trum, where the two peaks have significantly more over-
lap this shoulder disappears. Thus, the qualitative differ-
ences observed in the TIP3P spectrum again originates
from its poorer description of hydrogen-bonded configu-
rations. A more detailed analysis of the spectral density
is included in the Supplementary Information, as are the
two-dimensional distributions of frequencies and spectral
density calculated from Eqs. (23) and (25), respectively.

Despite these differences, the TIP3P model is able to
qualitatively capture these two regions in the spectra that
are observed in other models and in the experiments,
and thus at least for this system is sufficient to provide
qualitative insight.

Lipid-Water Interface:
A key draw, however, is the ability to use the TIP3P

model as a probe of water spectroscopy at biochemical

interfaces. To that end, we have calculated the SFG spec-
tra of water at the interface of two different lipids, POPC
and POPE. The SFG spectra for this system has been in-
cluded in Figure 8, along with the experimental POPC
spectra. Unlike the other spectra calculated, which con-
sist of only water and thus all had a similar spectral blue-
shift of ∼90 cm−1, here the shift compared to experiment
is much larger. The low-frequency experimental maxi-
mum is located at ∼ 3310 cm−1 (3281 cm−1 when fitted
by quadratic), whereas the simulated peak for POPC is
located at 3522 cm−1. Thus, the shift is somewhere in
the range between 212-241 cm−1.

POPC and POPE spectra have been calculated pre-
viously, by Roy and Skinner, for a smaller lipid system
using the SPC/E model with the Berger lipid forcefield
which is less frequently used in the membrane simulation
community.23,24,42 Importantly, their work was able to
reproduce the experimental peak position of the POPC
low-frequency peak. Furthermore, they demonstrated
that the POPE spectra was less intense than the POPC
spectra, due to the decreased ordering of water molecules
at the interface. We have digitized the results from Ref.
24 and have included them in Fig. 8 for comparison. In
the present work, despite again having a significant blue-
shift compared to the experimental and SPC/E spectra
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FIG. 9. The decomposition of the lipid/water interface HOD/D2O SFG spectrum calculated for the (A) POPC and (B) POPE
lipid membranes into the imaginary spectrum, spectral density, and interfacial frequency distribution is shown in black, blue,
and red, respectively. All calculations are for the TIP3P water model.

of Roy and Skinner, we find the same relative magnitudes
of intensities between the POPC and POPE systems that
they previously observed. As will be discussed in more
depth in Section IV, we believe the larger magnitude of
blue shift for TIP3P for lipids originates from the de-
scription of water-lipid interactions.

As was the case for the air-water interface, we have
calculated the two-dimensional spectral density and fre-
quency distribution (which may be found in the Sup-
porting Information, along with images of the simulation
cell). In Figure 9, we have plotted the interfacial fre-
quency distribution, alongside the spectral density and
imaginary components of the SFG spectrum. Unlike the
air-water interface, for which the separation of two peaks
in the overall SFG spectrum explained the differences
between the models, for the membrane systems the sin-
gular spectral peak is matched by singular peaks in the
frequency distribution and in the spectral density.

IV. DISCUSSION

The vibrational spectroscopy of the TIP3P water
model reported in the previous section exhibits signifi-
cant quantitative differences from experiment, and that
of the SPC/E model, which has typically been used in
materials applications such as nanoporous silica.99,100

However, in the biochemical simulation community
TIP3P is a widely used model due to its persistence in the
CHARMM36 force-field. Thus, a key aim of the present

work has been to identify where the vibrational spec-
troscopy of the TIP3P model can be trusted to provide
qualitative information about spectroscopy in biochemi-
cal environments, and where other better models should
be explored.

TIP3P will never be a replacement for other, better
models for bulk liquid water such as TIP4P/2005 which
can accurately describe features such as liquid struc-
ture, dynamics, and temperature-dependent anomalies
of liquid water. However, the TIP3P model was able to
fairly accurately predict the shape of the infrared spec-
trum (though, as discussed in the above, not the po-
sition of the peak); whereas, the model offers a poor
description of the shape of the Raman spectrum being
both blue-shifted and missing the shoulder at high fre-
quencies. Likewise, while the dynamics of spectral diffu-
sion observed through both the center-of-lines slope ap-
proach and the frequency-frequency correlation function
are faster for the TIP3P model, the difference is smaller
than what is observed for other dynamical properties like
diffusion and reorientation timescales.76

Where things become more complicated, however, is
when there is a combination of a hydrogen-bonded band
and a dangling OH band as can be found in hydropho-
bic environments. Due to the blue-shift of the TIP3P
model spectra in H-bonded environments, this can re-
sult in significant differences between model and exper-
imental spectra. Thus, for calculating the spectroscopy
of TIP3P in biochemical environments one needs to con-
sider whether two (or more) OH populations are expected
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to be present, and how that might influence the overall
observed spectroscopy.

Often, one question of interest when there are prob-
lems with a particular force-field is whether one can
just swap out the mis-behaving model. Indeed, there
have been a number of recent studies that have explored
what happens to CHARMM36 simulations when one re-
places TIP3P water with a better model.101 While a full-
exploration of the impact of swapping the water model
is far beyond the scope of the present work, it was of
interest to know whether replacing TIP3P with SPC/E
could “correct” for the blue shift in the sum-frequency
generation. Thus, we ran a POPC membrane system us-
ing the same conditions as described in methods, with
the exception that we simulated the membrane system
with SPC/E and then calculated the sum-frequency gen-
eration spectroscopy (using our newly generated SPC/E
map). While agreement is not perfect between the exper-
imental peak position and the new results (also included
in Figure 8) it does lead to an overall red-shift towards
the experimental result from 3,522 cm−1 to 3,445 cm−1,
for a total red shift of 77 cm−1. This is significant, as
this is nearly the amount of the blue shift that the TIP3P
model exhibits in bulk spectroscopy compared to experi-
ments; however, there is a significant blue-shift compared
to the experimental spectrum that remains.

It should be noted that only the SPC/E water model
paired with CHARMM36 lipids is able to reproduce the
double-peaked structure observed in the experimental
spectrum, though the relative intensity of the peaks is not
accurately predicted. Neither Roy and Skinner’s previous
simulations with the SPC/E water and Berger lipid com-
bination, nor our TIP3P water CHARMM36 lipid com-
bination were able to reproduce this two-peaked struc-
ture. Typically, the most intense experimental peak has
been assigned to water molecules influenced by the phos-
phate and choline groups, whereas the less intense peak
has been suggested to be populations of water molecules
hydrogen-bonded to the lipid carbonyl group.48 Ishiyama
and co-workers have previously suggested that the po-
larity of the carbonyl group in the CHARMM36 force-
field may need to be reduced to produce this second
peak in computed spectra using the Charge Response
Kernel approach.48 We find that replacing TIP3P with
SPC/E in a CHARMM36 simulation appears to recover
the signatures of this peak. In part, this is likely due
to the improved description of hydrogen bonding within
the SPC/E model when compared with TIP3P. However,
future studies will be needed to determine when such a
swap is acceptable, and what, if any, impacts it has on
the local membrane environment.

Overall, the empirical mapping approach continues to
provide significant insights into the spectroscopy of a
wide variety of systems due to its versatile ability to de-
scribe a wide-range of spectroscopies. While this is the
case, it is by no means the only technique through which
spectroscopy can be achieved computationally. Recent
advances in neural network potentials have been used

successfully to study small systems, for instance bulk wa-
ter and the air-water interface, at ab initio accuracy.90

Approaches for learning the dipole moments and polar-
izabilities from these simulations have enabled spectro-
scopic studies like the ones described herein, without the
use of empirical mapping. Other studies have moved be-
yond simple electric-field maps to use additional infor-
mation to machine learn relationships between local en-
vironment, frequency, and dipole moment.90 For large,
biochemical systems, empirical mapping is expected to
remain an important way for the calculation of spectro-
scopic observables as the aforementioned techniques are
still prohibitively expensive for the large system sizes and
timescales involved in many biochemical simulations.

V. CONCLUSIONS

In the present work, we have developed an empiri-
cal vibrational frequency map for theTIP3P water model
which is the predominant water model used in many bio-
chemical simulations, as well as an updated map for the
SPC/E water model for the HOD/D2O vibration. We
demonstrate that spectral features related to the hydro-
gen bonding environment of the TIP3P model are blue-
shifted significantly, on the order of 100 cm−1 due to
the formation of weaker hydrogen bonds by the model,
when compared to the corresponding spectra in experi-
ment and SPC/E as is observed through the distribution
of frequencies. This blue-shift is observed throughout
the vibrational spectroscopy of the model, including in
the infrared, Raman, 2D-IR, and Sum-Frequency Gen-
eration spectra. In the latter, we demonstrate that due
to the presence of both a hydrogen-bonded peak and a
dangling OH peak for the air-water interface, a qualita-
tive change in the overall shape of the imaginary part of
the spectrum is observed as a result of enhanced spectral
overlap between these two populations.

Overall, it appears that the TIP3P model is sufficient
to obtain some qualitative insight into biochemical sys-
tems; however, for any such consideration it is important
to recognize that peaks associated with hydrogen-bonded
environments are likely to be significantly blue-shifted
compared to experiment. For bulk water and other aque-
ous solutions, it is ideal to use a better water model
that can provide a better description of the local sol-
vation environment, for which a plethora of vibrational
frequency maps exist. For biochemical simulations, how-
ever, this choice is not always available. Thus, we believe
the presently developed vibrational frequency map can
provide useful phenomenological insight into such cases;
however, the presently developed approaches should not
be used for calculations of exact peak positions or peak
widths and instead should be used to understand things
like relative intensities and general, qualitative spectral
features. The packages used to create the map,102 cal-
culate the electric field,59 and evaluate the spectroscopic
quantities61 have been made available to the greater sci-
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entific community. While in this work, we considered
the vibrational spectroscopy of HOD in D2O, similar ap-
proaches could be used to develop maps for HOD in H2O,
and pure H2O (with the inclusion of coupling terms as
is described elsewhere).103 These tools are also readily
extended to develop spectroscopic maps for water mod-
els in the framework of more advanced polarizable force
fields,104,105 which have been shown to be particularly
important to the proper description of biological prob-
lems that implicate buried charges, dipoles and water
molecules.106,107

SUPPORTING INFORMATION

The supporting information includes a derivation of
the bond-polarizability model used for the vibrational
frequency mapping approach, simulation details for the
SPC/E simulations, calculations of missed isosbestic
points for the TIP3P water model, and the 2DIR re-
sponse functions.
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Laage from École Normale Supériure, Prof. Carlos Baiz
from UT Austin, Reilly Osadchey Brown from Boston
University, and Giulia Frigero from Università degli Studi
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