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Abstract

Self-disclosure, while being common and re-
warding in social media interaction, also poses
privacy risks. In this paper, we take the initia-
tive to protect the user-side privacy associated
with online self-disclosure through detection
and abstraction. We develop a taxonomy of
19 self-disclosure categories and curate a large
corpus consisting of 4.8K annotated disclosure
spans. We then fine-tune a language model for
detection, achieving over 65% partial span F;.
We further conduct an HCI user study, with
82% of participants viewing the model posi-
tively, highlighting its real-world applicability.
Motivated by the user feedback, we introduce
the task of self-disclosure abstraction, which is
rephrasing disclosures into less specific terms
while preserving their utility, e.g., “Im 16F”
to “I'm a teenage girl”. We explore various
fine-tuning strategies, and our best model can
generate diverse abstractions that moderately
reduce privacy risks while maintaining high
utility according to human evaluation. To help
users in deciding which disclosures to abstract,
we present a task of rating their importance for
context understanding. Our fine-tuned model
achieves 80% accuracy, on par with GPT-3.5.
Given safety and privacy considerations, we
will only release our corpus and models to re-
searchers who agree to the ethical guidelines
outlined in our Ethics Statement.'

1 Introduction

Self-disclosure — the communication of personal
information to others (Jourard, 1971; Cozby, 1973)
— is prevalent in online public discourse. Disclos-
ing personal information allows users to seek social
support, build community, solicit context-specific
advice, and explore aspects of their identity that
they feel unsafe exploring offline (Luo and Han-
cock, 2020). Consider the following (hypothetical,
but representative) Reddit post:

'To request access, please send us an email and submit a
request for the corpus, detection model, abstraction model.

[Jm 16F I think | want to be a bi M

| am exploring my sexual identity
I have a desire to explore new options | /*
| am attracted to the idea of exploring )
different gender identities

P [ | live in New Mexico.
| live in the Southwest of the United States.

| reside in a state bordering Mexico.

I am currently living in a state known W
for its desert landscape.

ZMy father-in-law was not a great father/husband,

even my own father was not a great husband (lots of
resentment spanning decades), but | digress.

(D] My family members had some challenges
in their roles as fathers and husbands

My loved ones faced difficulties in their family
roles, especially as fathers and husbands

| had experiences with family members who
struggled in their roles as fathers and husbands

Figure 1: Our model can provide diverse abstractions
for self-disclosures of any length to suit user preferences.
This approach effectively reduces privacy risks without
losing the essence of the message.

Im 16F I think I want to be a bi M

The author discloses their age, gender, and sex-
ual orientation to express themselves. However,
these self-disclosures simultaneously expose them
to privacy risks, notably regret of the disclosure
(Sleeper, 2016) and doxxing (Staab et al., 2023),
which are particularly acute for marginalized popu-
lations (Lerner et al., 2020). This raises a critical
question: How can we help users identify and
mitigate privacy risks in online self-disclosures?

Prior works on self-disclosure (Valizadeh et al.,
2021a; Cho et al., 2022; Staab et al., 2023, inter
alia) and anonymization tools (Lison et al., 2021)
focus on only a limited set of self-disclosures (e.g.,
health issues) or inferring personal attributes (aka.
user profiling), often at sentence/post levels. They
do not pinpoint the exact words of disclosures in
the sentence, nor have broad enough coverage of
different kinds of disclosures. Both are crucial for
real-world users to take control of what they want
to disclose and protect their privacy.
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Category #Spans Avg Len Example
Demographic Attributes
LOCATION 525  5.70+3.85 Ilive in the UK and a diagnosis is really expensive, even with health insurance
AGE 308  2.93+1.72 Iam a23-year-old who is currently going through the last leg of undergraduate school
RELATIONSHIP STATUS 287  6.72+5.97 My partner has not helped at all, and I'm bed ridden now
AGE/GENDER 248 1.4240.71 For some context, I (20F), still live with my parents
PET 192 6.93+7.31 Hi, I have two musk turtles and have never had any health problems before at all
APPEARANCE 173 6.96+6.25 Same here. I am 6’2. No one can sit behind me.
HUSBAND/BF 148  6.89 £7.24 My husband and I vote for different parties

WIFE/GF 144
GENDER 110
RACE/NATIONALITY 99
SEXUAL ORIENTATION 58
NAME 21
CONTACT 14 5.6943.56 Xxxx is my ig
Personal Experiences

HEALTH 783
FAMILY 543
OCCUPATION 428
MENTAL HEALTH 285
EDUCATION 229
FINANCE 153

5.24+4.42 My gf and I applied, we’re new but fairly active!

3.28+3.10 AmIinsane? Eh. I'm just a girl who wants to look on the outside how I feel on the inside.
3.63+2.37 As Italian I hope tonight you will won the world cup

6.52+7.47 I'm a straight man but I do wanna say this

3.81+3.48 Hello guys, my name is xxx and I love travelling

10.36+9.78 I am pretty sure I have autism, but I don’t want to get an official diagnosis.

9.274+8.73 My little brother (9M) is my pride and joy

8.90+6.60 I'm a motorcycle tourer (by profession), but when I'm off the saddle I'm mostly bored
16.86+16.28 I get asked this pretty regularly.. but I struggle with depression and ADHD

9.92+7.71 Hi there, I got accepted to UCLA (IS), which I'm pumped about.

12.00+9.19 Yes. I was making $68k a year and had around $19k in debt

Table 1: Statistics and examples for each self-disclosure category in our dataset, sorted by decreasing frequency.
Personal identifiable information are redacted as ‘xxx’ to be shown here.

In this work, we take the important first steps in
protecting user-side privacy with broad-coverage
self-disclosure detection and abstraction. Our
models are extensive in capturing 19 categories of
disclosure (Table 1). We use a human-centered,
iterative design process with actual end-users to
evaluate and improve the models. Our detection
model helps users scrutinize their contents to the
word level (e.g., “I6F”) to account for privacy
risks, while our abstraction model assists them in
rephrasing their content to reduce these risks.

Specifically, we introduce a comprehensive tax-
onomy for self-disclosure (Table 1) that consists
of 13 demographic attributes and 6 personal ex-
periences. We create a high-quality dataset with
human annotations on 2.4K Reddit posts, cover-
ing 4.8K varied self-disclosures. With this corpus,
we fine-tune a language model to identify the self-
disclosures in the given text, achieving over 65%
partial span F;. Besides the standard NLP eval-
uations, more importantly, we conducted an HCI
user study with 21 Reddit users to validate the real-
world applicability. 82% participants have a pos-
itive outlook on the model, while also providing
valuable suggestions on aspects such as personal-
ization and explainability, which are often over-
looked in benchmark assessments.

Participants also express a need for a tool that
can (quote) “rewrite disclosures for me in a way
that I don’t worry about privacy concerns”. We
thus introduce the novel task of self-disclosure ab-

straction, with the goal of rephrasing disclosure
spans into less specific words without losing the
utility or essence of the message. For example,
providing three alternatives such as “I am explor-
ing my sexual identity” in place of “I want to be
a bi(sexual) M(an)” to let users choose based on
their preferences, see Figure 1. We showcase the
effectiveness and uniqueness of our task in com-
parison to other related tasks such as paraphrasing
and sentence-level abstraction. We also experi-
ment with different fine-tuning strategies. The best
model, distilled on GPT-3.5 generated abstractions,
can increase privacy moderately (scoring 3.2 out of
5 with 5 being the highest level of detail removal)
while preserving high utility (scoring 4 out of 5).
The model’s abstractions are also very diverse, of-
fering varied expressions (scoring 4.6 out of 5).?
To assist users in determining which disclosures to
abstract, we additionally present the task of rating
the importance of self-disclosure in understanding
the context. Our fine-tuned model achieves compa-
rable performance to GPT-3.5 of 80% accuracy.
In summary, our key contributions include:
* We introduce a new corpus annotated for self-
disclosure with 19 categories (§2).

* We conduct a study with real Reddit users and
show that our detection model helps users man-
age privacy risks (§3).

* Motivated by the user study, we propose a novel

’These numbers are Likert-scale of the human eval.
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self-disclosure abstraction task, and show promis-
ing model results in human evaluations (§4).

2 Fine-grained Self-Disclosure Detection

To mitigate privacy leaks and alert people about
their self-disclosures, it is essential to highlight
specific text segments that disclose personal infor-
mation, rather than simply classifying sentences
as containing disclosures. To cover a wide spec-
trum of disclosures, we design a detailed taxonomy
of 19 self-disclosure categories, which is more ex-
tensive than prior work (see Related Work in §6).
We further construct an annotated corpus for train-
ing automatic models to detect self-disclosures at
word-level, which supports our user study in §3.

2.1 Annotated Self-Disclosure Corpus

We curate a large dataset of 2.4K Reddit posts man-
ually annotated with 4.8K self-disclosure spans.

Data Collection. We use the public Reddit data
dump from December 2022, which contained
35.86M posts. We filter out 42.52% of posts that
were marked as “NSFW” or “Over_18", indicating
adult content, as well as those that were removed
by moderators. We keep only English posts as
determined with a probability above 0.7 by the fast-
Text (Joulin et al., 2016) language identifier.’ This
results in a total of 4.01M posts, from which we
randomly sample 10K and then reconstruct the full
post threads with all comments and reply chains for
each post via the Reddit API. We then ask two anno-
tators to review the 10K posts on whether contain-
ing self-disclosures, culminating in a set of 2,415
posts for subsequent span annotation.

Self-Disclosure Taxonomy. Different from prior
work that focuses on specific types of self-
disclosure (e.g., health (Valizadeh et al., 2021b)
or sexual harassment (Chowdhury et al., 2019)),
we categorizing disclosures into 19 types that are
commonly shared by social media users. The tax-
onomy is refined iteratively through three rounds
of pilot studies. Table 1 presents statistics and ex-
amples for these 19 categories that fall into two
main groups: demographic attributes and personal
experiences. Attributes refer to static personal char-
acteristics that are often stated succinctly such as
name, age, and gender. Experiences, on the other
hand, relate to events that an individual engages in
over time, which are more complex and dynamic,

3https://fasttext.cc/

Class (#spans) RoBERTa DeBERTa GPT-4
AGE (35) 72.46 70.77 80.0

AGE&GENDER (17) 84.21 70.27 74.42
RACE/NATIONALITY (8) 60.0 82.35 70.59
GENDER (17) 61.11 72.73 57.14
LOCATION (41) 71.26 73.33 54.35
APPEARANCE (31) 64.41 67.74 42.55
WIFE/GF (30) 66.67 75.86 64.52
FINANCE (33) 68.66 71.43 54.55
OCCUPATION (44) 64.44 65.22 52.75
FAMILY (44) 58.70 49.02 58.25
HEALTH (40) 56.84 58.82 38.02
MENTAL HEALTH (46) 64.71 63.16 52.73
HUSBAND/BF (14) 75.0 70.59 68.97
EDUCATION (21) 68.09 69.23 51.06
PET (15) 46.15 55.17 48.28
RELATION. STATUS (31) 41.10 43.08 42.86
SEXUAL ORIENT. (12) 76.19 58.33 69.57
AVERAGE 64.71 65.71 57.68

Table 2: Test performance per class in partial F1 for fine-
tuned models and prompted GPT-4-0125-preview.

such as health and education. For disclosures
concerning others, such as family members, we
direct annotators to label them under a general cat-
egory (i.e., family).

Annotation Process. To ensure quality and pri-
vacy standards, we hire seven in-house annotators
who were given training tutorials and 20 annota-
tion exercise examples. We ask annotators to high-
light text spans that reveal personal information
within each post (including comments) and catego-
rize them into one of 19 self-disclosure types. To
enhance accuracy and relevance of self-disclosures
detection, we instruct annotators to select spans
with contextual information, which provides more
nuanced training signals for models. For example,
“I live in the US” would be preferred over a minimal
span like “US”, which is isolated from its self-
referential context. The annotation process was or-
ganized into 10 batches, with the final two batches—
comprising the most recent posts—undergoing a
double annotation process followed by adjudica-
tion, which we will use for continual fine-tuning
and evaluation. The inter-annotator agreement is
0.54 by Krippendorff’s o (Krippendorft, 2018); see
agreement by category in Appendix A.2.

2.2 Automatic Self-Disclosure Detection

With our annotated corpus, we fine-tune RoOBERTa-
large (Liu et al., 2019) and DeBERTaV3-large (He
etal., 2021) to detect self-disclosures as a sequence
tagging task. The models are first fine-tuned on
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4,959 sentences with single annotations, and con-
tinually trained on 802 sentences with adjudication
annotations. In total, there are 5,761/218/400 sen-
tences for train/val/test. We also evaluate prompted
GPT-4 Turbo for comparison, but it is important to
note that prompting is less practical due to higher
costs and inefficiencies, and the privacy-sensitive
nature of this task might lead users to prefer mod-
els that can operate on their local devices. We
report partial span-level F, a middle ground that is
stricter than token-level but more lenient on span
boundaries than full span-level F;. It considers a
predicted span as correct if it contains or is con-
tained by a reference span, with the overlap more
than 50% of the longer span’s length. Table 2
presents the test set performance. Fine-tuned De-
BERTa performs the best with large margin ahead
GPT-4 Turbo, aligning with previous findings on
prompted LLMs’ low performances on span-level
tasks (Ashok and Lipton, 2023; Staab et al., 2023).
For infrequent categories: name and contact cate-
gories, we combine a sentence classifier trained on
our data (determine whether a sentence contains a
self-disclosure) with an existing NER model (Ya-
mada et al., 2020) and regular expressions. Addi-
tional details, including token and span-level F1,
and binary classification results are provided in
Appendix C.

Identifying Self-Disclosures in ShareGPT. As
LLM-based chatbots, such as ChatGPT, demon-
strate more advanced capabilities, many internet
users make use of them to assist with daily tasks.
Users may share personal information during these
interactions, such as seeking help to revise resumes.
Since these conversations could be stored by ser-
vice providers for future training, this poses a risk
of privacy leakage through data memorization (Car-
lini et al., 2022). So we test whether our De-
BERTa model is able to detect self-disclosures in
conversations with ChatGPT. We randomly sam-
pled 1,600 human-authored conversation turns
from ShareGPT,* and, after a filtration and an-
notation process, obtained 105 turns with human-
annotated self-disclosures. We find occupation
and location are most common, occurring 75 and
31 times, followed by education, relationship
and family with around 8 times. Other categories
occur less than 3 times. The average partial F;
for these 5 categories is 60.64, slightly higher than

*https://huggingface.co/datasets/
anon8231489123/ShareGPT_Vicuna_unfiltered

in-domain performance of 59.98, demonstrating
our model’s generalizability. See Appendix C.3 for
more details.

3 User Study

To understand how real users think about our dis-
closure detection model for protecting their privacy,
we recruited 21 Reddit users through Prolific for
an interview study—a step that differentiates our
approach from prior disclosure identification work.
This user study and its analysis were led by three
authors with expertise in HCI, privacy, and NLP.

3.1 Participants and Study Design

All participants recruited were aged 18 or older,
had an active Reddit account, and had made at
least three posts. After completing a screening sur-
vey, eligible participants were asked to fill out a
pre-study survey, including a digital copy of the
consent form describing the nature of the inter-
view. After consenting, they were prompted to
schedule an interview with researchers. Interviews
took place over Zoom, averaging about 2 hours,
during which participants were asked to share one
of their Reddit posts that raised privacy concerns,
and also to write a post that they were hesitant to
publish for similar reasons. More details on par-
ticipants recruitment are provided in Appendix B.
We then ran those posts through both our binary
and multi-label models (§2.2) and provided the
annotated images of users’ posts that display the
detected self-disclosure spans to users. We asked
participants about where they agreed and disagreed
with model outputs, their overall impression of the
model, if and how they would like to use the model
outside of the study, as well as suggestions for im-
provement. Our study design was approved by the
university’s institutional review board (IRB).

3.2 User Perceptions of Our Model

In all, we see a significant majority (82%) of par-
ticipants had a positive outlook on the model. In
addition, the multi-class model that highlighted dis-
closure categories was helpful to around 48% of
participants, aiding them in recognizing and under-
standing potential privacy risks in their posts.
More specifically, 62% of participants expressed
a desire to use it on their own posts, and another
10% felt that even though they would see no need
for such a tool themselves, they would recommend
others they know to use this tool and suggest that
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it might be “a good idea for... kids and teens, like
people who are new to the Internet.” One partic-
ipant said that “It would be interesting to run it
through before I post something that I'm like ner-
vous about and just see what it thinks and see if
there are any areas where I can fix to make it less
specific to me.” An additional 10% of participants
mentioned that they would use it if they were more
prone to making self-disclosures or if the model is
further improved (more in §3.3 and §4).

3.3 User Feedback and New Opportunities

When discussing why they viewed the model fa-
vorably, 62% of participants mentioned the focus
on word-level disclosures, 57% mentioned self-
reflection, and 48% mentioned fine-grained cate-
gories. Users also provided feedback for improve-
ment centering around accuracy, personalization,
and desire for support in mitigating privacy risks.

One interesting finding from the user study is
the divergence between annotators and real users in
terms of what they think should be highlighted. Our
initial design goal was to mark anything that the
model identified as a self-disclosure to allow users
to make informed decisions themselves. This ap-
proach led 4 out of the 21 participants to the believe
that the model was “over-sensitive” and inaccurate
because it highlighted content that participants did
not believe was risky. This issue was succinctly
summarized by one participant: “sometimes it’s so
oversensitive that it’ll highlight things again (and
again), and people might not use it because they
get kind of fed up and irritated.” We propose to
address this problem by importance rating in §5.

Another interesting finding is that some partici-
pants suggested having the model account for their
use of privacy-preserving strategies, e.g., when
users intentionally author posts with false personal
information, highlighting such information as a dis-
closure risk is not useful. Future model iterations
could include features that allow users to adapt out-
puts to align with these strategies. One example
could be proactively offering suggestions for alter-
ing text, potentially through strategic falsehoods
that retain semantic utility. In fact, 24% of partici-
pants sought recommendations on how to rephrase
text spans that the model detected as a sensitive
disclosure. One participant articulated this need by
stating: “could you rewrite this for me in a way

that I don’t have to worry about privacy concerns?”

This feedback led us to explore methods to gener-

Task Maintain Improve Keep
Utility Privacy  Surrounding Text

Sentence Paraphrasing 4 X v

Sentence Abstraction v 4 X

Span Abstraction v v v

Example

Sentence: “Not 21 so can’t even drink really even tho I'm in Korea.”
Sentence Paraphrasing: “Even though I’m in Korea, I can’t actually
drink because I’'m not 21 yet.”

Sentence Abstraction: “Not old enough to legally consume alcohol
even though I’'m abroad.”

Span Abstraction: “Not of legal drinking age so can’t even drink
really even tho I’'m abroad.”

Table 3: Task comparison with an illustrative example.

ate alternative phrasings of privacy-sensitive text
spans, as we discuss next in §4.

4 Self-Disclosure Abstraction

Building upon insights from our user study, we
introduce a novel task, self-disclosure abstraction,
which rephrases disclosures with less specific de-
tails while preserving the content utility (see exam-
ples in Figure 1).

4.1 Task Definition

Given a disclosure span within a sentence, the ob-
jective is to reduce sensitive and specific details
while preserving the core meaning and utility. For
example, in the sentence: “ [ just turned 32 last
month and have been really ...”, the highlighted
disclosure span can be abstracted to “I recently
entered my early 30s”. This task operates at the
span level, functioning similarly to a text editing
tool such as Grammarly. In practice, we envision
that abstraction will work with the detection model
in a pipeline—first identifying self-disclosures, then
users can select which disclosures to abstract. Ab-
stracted spans must fit seamlessly into the original
sentence without changing the rest of the text.

Comparison with Sentence-level Tasks. Table 3
illustrates the differences between sentential para-
phrasing, sentence- and span-level abstraction. Sen-
tential abstraction generalizes the entire sentence
with or without disclosure spans provided. This
approach generally modifies non-disclosure text as
well as disclosures, affecting the original writing
style, and potentially introducing unintended ab-
stractions or hallucinations (Zhang et al., 2023),
which may be undesirable. To assess the effective-
ness of each task, we randomly sample 100 test sen-
tences and apply each method by zero-shot prompt-
ing GPT-4. Two annotators are asked to rank and
rate model outputs on a scale from 0O to 100, with
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Automatic Evaluation (Matching Metric)

Human Evaluation

Methods BLEU ROUGE-2 ROUGE-L Diversity Rank Dist. (1-9) RankVv Raw Z-Score
Sampling
Special Token 17.40 18.81 38.42 2,576 537 79.22 -0.10
Instruction 16.95 18.78 38.35 2,564 5.80 77.17 -0.22
Instruction (w/ thought) 17.06 18.47 38.43 2,882 532 78.13 -0.13
End-to-end training
Special Token 17.22 19.67 38.38 2911 4.65 79.03 -0.07
Instruction 17.99 19.60 39.57 2,992 3.77 81.53 0.21
Instruction (w/ thought) 16.53 19.24 38.81 2,801 448 179.76 0.04
Iterative generation
Special Token 18.13 19.74 38.71 2913 4.12  80.72 0.11
Instruction 17.80 19.81 39.56 3,067 5.10 78.46 -0.03
Instruction (w/ thought) 16.89 18.84 38.31 2914 4.18 81.27 0.17

Table 4: Test results on generating three alternative abstracted spans. End-to-end instruction tuning and iterative
instruction training with thought achieve the top two performances under human evaluation. Rank Dist. presents the
histograms of the rank distribution, where 1 is the best and 9 the worst. Diversity presents # unique bigrams.

Task Rating Rank 1 Rank 4

7252 4% 14% 16% 66%

Sentence Paraphrasing
Sentence Abstraction:
w/o providing spans 80.33  38%  34% 22% 6%
w/ providing spans  86.16 54%  24% 18% 4%

Span Abstraction 85.62 50% 30% 14% 6%

Table 5: Average human rating and rank distribution
across four tasks, evaluating overall effectiveness, which
considers both utility preservation and privacy increase.

an average 0.52 Kendall’s 7 for agreement. We
aggregate the annotations by re-ranking the sums.
Table 5 shows that when disclosures spans are pro-
vided, sentence-level abstraction achieves similar
high effectiveness as span-level abstraction, with
scores over 85. Prompts are listed in Appendix H.

4.2 Automatic Generation of Training Data

We use the most recent 10% of posts (plus asso-
ciated comments) from our corpus (§2.1), which
are further divided into training (159 posts), dev
(25 posts), and test sets (50 posts). While creat-
ing diverse abstractions is challenging for human
annotators, LLLMs are adept at this task. We use
chain-of-thought (Wei et al., 2022) prompting with
few-shot demonstrations, which asks the model to
first generate a rationale on why the disclosure span
needs abstraction, and then generate three diverse
abstractions, aiming to accommodate varied user
preferences. For training and dev sets, we choose
GPT-3.5 (06-13) to balance cost and performance.
We use GPT-4 (06-13) for the test set, given its
more advanced capabilities. We list the prompt in

Appendix H.

4.3 Abstraction Models

We fine-tune Llama-2-7B (Touvron et al., 2023)
with LoRA (Hu et al., 2021) for generating abstrac-
tions. We experiment with three different methods:
sampling three times from an abstraction model
(see Appendix D) that generates only one abstrac-
tion at a time (sampling), training an abstraction
model that generates three abstractions all at once
(input — A, B, C) (end-to-end training), or us-
ing an iterative approach that breaks the three ab-
stractions (A, B, C) into three separate training
instances: input — A, input+A — B, input+A+B
— C (iterative generation). For each method, we
consider the top three input-output setups identified
in Appendix D, where we train models to gener-
ate only a single abstraction. These setups include
formatting the input with special tokens and cal-
culating loss on abstraction, formatting input with
instruction and calculating loss either on abstrac-
tion or on rationale plus abstraction. Overall, we
evaluate a total of 9 models.

4.4 Results

Automatic Evaluation. Table 4 presents the test
set performance for each model. We adopt match-
ing BLEU and ROUGE metrics proposed by (Dou
et al., 2021) to encourage diversity in generated
abstractions. These matching metrics use the Hun-
garian algorithm (Kuhn, 1955) to calculate the high-
est matching scores among one-to-one pairings be-
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End-to-End training Iterative training

Instruction Instruction (w/t)

. : : Coherence
Privacy 3.29 94.63%
Increase , , 3.41 90.37%

Utility a9
Preservation 4.05
- 448
Diversity :
4.37
1 2 3 4 5

Figure 2: Human evaluation with Likert-scale (1-5) of
the top two models. The best model shows moderate
privacy increase, high utility preservation, and very high
diversity in abstractions. w/t denotes with thought.

tween generations and references. According to the
automatic metrics, all three methods show similarly
high performance, while generating three abstrac-
tions in iterative steps yields slightly better results.

Human Evaluation. We further conduct a hu-
man evaluation on 60 sampled self-disclosure test
instances. We first use Rank & Rate (Maddela
et al., 2023) to rate the abstractions generated from
each of the nine models in Table 4 on a scale of 0-
100. Each instance receives three ratings from three
in-house annotators. We also report the z-scores,
which normalize the raw scores by the mean and
standard deviation for each annotator to reduce in-
dividual bias. The rank is based on the average
z-score. For inter-annotator agreement, we calcu-
late an interval Krippendorft’s alpha (Krippendorff,
2004) of 0.37 on z-score, and an ordinal Krippen-
dorff’s alpha of 0.41 on rank. These values indicate
a fair level of agreement, given these methods per-
forming closely, in line with Maddela et al. (2023).
We then evaluate the top two models on four as-
pects: privacy increase, utility preservation, and
diversity, all rated on a 1-5 Likert scale, along
with a binary assessment of coherence, evaluat-
ing whether each abstraction integrates seamlessly
into the sentence. Detailed definitions for each
aspect and Likert scale are provided in Appendix
G.2. For inter-annotator agreement, we calculate
an interval Krippendorff’s alpha, which are 0.46
for Privacy Increase, 0.28 for Utility Preservation,
and 0.60 for Diversity, as well as two agree% (%
of instances where at least two annotators agreed),
which are 61.7%, 80.0%, 96.7% for each category
respectively, showing a good level of agreement.
Human evaluation results in Table 4 reveal that
end-to-end training using the instruction and itera-
tive generation with thought and instruction achieve
the highest z-scores, with 0.21 and 0.17 respec-

85

M w/o Thought w/ Thought

Normal Special Token Instruction | GPT-3.5 GPT-4
Fine-tuned Llama-2 7B

Prompted

Figure 3: Test results of importance rating, measured
in accuracy. Fine-tuning directly on output is better
than on thought. The best fine-tuned model achieves
comparable performance with GPT-3.5.

tively. The additional aspect-based human evalu-
ation conducted on these two models is shown in
Figure 2. Both models are capable of generating
high-quality abstractions. The end-to-end training
model performs slightly better in utility preserva-
tion, diversity, and coherence, while the iterative
generation model is better at increasing privacy.

5 Importance Rating of Self-Disclosures

To highlight and abstract self-disclosure more se-
lectively, as users suggested in §3, we consider an
additional task that rates the importance of each
disclosure within context.

Task Definition. Given the disclosure span and
its surrounding context, the task is to estimate how
important this disclosure is for others to understand
the user’s message and communication goals. We
consider three levels: low, moderate, and high,
corresponding to disclosures that can be removed,
essential but can be abstracted, and have to be kept
as it is (see App. G for details). For disclosures that
appear in a post’s title or body, we consider both the
title and body of the post as context. For disclosures
in comments (i.e., replies to the main post), the
context extends to the entire comment and its parent
comment in the reply chain, if existing.

Training Data. Compared to abstraction, hu-
mans perform more effectively than LLMs on im-
portance rating. We use the same train/dev/test
split as the abstraction experiment and have each in-
stance annotated by three in-house annotators. 24%
instances reach a consensus and 65% have agree-
ment between two annotators. Only 11% exhibit
complete disagreement. We also calculate Krip-
pendorff’s a as 0.29. This fair level of agreement
is anticipated given the task’s subjective nature.
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For example, people have different opinions about
whether details like age in a dating post should be
retained (“32”) or abstracted ( “early 30s”). There
often isn’t a clear cut between low and moderate,
moderate and high; yet, they provide useful signals
to users. Further discussions are in Appendix E.
For training labels, we take the majority vote or
moderate if the annotators choose all three levels.

Model. We fine-tune Llama-2-7B with various
input-output formats as in the abstraction experi-
ment (§4). We use GPT-3.5 to generate the reason-
ing that leads to the human-assigned ratings.

Evaluation Results. Given the task subjectivity,
we measure accuracy by considering a prediction
as correct if it matches any one of the three annota-
tions. Figure 3 shows the accuracy of each method
in comparison with GPT-3.5 and GPT-4. We find
that fine-tuning on thought process degrades per-
formance across all input format performance. The
top performing fine-tuned model achieves 80.37%,
on par with GPT-3.5’s 80.98%.

6 Related Work

There is an excellent survey-position paper by Li-
son et al. (2021), which has provided a compre-
hensive review of literature in the NLP for Privacy
area. It identified one key research challenge as:
“Most importantly, they (NLP approaches) are lim-
ited to predefined categories of entities and ignore
how less conspicuous text elements may also play
a role in re-identifying the individual. For instance,
the family status or physical appearance of a per-
son may lead to re-identification but will rarely be
considered as categories to detect.” — which mo-
tivated this very work of ours. We discuss some
related works, including the newer ones, below.

Online Self-Disclosure Detection. Most existing
research addressed self-disclosure detection in so-
cial media as sentence or document classification,
which could not accurately pinpoint the specific
disclosure spans. Many prior work focused on
one specific kind of self-disclosure, such as med-
ical and mental health conditions (De Choudhury
et al., 2016; Yates et al., 2017; Benton et al., 2017;
Klein et al., 2017; Zhao et al., 2019; Valizadeh
et al., 2021a, 2023), sexual harassment (Schrading
etal., 2015; Andalibi et al., 2016; Chowdhury et al.,
2019), personal opinions or sentiments (Cho et al.,
2022), and employment history (Preotiuc-Pietro
et al., 2015; Tonneau et al., 2022). Other research

considered all types of personal information that
a user can reveal as a single category (Mao et al.,
2011; Caliskan Islam et al., 2014; Bak et al., 2014;
Balani and De Choudhury, 2015; Wang et al., 2016;
Yang et al., 2017; Blose et al., 2020; Reuel et al.,
2022). A few works considered self-disclosures of
multiple classes, but covered only a small number
of categories (Lee et al., 2023; Akiti et al., 2020), or
relied on dictionary/rule-based methods (Guarino
et al., 2022), or limited to a particular context (e.g.,
bragging (Jin et al., 2022) and news comments
(Umar et al., 2019)). To address these limitations,
we emphasize detecting self-disclosure at the span
level and broadening the coverage to include 19
distinct categories. This allows for a more fine-
grained detection of privacy leaks for users.

PII Identification and Anonymization. Per-
sonal Identifiable Information (PII) is closely re-
lated to self-disclosures, but with a focus on highly
sensitive attributes, such as full names, social secu-
rity numbers, dates of birth, etc. (Regulation, 2016;
Morris et al., 2022; Adams et al., 2019; Lukas et al.,
2023; Hathurusinghe et al., 2021). Such sensitive
data is more commonly encountered in legal (Pildn
etal., 2022; Mansfield et al., 2022) and medical text
(Yue and Zhou, 2020; Dernoncourt et al., 2017), as
opposed to in social media or online community
sources. Existing tools for PII identification such as
Microsoft’s Presidio > use regular expressions (Sub-
ramani et al., 2023; Mouhammad et al., 2023), and
Named Entity Recognition (NER) detectors (Hon-
nibal et al., 2020). However, such approaches in-
discriminately mark entities (e.g., a business phone
number on an advertisement) without consider-
ing whether the information is self-disclosed. PII
anonymization (Azure, 2023; AWS, 2023), widely
used in healthcare records management and ma-
chine learning training pipelines, replaces sensitive
data with masked tokens (e.g., [xxx]) or weaker
labels (e.g., [Location]). This aggressive approach
hurts the utility of the message and is not suited for
online self-disclosures, which are often voluntary
and serve specific functions. To address this, we in-
troduce a novel task of self-disclosure abstraction
that strikes a balance of utility and privacy.

Privacy Leakage in Language Models. Recent
work has shown however that LLLMs are prone to
leaking personal information (Sun et al., 2023; Kim
et al., 2023; Huang et al., 2022; Lukas et al., 2023)

5https: //microsoft.github.io/presidio/
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and lack the ability to reason about privacy com-
pared with humans (Mireshghallah et al., 2023).
This phenomenon of user privacy violation is due
to the issue of memorization (Carlini et al., 2022,
2021), where LMs recall individual sequences from
their pre-training corpora. Recent efforts in solving
this leakage problem include differentially-private
training (Ponomareva et al., 2023; Li et al., 2021),
decoding methods that prevent generation of mem-
orized sequences (Ippolito et al., 2022), and prompt
self-moderation (Chen et al., 2023). We refer inter-
ested readers to the recent surveys of Smith et al.
(2023), Ishihara (2023), and Klymenko et al. (2022)
for additional information on privacy leakage and
memorization. Our work takes a different angle
by providing a user-centered approach that tack-
les a root cause of privacy leakage; helping users
make more informed decisions when posting online
through self-disclosure identification and abstrac-
tion. This in turn can help decrease the chance
of personal information ending up in pre-training
corpora and reduce potential privacy violations.

7 Conclusion

We push the first steps in protecting user-side pri-
vacy in online self-disclosures. Our disclosure de-
tection model trained on our new fine-grained cor-
pus with span-level annotations achieves over 65%
of partial span F; and is further validated through
an HCI user study, highlighting its real-world appli-
cability. Responding to the need from participants
for balancing privacy risk reduction with message
utility, we propose a novel task of self-disclosure
abstraction, and explore various fine-tuning meth-
ods to generate three diverse abstractions. Our
human evaluation shows that the best model can
provide diverse abstractions that reduce privacy
risks while highly preserving utility. We further
fine-tune a model to rate the importance of the self-
disclosure on understanding user’s perspective and
context. This model reaches 80% accuracy, match-
ing the performance of GPT-3.5, thereby helping
users to decide which disclosures to abstract. Over-
all, we believe our work paves the way for a new
direction of using LLMs to protect user-side pri-
vacy.

Limitations

Our user study (§3.3) has revealed some additional
limitations and research directions, including per-
sonalization, explainability, and contextual aware-

ness. More specifically, 5 participants suggested
that the tool should consider subreddit-specific
norms. For example, the r/diabetes subreddit
inherently expects that users may discuss their med-
ical condition, rendering some model-predicted
highlights redundant. Participants also expressed
a desire for more transparency in the model’s
decision-making process, such as more explana-
tions as to why certain highlights were marked as
disclosures. Future work could expand our research
to include other social platforms to provide broader
insights and applicability in diverse social environ-
ments. In this work, we evaluate self-disclosure
detection and abstraction individually for accurate
assessment. As these tasks work consecutively
as a pipeline in practice, future work could con-
duct user studies on the whole pipeline. Future
research could also investigate the model’s perfor-
mance after quantization, which will allow deploy-
ing Llama-7B completely on personal devices for
better privacy protection.

Ethics Statement

This research was approved by the Institutional Re-
view Board (IRB) at Georgia Institute of Technol-
ogy. We take the following measures to safeguard
the personal information in our corpus before the
annotation process. First, all personal identifica-
tion information (PII), such as names and emails,
is replaced with synthetic data. Second, we hired
in-house student annotators ($18 per hour) instead
of crowd workers for annotation. Every annota-
tor was informed that their annotations were being
used to create a dataset for online self-disclosure
detection. All examples, except for those generated
by the model, shown in the paper are synthetic but
accurately reflect the real data. Our user study was
approved by IRB at Carnegie Mellon University.
The primary data collected from user interviews
(including the Reddit posts run through the model)
was self-disclosed and gathered in a survey with
the participants’ consent. In accordance with IRB
policy, we anonymized all data collected during the
study by removing any PII. The primary purpose
of our models is to provide users with a tool to
mitigate the privacy risks associated with online
self-disclosures. In cases where the models fail,
they do not pose additional risks but rather tend
towards overprotection, either by identifying more
spans of text or by overly abstracting the disclosed
information. We identified no potential harms that
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would disproportionately impact marginalized or
otherwise vulnerable populations. To prevent mis-
use, we will not release our dataset and models to
the public. Instead, we will share them upon re-
quest with researchers who agree to adhere to these
ethical guidelines:

1. Use of the corpus is limited to research purposes

only.

2. Redistribution of the corpus without the authors’
permission is prohibited.

3. Compliance with Reddit’s policy is mandatory.
Annotations of posts that have been deleted by
users will be excluded at the time of the data re-
quest. To request access, please email the authors.
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A Self-Disclosure Corpus
A.1 Quality Control

Recent works have shown that crowdsourcing of-
ten leads to lower quality annotations (Clark et al.,
2021; Gilardi et al., 2023). To ensure the quality,
we hire seven in-house annotators, who are under-
graduate students at a US university and native
English speakers, and compensate them at a rate
of $18 per hour. Each annotator first undergoes a
training that includes tutorials and 20 exercise ex-
amples. During the annotation, we release the data
in ten batches, allowing us to constantly monitor
performance and provide feedback as needed. We
use the BRAT interface for the annotation process.®

Category Krippendorff’s & Two Agree (%)
AGE 0.80 73.1
AGE&GENDER 0.88 81.6
RACE/NATIONALITY 0.88 82.2
GENDER 0.79 74.0
LOCATION 0.71 65.4
APPEARANCE 0.68 57.1
WIFE/GF 0.70 62.1
FINANCE 0.65 57.6
OCCUPATION 0.66 58.4
FAMILY 0.70 61.5
HEALTH 0.53 46.7
MENTAL HEALTH 0.45 37.0
HUSBAND/BF 0.78 70.8
EDUCATION 0.72 64.9
PET 0.48 37.7
RELATIONSHIP STATUS 0.48 37.3
SEXUAL ORIENTATION 0.58 499
OVERALL 0.54 45.7
Table 6: Inter-annotator agreement for each self-

disclosure category.

A.2 Inter-annotator Agreement

Table 6 shows the inter-annotator agreement per
self-disclosure category, measured by Krippen-
dorff’s o (Krippendorff, 2018) and Two Agree. Due
to computational constraints, we calculate Krippen-
dorff’s a per post and report the average across
the dataset. Two agree is the percentage of words
labeled as disclosure by both annotators al and a2:
%. The numbers are higher than or
similar to those in other span-level annotation work
(Dou et al., 2022; Heineman et al., 2023).

B User Study Recruitment

We first launched a pre-study survey on Prolific,
targeting participants who met the following cri-
teria: had an active Reddit account, made at least

6https: //brat.nlplab.org/
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Input Span F; Partial F, Token F
Multi Binary Multi Binary Multi Binary
Normal 42.41 4393 58.99 60.50 66.73 72.23
256 43.17 45.01 60.49 60.64 67.24 71.35
128 42.86 45.25 60.39 60.56 69.22 71.78
64 4322 4391 59.51 6227 68.18 73.95
Sentence 48.88 52.92 65.71 72.29 74.17 83.26

Table 7: Test performance of DeBERTaV3-large fine-
tuned on various data setups, with training on sentence
level achieving the best results. For Multi-class models,
the results are averaged over all classes, excluding label
“0”, while Binary models report F; for “disclosure”.

three posts on Reddit, resided in the U.S., and were
18 years of age or older. The survey asked them to
provide posts they had authored and had privacy
concerns over. A total of 158 individuals partici-
pated in the survey. We kept the participants whose
posts are majority text-based. We then invited 21
Reddit users to participate in the interview based
on their availability. We make sure of the diverse
demographics among the 21 participants where 12
identified as female, 16 were below the age of 50,
and 15 held a bachelor’s degree or higher.

C Further Detection Results

In this section, we describe the details of our self-
disclosure detection model and show the perfor-
mance of the binary-class model.

C.1 Experiment Details

We fine-tune RoBERTa-large (Liu et al., 2019), a
transformer-based encoder with 355M parameters,
and DeBERTaV3-large (He et al., 2021) with 435M
parameters on our dataset by minimizing the cross-
entropy loss for each token’s label. As some words
are tokenized into multiple subword tokens, during
inference, we use the hidden states of the first token
to get the label (Rei et al., 2022).

We experiment with various data processing
methods during fine-tuning, given that Reddit posts
and comments can significantly vary in length and
disclosure spans do not always require extended
contexts. Specifically, we segment comments or
posts into shorter chunks of 64, 128, and 256 words,
as well as individual sentences using Ersatz (Wicks
and Post, 2021).

For self-disclosure classes which are infrequent
in Reddit data (specifically name and contact dis-
closures) and thus insufficient to train models from
scratch, we turn to existing models and tools. We

use the state-of-the-art NER model, LUKE (Ya-
mada et al., 2020) to identify person names and
Microsoft Presidio’ to recognize contact informa-
tion such as phone numbers and social media user-
names. To specifically identify self-disclosures as
opposed to generic names (e.g., Taylor Swift), we
further train a sentence classifier using RoBERTa-
large, which achieves 84.4 test Fy, to first determine
whether a sentence contains a self-disclosure.

C.2 Results

Table 7 presents the average test-set performance
for both binary and multi-class models when fine-
tuned under different data configurations. Due to
the inherent simplicity, binary models typically out-
perform their multi-class counterparts. In addition,
we find that dividing the long Reddit posts and
comments into shorter pieces generally improves
performance. The most significant gain is achieved
by segmenting the data at the sentence level, lead-
ing to an increase of over 6 span-level F1 points in
both binary and multi-class settings, compared to
the normal baseline.

Table 8, a detailed version of Table 2 from Sec-
tion 2.2, shows span, partial span, and token-level
F; of fine-tuned RoBERTa-large, DeBERTaV3-
large, and prompted GPT-4 Turbo. For GPT-4
Turbo, we iteratively refined the prompt, listed
in Appendix H, incorporating definitions, guide-
lines, and chain-of-thought. We find that gener-
ating thought before outputing results leads to an
increase of 2.43 partial span F;. We also discover
that when breaking down categories into multiple
groups performs worse than detecting all categories
at once, as GPT-4 Turbo tend to predict unspeci-
fied categories or over-classifiy like “40 yo man” as
appearance. For our user study, we use RoOBERTa-
large model.

C.3 ShareGPT

We describe the process of collecting data and an-
notating self-disclosures within ShareGPT conver-
sations 8. This process is conducted in four steps:
1) we filter out conversations turns that are Al-
generated, have over 500 tokens, or don’t contain
“I” or “my”, resulting in 59,533 human-authored
turns, 2) we randomly select 1,600 conversation
turns from them, 3) five in-house annotators then
identify 105 turns containing self-disclosures, 4)

"https://microsoft.github.io/presidio/
8https://huggingface.co/datasets/
anon8231489123/ShareGPT_Vicuna_unfiltered
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RoBERTa-large DeBERTaV3-large GPT-4
Class (#Spans)
Span F; Partial F; Token F; Span F; Partial F; Token F; Span F; Partial F; Token F;

AGE (35) 60.87 72.46 87.04 64.62 70.77 84.97 65.71 80.0 80.54
AGE&GENDER (17) 73.68 84.21 81.63 54.05 70.27 75.47 69.77 74.42 70.97
RACE/NATIONALITY (8) 60.0 60.0 64.94 82.35 82.35 81.25  70.59 70.59 71.64
GENDER (17) 61.11 61.11 56.47 72.73 72.73 61.73 57.14 57.14 62.50
LOCATION (41) 52.87 71.26 76.60 57.78 73.33 83.61  41.30 54.35 69.63
APPEARANCE (31) 44.07 64.41 78.14 3548 67.74 76.27 12.77 42.55 54.71
WIFE/GF (30) 53.33 66.67 74.19 65.52 75.86 78.36  48.39 64.52 74.32
FINANCE (33) 35.82 68.66 76.57 40.0 71.43 77.68 31.17 54.55 69.49
OCCUPATION (44) 40.0 64.44 72.39 45.65 65.22 75.08 39.56 52.75 68.21
FAMILY (44) 50.0 58.70 66.52 35.29 49.02 69.23  46.60 58.25 64.68
HEALTH (40) 4421 56.84 76.54  45.10 58.82 75.94 26.45 38.02 50.17
MENTAL HEALTH (46) 39.22 64.71 81.18 40.0 63.16 75.75 36.36 52.73 66.51
HUSBAND/BF (14) 68.75 75.0 7191 64.71 70.59 71.11 55.17 68.97 68.49
EDUCATION (21) 55.32 68.09 85.23 65.38 69.23 86.73  42.55 51.06 67.37
PET (15) 46.15 46.15 56.88 48.28 55.17 61.54 4828 48.28 56.25
RELATIONSHIP STATUS (31) 38.36 41.10 58.80 36.92 43.08 60.11 34.29 42.86 57.58
SEXUAL ORIENTATION (12) 28.57 76.19 68.0 25.0 58.33 66.0 52.17 69.57 71.29
AVERAGE 48.32 64.71 72.53 48.88 65.71 74.17  41.93 57.68 66.14

Table 8: Test performance per class for fine-tuned models and prompted GPT-4-0125-preview. Italic highlights
the best model for each class on span F;. Bold on partial span . Underline on token F;.

Class (#spans) Span F, Partial F, Token F,
OCCUPATION (75) 38.89 (-6.8)  61.11 (-4.1) 64.14 (-10.9)
LocCATION (31) 56.0 (-1.8) 66.67 (-6.7)  77.35 (-6.3)
EDUCATION (10) 57.14 (-8.2)  66.67 (-2.6) 91.80 (+5.1)
RELATION. STATUS (6) 42.11 (+5.2) 42.11 (-1.0)  63.16 (+3.1)

FAMILY (6) 66.67 (+31.4) 66.67 (+17.7) T4.47 (+5.2)

52.16 (+4.0) 60.64 (+0.7) 74.18 (-0.8)

AVERAGE

Table 9: Per-class performance of the fine-tuned De-
BERTa in detecting self-disclosure within ShareGPT
conversations. Differences compared to in-domain per-
formance are shown in parentheses ().

these turns undergo a two-round annotation—initial
annotation followed by adjudication. In the end,
there are 105 human-written turns with annotated
self-disclosure spans.

Table 9 presents the performance of DeBERTa,
fine-tuned on Reddit data, for each class in detect-
ing self-disclosure within ShareGPT conversations.
The model demonstrates good generalizability, per-
forming comparably to its in-domain results.

D Further Abstraction Results

D.1 Generate a Single Abstraction

Besides generating three diverse abstractions given
a self-disclosure span, we also fine-tune Lllama-2-
7B (Touvron et al., 2023) with LoRA (Hu et al.,
2021) for generating a single abstraction. We con-
sider three different input formats, that use stan-
dard input, special token, and natural language in-
structions:

Output
w/o Thought w/ Thought

BLEU /ROUGE-2

« Standard 14.4 /229
E- Special Token FREEWEEKES 12.9/21.7
™ Instruction 179/24.8 18.3/25.5

Table 10: Test results on self-disclosure abstraction task.
Training with special token and instruction with thought
lead to the best performance.

STANDARD/NORMAL INPUT:
Sentence:{s}\nDisclosure Span:{d}\nAbstraction
Span:

SPECIAL TOKEN:
<SENTENCE>{s}<SPAN>{d}<ABSTRACTION>

INSTRUCTION:
Your task is to abstract the given disclosure...
Sentence:{s}\nDisclosure Span:{d}

For output formats, which is the text that the
model is trained to generate and where the loss is
calculated, we explore two options. One is solely
the desired output, which is the abstraction, and an-
other is a rationale plus the abstraction, also known
as chain-of-thought (Wei et al., 2022) training.

Table 10 reports BLEU (Papineni et al., 2002)
and ROUGE-2 (Lin, 2004) for comparing each
input and output configurations. We find that using
special tokens and instruction with thoughts helps
improve performance over the standard method.
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Example 1

Sentence: [22M] [21F] My girlfriend cheated on me with a coworker, it’s a little messy.
Abstractions: “My partner”, “The individual involved”, “The person I was in a relationship with”

Example 2

Sentence: Did what happened at work make my PTSD from the military worse, or is it a new PTSD?

ELTS

ELTS

Abstractions: “my previous trauma”, “my mental health condition”, “my past emotional challenges”

Example 3

Sentence: my friend then asked how I could even consider liking eminem cuz of his lyrics, and that I am gay.
Abstractions: “I identify as LGBTQIA+.”, “T am part of the rainbow community.”, “I belong to the LGBTQ+ community.”

Example 4

Sentence: ...then stop and I took amitriptyline 10mg once and stop, then some other sleeping pills...

<

Abstractions: “I tried a prescribed medication for a short period of time,”, “I experimented with a medication for a limited
time,”, “I explored the use of a prescribed medication for a brief period,”

Example 5

Sentence: Now I stole and lied to my dad and sister the only two people who go the extra way for me.

LLIT3

LLIY3

Abstractions: “my closest family members”, “the people who care about me the most”, “the individuals who are always

there for me”

Example 6

Sentence: I've been on antidepressants for 6 months and I want to kill myself everyday.
Abstractions: “I’'m feeling a profound sense of despair daily.”, “I’'m experiencing intense feelings of hopelessness every

2

day.”, “I’m struggling with extreme sadness and discomfort each day.”

Example 7

Sentence: I am an International Student and i am new to this place.
Abstractions: “I am a student from another country”, “I am a foreign student adjusting to my new surroundings”,

“I am a student coming from another part of the world”

Example 8

Sentence: I was open about my abusive childhood and still received a rating for PTSD.
Abstractions: “I shared my difficult childhood experiences”, “I spoke openly about my traumatic childhood”, “I talked

publicly about my challenging upbringing”

Table 11: 8 randomly sampled examples with abstractions generated by the fine-tuned Llama-2-7B. The self-

disclosure span to abstract is marked in bold.

D.2 Examples

Table 11 displays 8 randomly sampled examples
with three abstractions generated by the best fine-
tuned Llama-2-7B from Section 4.

E Further Importance Rating Discussions

To further illustrate the subjectivity, here is an ex-
ample where each of three annotators assigned dif-
ferent labels:

Post: “At what age in your life did you want to
settle down?”

Comment: “When [ was 23 after [ finished my
master degree, | married my best friend.”

Disclosure in the comment: “I finished my mas-
ter degree,”.

In this example, the annotators have different
opinions on whether to keep, abstract or remove
the self-disclosure. Each choice reflects a valid per-
spective: keeping it provides a clear milestone that
may resonate with readers; abstracting to “a life
milestone” omits specific education details; delet-

ing it as the post only asks for age.

F Implementation Details

F.1 GPT-3.5 and GPT-4

We use gpt-3.5-turbo-0613 as GPT-3.5 and gpt-4-
0613 as GPT-4.

F.2 Evaluation Metrics

For BLEU (Papineni et al., 2002), we use Sacre-
BLEU (Post, 2018). For ROUGE (Lin, 2004), we
use the one from torchmetrics.’

F.3 Experiments

We implemented our models using Huggingface
4.33.2 (Wolf et al.,, 2019) and PyTorch 2.0.1
(Paszke et al., 2019). All results are from single
runs.

*https://torchmetrics.readthedocs.io/en/
stable/text/rouge_score.html
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Self-disclosure Detection. We train RoOBERTa-
large (Liu et al., 2019) and DeBERTaV3-large (He
etal., 2021) on 2 A40 GPUs. We first train on data
with single annotations for 10 epochs with batch
size of 32, which takes around 16 minutes per run.
We evaluate on the dev set every 50 steps, saving
the checkpoint with the highest partial span-level
F;. We then fine-tune on a batch of double anno-
tated data for another 10 epochs, which takes about
5 minutes per run. We evaluate every 20 steps on
the dev set, and save the checkpoint with the high-
est partial span-level F1 for final evaluation. We
perform a learning rate sweep over le-5, 2e-5, 3e-5,
5e-5, 8e-5 on our evaluation set, with 5e-5 being
the best for RoOBERTa and 3e-5 for DeBERTa. We
use AdamW (Loshchilov and Hutter, 2017) as the
optimizer with weight decay of 0.01. Addition-
ally, we use a cosine learning rate schedule with a
warmup ratio of 0.06.

Self-disclosure Abstraction. We train Llama-2
7B (Touvron et al., 2023) with LoRA (Hu et al.,
2021) on 8 A40 GPUs for 5 epochs, with a total
batch size of 32, which takes at most 2 hours per
run. We use a learning rate of 1e-4, which is the
standard when fine-tuning LLMs with LoRA. We
use AdamW (Loshchilov and Hutter, 2017) as the
optimizer with a weight decay of 0.01. Addition-
ally, we use a cosine learning rate schedule with
a warmup ratio of 0.03. For LoRA hyperparame-
ters, we set rank=8, alpha=16, dropout=0.05, target
modules=Q and V attention matrices. Addition-
ally, we also update the embedding layer during
fine-tuning.

Importance Rating. We use the same setup and
hyperparameters as the abstraction experiment. It
takes around 25 minutes per training run.

G Annotation Guidelines

G.1 Self-disclosure Annotation

Annotators were instructed to annotate explicit self-
disclosures that concern the user based on our de-
fined list of categories (Table 1). Most of the cat-
egories under "attributes" are straightforward to
annotate such as the user’s age, location, gender,
etc. We considered instances where Reddit users
revealing both their age and gender in one word,
such as “M24”, under a specific category AGE/-
GENDER that is different from AGE and GENDER
which are for disclosures of age and gender indi-
vidually. For tricky categories, most of which are

under "experiences", we provided exact definitions
to follow which help the annotators make decisions
and ensure consistent labeling. Those definitions
are as follows:

* Appearance self-disclosures are defined as de-
scriptions of bodily features of the user, such
as their height, weight, eye or hair color, or
any other specific features.

* Health self-disclosures are defined as the dis-
closure of a specific disease or illness the user
has, specific medications they take, or medical
tests they perform.

* Mental Health self-disclosures are defined as
situations where users discuss their feelings,
state of mind, or suicidal thoughts.

* Finance self-disclosures are defined as men-
tions of specific personal financial details such
as details about one’s salary, recent transac-
tions, affordability of items, choice of bank,
and similar specifics.

* Education self-disclosures are defined as men-
tions what the user is currently or planning on
studying, or degrees they hold.

* Occupation self-disclosures are defined as
mentions of the current or past occupations of
the user.

* Family self-disclosures are defined as any dis-
closure that fits within our specified attributes
and experiences but concern a family member
of the user, such as their parents, siblings, or
extended family members.

G.2

The following are the 1-5 Likert scales for the as-
pects: privacy increase, utility preservation, and
diversity, used in human evaluation for three-span
abstraction (§4).

Human Evaluation for Abstraction

Privacy Increase:

1 — No Privacy Increase: The abstractions are the
same or paraphrases to the disclosure span.

2 — Low Privacy Increase: The abstractions
slightly obscure sensitive details but are still
quite similar to the original.

3 — Moderate Privacy Increase: The abstractions
moderately obscure sensitive details.

4 — High Privacy Increase: The abstractions sig-
nificantly obscure sensitive details and remove
details.
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5 — Maximum Privacy Increase: The abstractions
eliminate nearly all specific details.

Utility preservation:

1 — No Utility Preserved: The abstractions re-
move or significantly change the disclosure span,
losing all the utility.

2 — Low Utility Preserved: The abstractions pre-
serve a small amount of the disclosure span, but
major aspects are lost or altered.

3 — Moderate Utility Preserved: The abstractions
maintain a part of the disclosure span’s utility.

4 — High Utility Preserved: The abstractions
maintain most of the disclosure span’s utility,
with only minor aspects lost.

5 — Full Utility Preserved: The abstractions main-
tain the complete utility of the disclosure span,
effectively conveying the intended function.

Diversity:

1 - Identical Abstractions: All three abstractions
are essentially the same, exhibiting no diversity
in wording or style.

2 - Minimal Diversity: Two of the three abstrac-
tions are identical, with only one offering a dif-
ferent expression.

3 - Low Diversity: All three abstractions are
different, yet they exhibit similar styles and only
minor variations in wording.

4 - Moderate Diversity: Each abstraction differs
significantly in wording, with about half of the
words unique to each. The styles are somewhat
varied but maintain a degree of similarity.

5 - High Diversity: Each abstraction is distinctly
unique, both in wording and in expression style,
demonstrating a broad range of diversity.

G.3 Importance Rating Annotation

Low — Can be removed without compromising
the understanding of the user’s perspective and

context.
Moderate — Adds a meaningful layer to the context

but is not essential to the user’s overall message.

Can be abstracted.
High — Essential for an accurate understanding of

the user’s perspective and context, should be kept
as is.

H Prompt Templates

We first list the prompts used to prompt GPT-3.5
and GPT-4, and then the prompts for fine-tuning the

Llama-2-7B model. For prompts used in the impor-
tance rating experiment (§5), we provide ones for
disclosures in comments; for disclosures in other
locations (title, post, subcomments), only the in-
stance part of the prompt is modified. Please note
that within these prompts, we use “generalization”,
“generalize”, and “rationale” as equivalents to “ab-

straction”, “abstract”, and “thought” respectively.

H.1 GPT-3.5 and GPT-4 Prompts

Self-disclosure Detection. We use the following
prompt to ask GPT-4 to detect self-disclosures.

## Task

Analyze the provided sentence to
identify segments containing self-
disclosure. Self-disclosure refers
to personal information about the
author or their close relations.

## Categories

There are 17 specific categories to
consider:

* Age: "I am a 23-year-old”

* Gender: "I'm just a girl”

* Age_Gender: only when age and gender
are combined in a *singlex* word,

such as "20F" or "32M".
* Sexual_Orientation: "I'm a straight
man”

* Race_Nationality: mentions of the user
's nationality/race/ethnicity.

* Wife_GF: disclosures indicating the
author has a wife, girlfriend, or
fiancee, such as "My gf.”

* Husband_BF: disclosures indicating the
author has a husband, boyfriend, or
fiance, such as "My bf".

* Relationship_Status: only includes

mentions of marital status, being in
a romantic relationship, or being
single. For example, "my partner”.

* Family: mentions of specific family
members, as well as disclosures that

related to themselves, such as "My
child is 3 year old".

* Health: includes a wide range of
health-related information, from
discussing specific diseases or
conditions to mentioning medications
, medical tests, or treatments.

* Mental_Health: includes a broad range
of emotional states and feelings,
not necessarily limited to specific
mental health diagnoses. Examples
include feelings of sadness, anxiety
, stress, or comments about
struggling with emotional well-being

in general.

* Location: captures specific
geographical details disclosed by
the author. It includes precise
locations such as addresses, cities,

countries, or distinctive landmarks
, so vague spans like "this place”
should not be categorized.
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* Appearance: "I am 6'2"

Pet: "I have two musk turtles”

* Occupation: "I'm a motorcycle tourer (
by profession)”, student should be
categorized as Education.

* Education: "I got accepted to UCLA"

* Finance: any financial situations, not

necessarily exact amounts.

*

## Sentence to Analyze
"{sentencel}"”

Please note:

1. Focus only on disclosures related to
the author or their close relations.

Avoid marking disclosures about
others.

2. For disclosures about close relations
, like family members, partners,
pets, you should tag them with the
subject category (e.g., "Family").
For instance, "My sister is pregnant
" should be tagged as "Family"
rather than splitting into "Family"”
and "Health".

3. Always include subjects or pronouns
that are adjacent to the disclosure
in the span.

4. Never include temporal details in the

span.

5. Avoid tagging hypothetical or non-
factual information.

6. Do not include non-informational word

like "also” in the span.

7. Health and Mental_Health disclosures
can be general, do not have to be
explicit.

Read the sentence carefully and identify

all the segments that fit these
categories. Write down a brief
thought process first, with the 7
notes in mind. Then finalize the
self-disclosure spans in a JSON
format: the key must be the self-
disclosure span and the value must
be its corresponding category.

Abstraction Comparison in Section 4. The fol-
lowing zero-shot prompts are used to instruct GPT-
4 to compare sentence paraphrasing, sentence, and
span-level abstraction.

* Sentence Paraphrasing:

Your task is to generate a paraphrase
for the given sentence.

Sentence: "{sentencel}"”
Paraphrased Sentence:

* Sentence-level Abstraction (without disclosure
spans provided):

Your task is to generate a paraphrase
that conveys similar meaning and
maintains the same utlity while
removing any overly specific or
sensitive information for the given
sentence.

Sentence: "{sentencel}"”
Paraphrased Sentence (Reducing Private
Information):

* Sentence-level Abstraction (with disclosure
spans provided):

Your task is to generate a paraphrase
that conveys similar meaning and
maintains the same utlity while
removing overly specific or
sensitive information for the given
sentence. Besides the sentence, I
will give you a list of disclosures
that need to be addressed.

Sentence: "{sentencel}"”

Disclosures: {disclosures}

Paraphrased Sentence (Reducing Private
Information):

* Span-level Abstraction:

Your task is to generalize the given
disclosure span' in the sentence.
Provide a generalized span that
conveys similar meaning but remove
any overly specific or sensitive
information.

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Generalized span should retain the
essence and utility of the original
span.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}"”
Disclosure Span to Revise:
Generalized Span:

"{span}”

Self-disclosure Abstraction. We use the following
prompt to ask GPT-3.5 (train/dev sets) or GPT-
4 (test) to generate three abstraction spans with
thought process for each data instance.

Your task is to generalize the given
disclosure span' in the sentence.
Provide three diverse generalized
spans that convey similar meaning
but remove any overly specific or
sensitive information.

Example 1:
Sentence: "Should I submit a 1470 SAT
score to Carnegie Mellon and Duke?”

Disclosure Span to Revise: "1470 SAT
score”
Rationale: The original disclosure span

explicitly states a specific SAT
score, which may be sensitive
information for some individuals. To
retain the context that the score
is competitively high while removing
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the exact number,
generalized terms.

we can use

Generalized Spans: {{"span 1": "a high
1400-range SAT score”, "span 2": "an
SAT score in the upper 1400s”, "
span 3": "an SAT score above 1450"}}

Example 2:

Sentence: "My Top Spotify Artists of

2022 were Charli XCX, Taylor Swift,
Carly Rae Jepsen, Snow Strippers,
and Danny L Harle.”

Disclosure Span to Revise: "Top Spotify
Artists of 2022 were Charli XCX,
Taylor Swift, Carly Rae Jepsen,

Strippers, and Danny L Harle.”

Rationale: The original span lists very
specific artists that the person
listened to in 2022, which can be
considered personal and revealing.
To maintain the general idea that
the person has favorite artists from

that year without giving away the
exact names, generalized terms can
be used.

Generalized Spans: {{"span 1": "favorite

artists of 2022 included a mix of
pop and electronic musicians”, "span
2": "top artists from 2022 covered
a range of styles”, "span 3": "
favorite artists last year were from
various genres”"}}

Snow

Example 3:

Sentence: "I just turned 32 last month
and have been really reflecting on
my relationships with people from my

relationship with my siblings to
coworkers."”

Disclosure Span to Revise:
32 last month”

Rationale: The original span provides
very specific details about the
person's age and the timing of their

birthday, which could be seen as
personal information. To keep the
essence of the span-that the
individual is in their early 30s and

recently had a birthday-while
making it less specific, generalized
terms can be used.

Generalized Spans: {{"span

entered my early 30s"”, "span 2": "
turned into my early thirties not
long ago”, "span 3": "just started
my third decade a little while back
"1}

"just turned

1": "recently

First, provide a rationale explaining
why the disclosure span needs
generalization. Then, offer three
diverse generalized alternatives in

a JSON format like this: {{"span 1":
"XXX”, llspan 2": "XXX", Ilspan 3": n
xxx"}3}.
Criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Generalized spans should be diverse
but should all retain the essence of

the original span.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}"”
Disclosure Span to Revise:
Rationale:

"{span}”

Importance Rating.

Rate the importance of the disclosure
span in a Reddit comment within the
context into three Likert-scale:

* Low Importance: Can be removed without

compromising the understanding of
the commenter's perspective and
context.

* Moderate Importance: Adds a meaningful

layer to the context but is not
essential to the commenter's overall
message. Can be generalized.

* High Importance: Essential for an
accurate understanding of the
commenter 's perspective and context,

should be kept as is.

Given instance:

* Title: {title}

Post: {post}

Comment: {comment}

Disclosure Span in the Comment:

disclosure}

{post_empty_explaination}

Note: The disclosure span is marked
between special tokens <disclosure
></disclosure> in the Comment.

*
*
*

{

Read the Title, Post, and Comment
carefully to understand the context.
Write down your thought process.
And in the end, provide your
importance rating of the disclosure
span in a JSON format: {{"Importance
": "Low/Moderate/High"}3}.

The following prompt is used to prompt GPT-
3.5 to generate thought process for the human-
annotated importance rating:

Provide the thought process of the
importance rating of a disclosure
span in a Reddit comment.

Here are the definitions of the three
importance rating scales:
* Low Importance: Can be removed without
compromising the understanding of
the commenter's perspective and
context.
* Moderate Importance: Adds a meaningful
layer to the context but is not
essential to the commenter's overall
message. Can be generalized.
* High Importance: Essential for an
accurate understanding of the
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commenter's perspective and context,
should be kept as is.

Given instance:

* Title: {title}

* Post: {post}

* Comment: {comment}

* Disclosure Span in the Comment: {
disclosure}

* Human Rating of Importance: {
human_rating}

{post_empty_explaination}

Note: The disclosure span is marked
between special tokens <disclosure
></disclosure> in the Comment.

Instructions:

1. Carefully read the Title, Post, and
Comment to understand the context.

2. Based on the human rating, write a
detailed thought process that leads
to this rating, according to the
definitions. Your thought process
should build up the reasoning that
culminates in the rating, rather
than stating the rating and then
explaining it.

3. Ensure that your thought process is
clear and straight to the point,
avoiding filler sentences or
unnecessary elaboration.

4. Present your thought in a JSON format

of {{"Thought": "xxx"}}.

H.2 One-Span Abstraction

Instruction:

Your task is to generalize the given
disclosure span' in the sentence,
which is providing a generalized
alternative that is less specific
but retains the core meaning of the
original span.

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}”
Disclosure Span to Revise: "{span}”
Generalized Span:

Instruction with thought:

Your task is to generalize the given
disclosure span' in the sentence.

Please follow these steps:

1. First, provide a rationale explaining
why the disclosure span needs
generalization.

2. Then, provide a generalized
alternative that is less specific
but retains the core meaning of the
original span.

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}"”
Disclosure Span to Revise: "{span}”
Rationale:

H.3 Three-Span Abstraction

End-to-end instruction:

Your task is to generalize the given
disclosure span' in the sentence.
Provide three diverse generalized
spans that convey similar meaning
but remove any overly specific or
sensitive information.

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Generalized spans should be diverse
but should all retain the essence of

the original span.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

* Provide three diverse generalized
alternatives in a JSON format like
this: {{"span 1": "xxx", "span 2":
xxx", "span 3": "xxx"3}}.

n

Sentence: "{sentencel}”
Disclosure Span to Revise: "{span}"”
Generalized Spans:

End-to-end instruction with thought:

Your task is to generalize the given
disclosure span' in the sentence.
Provide three diverse generalized
spans that convey similar meaning
but remove any overly specific or
sensitive information.

Please follow these steps:

1. First, provide a rationale explaining
why the disclosure span needs
generalization.

2. Then, offer three diverse generalized
alternatives in a JSON format like
this: {{"span 1": "xxx", "span 2":
xxx", "span 3": "xxx"3}}.

n

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* Generalized spans should be diverse
but should all retain the essence of

the original span.
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* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}”
Disclosure Span to Revise: "{span}”
Rationale:

Iterative instruction:

Your task is to generalize the given
disclosure span' in the sentence,
which is providing a generalized
alternative that is less specific
but retains the core meaning of the
original span.

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* The generalized span should be
different from the example
generalizations but should retain
the essence of the original span.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}"”

Disclosure Span to Revise: "{span}”
Example Generalizations: {examples}
Generalized Span:

Iterative instruction with thought:

Your task is to generalize the given
disclosure span' in the sentence.

Please follow these steps:

1. First, provide a rationale explaining
why the disclosure span needs
generalization.

2. Then, offer one diverse generalized
alternatives that is different from
the example generalizations provided

Remember the following criteria:

* Only the disclosure span should be
generalized; the rest of the
sentence should remain intact.

* The generalized span should be
different from the examples but
should retain the essence of the
original span.

* Make sure the generalized span fits
seamlessly into the original
sentence, maintaining proper syntax
and grammar.

Sentence: "{sentencel}"”

Disclosure Span to Revise: "{span}”
Example Generalizations: {examples}
Rationale:

H.4 Importance Rating

Instruction:

Rate the importance of the disclosure
span in a Reddit comment within the
context into three Likert-scale:

* Low Importance: Can be removed without

compromising the understanding of
the commenter's perspective and
context.

* Moderate Importance: Adds a meaningful

layer to the context but is not
essential to the commenter's overall
message. Can be generalized.

* High Importance: Essential for an
accurate understanding of the
commenter 's perspective and context,

should be kept as is.

Given instance:

* Title: {title}

Post: {post}

Comment: {comment}

Disclosure Span in the Comment: {

disclosure}

{post_empty_explaination}

Note: The disclosure span is marked
between special tokens <disclosure
></disclosure> in the Comment.

* % %

Read the Title, Post, and Comment
carefully to understand the context,
and provide your importance rating
of the disclosure span.

Instruction with thought:

Rate the importance of the disclosure
span in a Reddit comment within the
context into three Likert-scale:

* Low Importance: Can be removed without

compromising the understanding of
the commenter's perspective and
context.

* Moderate Importance: Adds a meaningful

layer to the context but is not
essential to the commenter's overall
message. Can be generalized.

* High Importance: Essential for an
accurate understanding of the
commenter 's perspective and context,

should be kept as is.

Given instance:

* Title: {title}

* Post: {post}

* Comment: {comment}

* Disclosure Span in the Comment: {
disclosure}

{post_empty_explaination}

Note: The disclosure span is marked
between special tokens <disclosure
></disclosure> in the Comment.

Read the Title, Post, and Comment
carefully to understand the context.
Write down your thought process.
And in the end, provide your
importance rating of the disclosure
span in a JSON format: {{"Importance
": "Low/Moderate/High"}}.
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