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Abstract

The performance of Large Language Models
(LLMs) degrades from the temporal drift be-
tween data used for model training and newer
text seen during inference. One understudied
avenue of language change causing data drift is
the emergence of neologisms — new word forms
— over time. We create a diverse resource of re-
cent English neologisms by using several pop-
ular collection methods. We analyze temporal
drift using neologisms by comparing sentences
containing new words with near-identical sen-
tences that replace neologisms with existing
substitute words. Model performance is nearly
halved in machine translation when a single ne-
ologism is introduced in a sentence. Motivated
by these results, we construct a benchmark to
evaluate LLMs’ ability to generalize to neol-
ogisms with various natural language under-
standing tasks and model perplexity. Models
with later knowledge cutoff dates yield lower
perplexities and perform better in downstream
tasks. LLMs are also affected differently based
on the linguistic origins of words, indicating
that neologisms are complex for static LLMs
to address. We will release our benchmark and
code for reproducing our experiments.

1 Introduction

Neologisms — recent word forms representing a
new meaning, sense, or connotation (Cartier, 2017)
— congistently surface as language changes. Neolo-
gisms emerge to describe the ever-changing state
of the world, such as new terms created during the
COVID-19 pandemic. While humans easily adapt
to language change, large language models (LLMs)
struggle with the misalignment of training data and
new test data distributions (Luu et al., 2022).

Prior work on temporal language change (Lazari-
dou et al., 2021; Onoe et al., 2022; Luu et al., 2022)
observed model degradation when finetuning on
older text and evaluating on newer data and named
entities (Rijhwani and Preotiuc-Pietro, 2020; Agar-
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Figure 1: NEO-BENCH collects neologisms from 2020-
2023 for LLM evaluation. “Pig Butchering” originated
as a Mandarin expression CGRIBED).

wal and Nenkova, 2022; Liu and Ritter, 2023).
However, as far as we are aware there has not been
prior work that analyzes the robustness of LLMs on
handling neologisms. We show that adding a neol-
ogism to text decreases machine translation quality
by an average of 43% in a human evaluation (§2),
even for popular words emerging before 2020.

In this paper, we present NEO-BENCH, a new
benchmark designed to test the ability of LLMs
to understand and process neologisms. We com-
bine multiple methods and online text corpora to
collect a diverse set of 2,505 neologisms based
on the linguistic taxonomy devised by Pinter et al.
(2020): (i) lexical neologisms — words represent-
ing new concepts, e.g., “long covid”; (ii) morpho-
logical neologisms — blends of existing subwords,
e.g., “doomscrolling”; and (iii) semantic neolo-
gisms — existing words that convey a new meaning
or sense, e.g2., “ice” (a term that refers to petrol-
or diesel-powered cars taking electric car charg-
ing spots). We estimate word prevalence over time
with Google Trends to obtain trending neologisms.
We also create 4 benchmark tasks to evaluate the
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a) Sentences Containing Neologisms
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Figure 2: A single neologism can dramatically affect model output, as shown by human evaluation of Machine
Translation models on sentences containing neologisms and the same sentences with neologisms replaced by
carefully chosen words that also fit in the context. Oracle ensemble selects the best translation from all models.

impact of neologisms on LLMs with Perplexity,
Cloze Question Answering, Definition Generation,
and Machine Translation.

We show that lower neologism perplexities cor-
relate with higher downstream task performance.
Older LLMs — BART, T5, GPT-J, and Flan-T5 —
perform much worse with an average of 32.20%
and 12.27% accuracy in question answering and
definition generation, respectively. We also find
that automatic metrics do not accurately measure
the quality of translated sentences containing neol-
ogisms, evidenced by Spearman’s p rank correla-
tion between COMETKiwi (a state-of-the-art met-
ric) and human judgment, which is 0.491. This is
lower than the average p of 0.629 for COMETKiwi
across 5 language pairs reported in the WMT23
Quality Estimation task (Blain et al., 2023). LLM
performance in NEO-BENCH also differs based on
a word’s linguistic type, as lexical neologisms with-
out derivations yield the highest perplexities and
the most fragmented subword tokenization, while
semantic neologisms that repurpose existing words
result in literal definitions and translations.

NEO-BENCH evaluates a diverse set of LLM ca-
pabilities on handling neologisms in various tasks.
Models must also understand compositionality for
morphological neologisms, differentiate between
word senses for semantic neologisms, and handle
different contexts for lexical neologisms.

2 Motivation

We start by using machine translation as an ex-
ample to illustrate the significant challenge neolo-
gisms pose on state-of-the-art NLP systems. We

manually collect 100 neologism words with sen-
tential context from social media, news articles,
and dictionaries. GPT-3.5, GPT-4 and commer-
cial translation systems, e.g., Google Translate,’
Microsoft Bing,? and DeepL Translator,® only man-
aged to correctly translate about 34-47% of these
100 sentences that contain neologisms based on
our manual inspection (Figure 2; from English to
Chinese). In stark contrast, when replacing the ne-
ologism with a common word in these sentences,
the percentage of correct translations rises substan-
tially to 67-73%. We observe similar trends in
open-source translation models, such as ALMA
(Xu et al., 2023) and M2M 100 (Fan et al., 2020).

One thing to note is that these replacement
words are not exact synonyms, but words that have
been carefully chosen to create a near-identical, se-
mantically plausible sentence; because new words
emerge in areas not occupied by existing words
(Ryskina et al., 2020), true synonyms would of-
ten be verbose and incompatible with the sentence
context. Because the original sentences containing
neologisms were collected in the wild, one might
assume they would be even more natural in compar-
ison to their modified counterparts, but yet, there is
a large gap in translation quality between neolo-
gism and non-neologism words for all models.

A closer look reveals that six typical types of
errors are made in mistranslated model outputs,
which include (ordered by severity):

e Unnatural: Imperfect translation of the sen-

"https://translate.google.com/
“https://www.bing.com/translator
3https://www.deepl.com/translator
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tence due to grammatical errors;

* Literal: Inaccurate output that literally trans-
lates the neologism or remaining sequence;

* Partial: Part of the sentence is untranslated
and left out of the output;

* Mistranslation: Incorrectly translated sen-
tence portion leads to a poor understanding of
the overall sentence meaning;

* Copy: Part of the output is not translated and
copied from the English input;

* Incomprehensible: Incoherent output that
fails to capture any original sentence meaning;

Table 12 in the Appendix shows translations for
each error type. The most common errors are mis-
translations and literal translations with an average
of 27.3% and 13.7% respectively. Model output for
non-neologism sentences is more likely to have mi-
nor errors and be labeled unnatural by annotators.

Another interesting observation is that newer
neologisms indeed show lower rates of good trans-
lations and often higher rates of mistranslations, as
one may expect. Figure 3 shows the percentage
of good translations and mistranslations over time
for varied models. Compared to non-neologism
sentences, models still yield lower rates of correct
translations for neologisms that emerged before
2020. Many neologisms use existing words to con-
vey meanings, such that the poor performance of
models is not wholly explained by the absence of
these word forms in training data. We propose a
novel benchmark (§3) to systematically study the
impact of neologisms on LLMs (§4).

3 NEO-BENCH: A Neologism Benchmark

We create NEO-BENCH, a benchmark that con-
sists of 2,505 neologisms (both words and phrases)
that newly emerged around 2020-2023 and 4 in-
trinsic/extrinsic tasks (Table 1) to evaluate LLMs’
abilities to generalize on neologisms. To facilitate
continuous research on neologisms and language
change, we intend to periodically update NEO-
BENCH with neologisms emerging after 2023.

3.1 Neologism Collection

A neologism is a term that represents a new mean-
ing or sense (Cartier, 2017). Previous datasets (Mc-
Crae, 2019; Ryskina et al., 2020; Zhu and Jurgens,
2021) only collected specific word types, ignored
neologisms conveying new meanings with existing
words, and did not utilize word prevalence trends
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Figure 3: Percentage of good translations and mis-
translations of neologism sentences over time. The
dashed line represents the percentage of good trans-
lations achieved on non-neologism sentences.

Mistranslations

Task ‘ Dataset Evaluation
Machine 240 sentences containing BLEU,
Translation | neologisms COMET
Perplexity | 422 Cloze passages with Word
Ranking one-word answers ranking
Cloze 750 Cloze passages with
. . . Accuracy
Questions | multiple choice answers
Definition | 750 "What is [neologism]?"
. . Accuracy
Generation | questions
Table 1: Summary of datasets in NEO-BENCH.

(more in Related Work §6). We design a more sys-
tematic collection process to quantify the effect of
neologisms on a language’s data distribution.

Filtering Reddit Data based on Google Trends
(Method 1). New words commonly propagate
in online communities (Zhu and Jurgens, 2021),
thus, we count word frequencies in monthly Red-
dit data to find single-word neologism candidates.
We set a frequency cutoff between 50 and 100 per
month to obtain uncommon words and remove mis-
spellings and named entities using SpaCy (Montani
et al., 2023), resulting in 74,542 candidates. We
further obtain word search frequencies from 2010
to 2023 on Google Trends* and automatically fil-
ter out 87.13% of neologism candidates based on
these trend lines (see Figure 4 for examples) by
a combination of curve fitting, argmax detection,
and integrals over time. Appendix §B.1 provides
more details about trend filtering. From the set of
9,590 remaining candidates, we find that 10.48%
are prevalent neologisms by manual inspection. In
total, we collected 1,005 neologism words from
Reddit (310 lexical, 588 morphological, and 107
semantic neologisms).

Retrieving News Articles about Neologisms
(Method 2). As Method 1 is only good at find-

*https://trends.google.com/trends/
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Figure 4: Example Google Trend lines measuring neol-
ogism prevalence. The dashed line estimates the date a
neologism becomes popular while not yet conventional.

ing single-word neologisms, we turn to news ar-
ticles that explain the meanings of neologisms to
collect multi-word expressions. We first manually
get 100 neologisms from news articles, recording
news headlines of neologisms. Then, based on the
shared text patterns of headlines, we created 16
headline templates (e.g., “___: What is it?”) to
retrieve Google News articles from 2019 to 2023.
Using SpaCy, we identify 60,671 noun and verb
phrases with a Part-of-Speech tagger and remove
duplicates and named entities. We used the same
aforementioned filtering method for these phrases
using Google Trends. From the remaining 8,039
candidates, we manually extracted 1,100 neolo-
gisms (778 lexical, 222 morphological, and 100 se-
mantic neologisms), of which 713 are multiwords.

Sampling Existing Neologism Datasets (Method
3). To supplement our dataset with additional
neologisms, we also sample from two existing
open-source resources that contain a lot of rare
words, many of which have no Google Trends
data available. The NYT First Said Twitter bot
(@NYT_first_said) tweets out words when they are
used for the first time in New York Times articles
by using exclusion lists. We retrieve 1,100 of its
tweets from 2020 to collect 200 derived neologisms
(192 morphological and 8 semantic). We also sam-
ple 1,400 entries from another noisy, automatically
constructed, dataset of 80,071 new slang dictionary
entries (Zhu and Jurgens, 2021). We manually filter
the sample and collect 200 derived neologisms (4
lexical, 194 morphological, and 2 semantic).

Overall. We collected 2,505 neologism words.
While semantic neologisms are infrequent in all
sources, Google Trends data enables the collection
of them, as these words change in baseline preva-
lence when a new sense is being popularized. Only

Neologism: doomscrolling

The silver lining of this website no longer functioning as an even
vaguely reliable information source is that ___ has basically
been completely undermined. It wouldn’t even work now since
everything is too geared to outrage clickbait and actual reporting
has disappeared, so there is no point staying on the app.

b) surfing

d) lying

f) anti-productivity (distractor)

a) misinformation
¢) doomscrolling
e) gaming

Table 2: Example passage in NEO-BENCH for multiple-
choice Cloze Question Answering with correct neolo-
gism answers and partially correct distractor answers.

5.04% of words from Reddit, 1.12% of phrases
from news articles, and 3.09% of entries from previ-
ous datasets overlap with candidates from the other
two sources — highlighting the importance of us-
ing multiple diverse data sources and methods for
neologism collection. We also verified that 44.23%
of these 2,505 words actually appear in the Urban
Dictionary, a crowdsourced English-language on-
line dictionary for slang words and phrases.

3.2 Benchmark Tasks

NEO-BENCH consists of 4 tasks — 3 downstream
and 1 intrinsic metric — to evaluate models’ knowl-
edge of neologisms: (i) Machine Translation with
human and automatic evaluation; (ii) Cloze Ques-
tion Answering to evaluate models in context;
(iii) Definition Generation to evaluate models in a
context-free setting; and (iv) perplexity to compare
single-word neologisms to commonly used words.
We describe the setup and result tables/figures in
this section, then discuss the key findings based on
these results more in-depth in §4.

Machine Translation (Task 1). We sample from
our collected neologisms (§3.1) and search for ref-
erence sentences containing these words on social
media and Google. We construct 240 sentences, in-
cluding the 100 used in §2. We work with in-house
native speakers to create reference translations (En-
glish to Chinese) and evaluate system outputs in Ta-
ble 5 with BLEU (Papineni et al., 2002), COMET
(Rei et al., 2020), and MetricX-23 (XXL and XL)
(Juraska et al., 2023). We also use the reference-
free metrics COMETKiwi (Rei et al., 2022) and
MetricX-23-QE (XXL and XL). Lower MetricX
scores indicate higher performance. We report the
correlations of metrics with human ratings for the
MT models in §2 using Spearman’s p in Table 5.

Cloze Question Answering (Task 2). We sample
750 neologisms to create text passages, where one
sentence contains a neologism and the remaining
passage serves as preceding or following context
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a) Definition Generation Output Examples

Reference Definition: A stablecoin is a type of cryptocurrency where the value of the digital asset is supposed to be
pegged to a reference asset, which is either fiat money, exchange-traded commodities, or another cryptocurrency.

Stablecoin

Model Output (Correct): Stablecoins are cryptocurrencies designed to maintain a stable value, typically by pegging

their value to a specific asset or basket of assets, such as the US dollar, gold, or a combination of assets.

Reference Definition: An angel shot is a code to inform a bartender that a customer is not safe and needs assistance.

Angel Shot

Model Output (Incorrect): An angel shot is a cocktail made with whiskey and cream, served in a shot glass.

b) Machine Translation Output Examples

Input: Each reinfection increases the risk of longcovid, hospitalization, & death.

Model Output (Correet): /XA 2 I KB - EBREAIE AN -

Longcovid

(Every reinfection increases the risk of long COVID, hospitalization, and death.)

Human Translation: &—{/CHEEAE 21 m M IVERE - FFRGTT, ERFLTHIRE -
(Each COVID-19 infection increases the risk of developing sequelae, hospitalization, and even death.)

Input: Starting to think doomscrolling through the fall of civilization is having a negative effect on my mental health.

Model Output (Incorreet): 41\ 75 3T BT PR BN BT 0 FRR) OB (g R A T 67 TR0 o

(Start to think that the doom rolling in the decline of civilization is having a negative impact on my

Doomscrolling mental health.)

Human Translation: JF 1 57, 5% T30 ZEMA £ 58 57 (B0 A OB RR = 42 T 17

RN«

(Starting to feel that scrolling through negative news about the decline of civilization is having a negative impact

on my mental health.)

Table 3: Example model definitions and translations for NEO-BENCH tasks. “Doomscrolling” is the act of spending
an excessive amount of time reading negative news online. (English translations are shown for information only.)

(see example in Table 2). We mask out the ne-
ologism and provide four incorrect answers plus
one distractor answer, which is a common word
or phrase that is feasible in context. We eval-
uate BART-large (Lewis et al., 2019), T5-Large
(Raffel et al., 2020), Flan-T5-Large (Chung et al.,
2022), GPT-J 6B (Wang and Komatsuzaki, 2021),
LLaMA-1 7B (Touvron et al., 2023a), Alpaca 7B
(Taori et al., 2023), LLaMA-2, LLaMA-2-Chat
(Touvron et al., 2023b), OLMo-7B (Groeneveld
et al., 2024), OLMo-7B-Instruct, Mistral-7B (Jiang
et al., 2023), Mistral-7B-Instruct, GPT 3.5 (Brown
et al., 2020), and GPT-4 in multiple-choice Cloze
Question Answering (QA). We experiment with
5-shot prompting and test three sizes of LLaMA-2
models. We show results in Figure 5 with the strat-
ified and combined accuracies of selecting either
the neologism or distractor answer.

Open-ended Definition Generation (Task 3). We
evaluate the same models from Task 2 for their
context-free knowledge of 750 neologisms with
question prompts (i.e., “What is doomscrolling?”)
to obtain neologism definitions. We construct hu-
man reference definitions and use GPT-4 to evalu-
ate if model generations are semantically equiva-
lent to the gold reference. We use 5-shot prompting
and report results with accuracy in Figure 5. Table
3 shows example LLM-generated definitions.

Perplexity Rankings (Task 4). Using 422 Cloze
passages that have both singular distractor and ne-

Label | Complete  Partial ~ Unknown
Good 53.13% 34.78% 30.77 %
Unnatural 9.38% 4.35% 0.00%
Literal 10.94% 17.39% 15.38%
Partial 4.69% 13.04% 15.38%
Mistranslation 20.31% 21.74% 23.09%
Copy 1.55%  4.35% 15.38%
Incomprehensible 0.00% 4.35% 0.00%
Total | 64 23 13

Table 4: GPT-4’s understanding of a neologism does not
result in high machine translation performance. GPT-4
MT output is separated by its performance in Cloze QA,
Definition Generation, and Definition Prompting. GPT-
4 shows full, partial, and no knowledge of a neologism
if zero, one, or multiple tasks are incorrect, respectively.

ologism answers, we use perplexity to evaluate
GPT-J 6B, LLaMA-1 7B, Alpaca 7B, LLaMA-2
7B, LLaMA-2 Chat 7B, OLMo-7B, OLMo-7B-
Instruct, Mistral-7B, and Mistral-7B-Instruct. For
each passage, we use rank classification (Brown
et al., 2020), where we fill in the mask with the ne-
ologism and measure the perplexity of the passage.
We replace the mask with the distractor answer
and the top 5000 singular words from Reddit by
frequency and measure perplexities of all 5002 se-
quences. The mask-filling words are sorted by the
corresponding sequence perplexity, and the average
rankings of neologisms and distractors are reported
in Figure 7. Lower neologism rankings represent
lower relative perplexities and show that models are
likely to complete the passage with a neologism.
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M Reference-Based Metrics Reference-Free Metrics
odel (human rank)

BLEUt COMET{? MX-23xx., MX-23xr| | COMETkiwit MX-QExx| MX-QExt|
Bing Translator (1) [0.452(2) 0.825(5) 2.419(6) 2.343(6) 0.788 (5) 1.679 (5) 2.246 (5)
GPT-4 (2) 10446 (3) 0.854 (1) 1.550(1) 1.793 (1) 0.793 (3) 1.432 (3) 2.089 (3)
Google Translate 3) [0.507 (1) 0.853(2)  1.825(4) 1.945(4) 0.800 (2) 1.429 (2)  1.940 (1)
DeepL Translator 4) 0406 (4) 0.842@3) 1.775(3) 1.901 (3) 0.807 (1) 1.260 (1) 1.944 (2)
GPT-3.5 (5)10.399 (5) 0.841(4) 1.705(2) ' 1.796 (2) 0.792 (4) 1.467 (4) 2.157 (4)
ALMA 7B (LLaMA-2) (6) | 0.285(7) 0.801 (6) 2.382(5) 2.251(5) 0.746 (6) 2.038 (6) 2.462 (6)
M2M100 1.2B (7)1 0.337(6) 0.776 (7) 3.454(7) 3.142(7) 0.745 (7) 2.821(7) 2976 (7)
Spearman’s p | 0244 0.445 0.457 0.380 | 0.491 0.451 0.445

Table 5: Machine Translation models evaluated on neologisms with BLEU, COMETKiwi, COMET, MetricX-23,
and MetricX-23-QE. We use the XXL and XL sizes for MetricX. Rankings of models are provided for metrics and
human evaluation for models used in §2. Spearman’s p between each metric and human evaluation is also reported.

Cloze Question Answering

Definition Generation

R GPT-4 82.86 [16.607] 99.46 83.50 |
= LLaMA-2 Chat 70B -] 68.27 [ 27.20 ] 95.47 59.87 |
g LLaMA-2 Chat 13B | 64.67 [ 2800 ] 92.67 58.27 |
§ LLaMA-2 Chat 7B | 60.28 [ 2728 ] 87.56 57.34 |
'5 Mistral Instruct 7B 58.24 [ 30.74 ] 88.98 59.07 ]
£ OLMo Instruct 7B | 54.16 [ 3325 ] 8&7.41 60.40 |
> Alpaca 7B | 47.01 [ 32.99 ] 80.00 50.13 |
= Flan-T5 Large | 12.40 | 39.84 | 82.24 [12.93 ]
GPT-3.5 | 70.68 [ 2597 ] 96.65 74.50
R LLaMA-2 70B | 74.93 [ 22.93 ] 97.86 62.00 |
-“g’ LLaMA-2 13B 64.93 [ 2720 ] 92.13 54.27 |
g LLaMA-2 7B 62.67 2680 ] 89.47 52.67 |
2 Mistral 7B 67.87 [ 27.07 ] 94.94 62.67 |
£ OLMo 7B —[11288800] 27.60 ] 50.93 60.40 |
£ LLaMA-1 7B |III28IS0N] 30:50 ] 59.30 15.60
é GPT-J 6B —{I180:6 7] 51.87 ] 82.54 [ 3413 ]
&~ T5 Large ] 37.07 [13:60] 50.67 0.00
BART Large —[TI86714.27] 32.94 [ Neologism [ Distractor | |0.00
T T T T T T T T T
0 20 40 60 80 100 0 20 40 60 80
Accuracy Accuracy

Figure 5: Left: Results of the Cloze Question Answering task reported by accuracy of selecting the neologism
or distractor option. Combined accuracy for selecting either answer is provided. Right: Results of the Definition
Generation task reported with accuracy of correct definitions. 5-shot prompting of models is used for both tasks.

4 Key Findings

We utilize NEO-BENCH tasks to evaluate the abil-
ity of various LLMs to adapt to neologisms. The
following are our key findings:

Current automatic metrics cannot accurately
evaluate MT models that struggle with neolo-
gisms. In §2, MT models decrease in performance
by 43% when translating neologisms with Bing
being the best model based on human evaluation.
However, COMET and COMETKiwi scores are
notably high and MetricX-23 error scores are low
for all models in Table 5. The best models are
Google Translate for BLEU (0.507); DeepL for
COMETKiwi (0.807) and MetricX-23-QE (1.260);
and GPT-4 for COMET (0.854) and MetricX-23
(1.550), highlighting that automatic metrics show
poor system-level correlations with human judg-
ments. For sentence-wise correlation between

MT metrics and human evaluations, the average
Spearman’s p of BLEU, COMET, COMETKiwi,
MetricX-23 and MetricX-23-QE (XXL) is 0.244,
0.445, 0.491, 0.457, 0.451, respectively. In con-
trast, COMETKiwi, our highest correlating metric,
has an average p of 0.629 for five language pairs
on the WMT?23 Quality Estimation task for direct
assessment (Blain et al., 2023). From our reference
sentences, translating neologisms often requires
paraphrasing, resulting in low p for BLEU.

GPT-4’s knowledge of neologisms is task specific.
Table 4 presents the human annotations of GPT-4
translations of neologisms, separated by the corre-
sponding performance of neologisms in Cloze QA,
Definition Generation, and Definition Prompting,
where we ask GPT-4 if the provided human refer-
ence definitions of neologisms are correct. GPT-4
shows complete knowledge of a neologism if all
tasks are correct; partial knowledge if one task is in-
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Figure 6: Rankings of neologisms over time compared
to 5000 common words. Newer models are plotted sep-
arately. Dashed lines show model knowledge cutoffs®.
Example neologisms from each year are provided, and
neologisms without trendlines are reported at the end.

correct; and unknown if multiple tasks are incorrect.
There are higher rates of correct translations for ne-
ologisms GPT-4 understands, as good translations
drop by 20.3% if GPT-4 does not fully know a neol-
ogism’s meaning. However, the rate of mistransla-
tions are constant regardless of GPT-4 performance
in other tasks, and GPT-4 only correctly translates
53.13% of neologisms it has complete knowledge
of. GPT-4’s knowledge of neologisms is compart-
mentalized and does not result in similarly high
performance in machine translation compared to
other Neo-Bench tasks, emphasizing the difficulty
of translating neologisms.

Models perform worse on neologisms than pre-
existing words. For Cloze questions in Figure 5,
neologism answers are designed to be more natu-
ral as the original passages contained these neolo-
gisms, yet all models select a large portion (27.99%
on average) of distractor answers. Neologisms also
have an average perplexity rank of 463 compared
to distractor rankings of 45 in Figure 7, indicating
much lower perplexity for pre-existing words.
Older LLMs perform significantly worse. In Fig-

ure 5, the average performance of GPT-J, BART,
T5, and Flan-T5 is 26.99% lower in Cloze QA and

>Mistral Al does not reveal training data details, so we
provide our best estimation for the model’s knowledge cutoff.

Neologism Ranking

Substitute Ranking
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Figure 7: Average rankings of neologisms and pre-
existing substitute terms compared to 5000 common
words, sorted by model perplexities of texts filled in
with each word. Neologisms are separated by linguistic
type: lexical, morphological, and semantic.

800 O 400 800

47.78% lower in Definition Generation than other
models. In Figure 7, GPT-J and LLaMA-1 mod-
els exhibit higher neologism rankings than newer
open-source models, correlating with lower down-
stream performance. Newer models — GPT-3.5,
GPT-4, LLaMA-2, OLMo, and Mistral — perform
better as they are trained on data containing newer
neologisms, generally have algorithmic improve-
ments, and are trained with more resources than
older models.

Perplexity rankings of older models increase
drastically from 2019 until 2021. While neolo-
gisms are often gradually worked into a vocabulary
(Zhu and Jurgens, 2021), we use trend lines to best
estimate the date when a neologism becomes pop-
ular and report perplexity over time in Figure 6.
Newer models dip in 2020 but increase afterward
as 52% of neologisms from this period are now
conventionalized terms related to COVID-19.

Larger models handle neologisms better. In-
creasing the sizes of LLaMa-2 and LLaMA-2 Chat
leads to consistent improvements across both Cloze
Question Answering and Definition Generation.
On average, LaMA-2 70B and LLaMA-2 Chat 70B
yield 10.13% higher accuracy in Cloze QA and
5.93% higher accuracy in Definition Generation
than LLaMA-2 7B and LLaMA-2 Chat 7B.

Instruction-tuning results in high neologism
perplexities. In Figure 7, LLaMA-1, LLaMA-2,
OLMo, and Mistral models have, on average, 125
lower neologism rankings than their instruct-tuned
counterparts. Instruct models are trained with dia-
logue (Wei et al., 2022), so uncommon generation
is less desired.
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5 Linguistic Taxonomy Analysis

We separate NEO-BENCH task results by neolo-
gism linguistic structure: lexical, morphological,
and semantic. Figure 7 presents perplexity rank-
ings, Figure 9 reports human evaluation for MT,
and Figure 10 shows the results for the best models
on Cloze QA and Definition Generation.

Lexical neologisms produce the highest perplex-
ities, but yield the best downstream results. On
average, lexical neologisms have 226 higher rank-
ings than other words, indicating higher relative
model perplexities. Figure 8 shows the distribu-
tion of characters per token of neologisms using
the LLaMA tokenizer, and the average number of
characters per token for lexical, morphological, and
semantic neologisms is 2.36, 2.98, and 3.24 respec-
tively. Lexical neologisms have more fragmented
tokenizations, as these words have the highest pro-
portion of 1-2 character tokens. Lexical neologisms
are less likely to be separated into long, common
word roots or segments representing subword in-
formation, instead producing uncommon token se-
quences that result in higher neologism rankings
and perplexity. In downstream tasks, however, lexi-
cal neologisms yield 0.6% higher Cloze accuracy,
8.8% more correct definitions, and 21.5% more
good translations than other neologisms.

Morphological neologisms produce low perplex-
ities but yield poor downstream performance.
Compared to lexical neologisms, morphological
neologisms are, on average, segmented into longer
tokens and constructed with common subwords, re-
sulting in lower perplexity rankings. However, they
yield 4.2% lower Cloze accuracy, 9.1% more incor-
rect definitions, and 26.1% less good translations
than lexical neologisms. 76.8% of neologisms with-
out trend lines are morphological. Compared to
lexical and semantic neologisms that require preva-
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Figure 9: Results of the human-annotated MT models
for each linguistic type of neologism.

lence to be differentiated from incoherent strings,
morphological neologisms are created with polyno-
mial combinations of common subwords. Many of
these intelligible combinations are largely unused,
resulting in lower downstream performance.

Semantic neologisms produce the lowest per-
plexities and the worst performance in gener-
ation tasks. Since these neologisms use existing
word forms, they have an average of 266 lower
perplexity rankings than other neologism words.
While semantic neologisms yield high Cloze QA
accuracy, they also achieve the lowest percentages
of correct definitions and translations. Models pro-
duce popular definitions and literal translations
based on a word’s most common meaning, as the
new sense of semantic neologisms is often nuanced
and difficult to capture.

6 Related Work

Temporal Drift in LLMs. Prior work has ex-
plored temporal data drift by creating temporal
splits of training data data (Loureiro et al., 2022;
Luu et al., 2022; Rottger and Pierrehumbert, 2021;
Jin et al., 2022; Luu et al., 2022; Lazaridou et al.,
2021). New factual updates of concepts are studied
with temporal splits of text corpora and QA datasets
(Jang et al., 2022; Margatina et al., 2023; Zhao
et al., 2022; Vu et al., 2023). Other work has ob-
served model degradation from new named entities
(Onoe et al., 2022; Rijhwani and Preotiuc-Pietro,
2020; Chen et al., 2021). Temporal degradation
occurs during short-term crisis events where infor-
mation changes quickly (Pramanick et al., 2022).
Studies have consistently found model degradation
with perplexity and downstream tasks. There are
no studies on model degradation from language
change of neologisms, so we create a benchmark to
evaluate models on neologisms with similar tasks.
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Figure 10: Resultsyof Cloze QA»and Definition Genera-
tion stratified by linguistic types of neologisms.

Neologism Collection. Using reference texts as
exclusion lists to filter common words from tar-
get corpora is the most documented method of
neologism detection. Target texts and exclusion
lists include news articles (Pinter et al., 2020; Falk
et al., 2014), dictionaries (Kerremans et al., 2018;
Langemets et al., 2020; Liu et al., 2013; Dhuli-
awala et al., 2016), social media (Pyo, 2023; Zal-
mout et al., 2019; Megerdoomian and Hadjarian,
2010) and other corpora (Cartier, 2017; Lejeune
and Cartier, 2017). These texts are slow to curate,
and semantic neologisms are filtered out. Moreover,
no resource collects general semantic neologisms.

gSome resources measure word prevalence with
time-series data of search queries to collect single-
word neologism candidates (Broad et al., 2018) or
cybersecurity neologisms (Li et al., 2021). They
are limited in scope by collecting only one type of
neologism based on rising popularity. Other meth-
ods collect neologisms with new slang dictionary
entries (Dhuliawala et al., 2016; Zhu and Jurgens,
2021). Dictionaries are slow to update, so new en-
tries are often conventionalized words. There is
no resource that uses time-series data to collect a
variety of neologisms rising in prevalence.

Previous work has utilized search templates of
explanation patterns to collect automatically neol-
ogisms (Breen et al., 2018). A few efforts have
used neural methods to automatically detect one
specific type of neologism, such as adjective-noun
neologism pairs (McCrae, 2019), blend words
(Megerdoomian and Hadjarian, 2010), and gram-
matical neologisms (Janssen, 2012; Falk et al.,
2014), which are existing words with new parts of
speech. No automatic resource collects neologisms

from various topics and linguistic backgrounds. To
address these limitations, NEO-BENCH uses multi-
ple methods to semi-automatically collect a variety
of neologisms, including multiword, semantic, and
prevalent neologisms.

Unseen Words. Rare words or typos are typi-
cally unseen in data when training a model but may
show up during inference. Prior work has measured
model degradation from unseen words (Chirkova
and Troshin, 2021; Nayak et al., 2020) and used
contextual subword embeddings (Garneau et al.,
2018; Chenetal.,2019; Hu et al., 2019; Wang et al.,
2019; Araabi et al., 2022), similar surface forms of
common words (Chen et al., 2022; Fukuda et al.,
2020), and morphological structure (Lochter et al.,
2020, 2022) to represent unseen words. Compara-
tively, the neologism lifecycle follows three stages:
emergence, dissemination, and conventionalization
(Cartier, 2017). New words often become preva-
lent and drastically shift a language’s distribution.
Semantic neologisms also use existing word forms
and are not classified as unseen words.

7 Conclusion

In this paper, we present NEO-BENCH, a new
benchmark to test the ability of LLMs to gener-
alize on neologisms. We use several methods to
collect a variety of neologisms, including preva-
lent, multiword, and semantic neologisms. In our
experiments, we find that models struggle with ne-
ologisms in both perplexity and downstream tasks.
Machine Translation is especially difficult, as trans-
lating neologisms often requires paraphrasing the
sentence. Current automatic metrics cannot mea-
sure translation quality, and human evaluation is
still needed. Neologisms also affect models differ-
ently based on linguistic structure, indicating that
this phenomenon is complex for LLMs to address.

Limitations

Most of our neologisms largely originated in US
and UK English, as we collect textual data from
news articles from this region. We do not restrict
our locations for Reddit data, but the majority of
English-speaking Reddit users are also from the
same regions. Given our limited expertise in other
English dialects, especially regions whose English
variations are largely influenced by other languages,
we do not collect many neologisms from English-
speaking regions outside these regions. However,
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our computational framework for collecting neolo-
gisms can be applied to any language or local vari-
ation. For temporal drift of multilingual language
modeling, we leave multilingual neologism collec-
tion and temporal drift analysis up for future work.
Additionally, NEO-BENCH is static as we collect
neologisms from mostly 2020-2023, which will
become outdated over time as newer models will
be exposed to new language in context. However,
the semi-automatic collection methods require min-
imal human supervision and can be dynamically
updated to continuously obtain neologisms. These
methods require time-series data of words and on-
line text corpora without needing human-curated
information like updated dictionaries to filter words.
The time-independent filters can collect recent neol-
ogisms without needing the time-consuming, man-
ual curation of temporal splits of textual data. Pro-
vided that the Google and Reddit Terms of Service
and API access enable NEO-BENCH collection, we
intend on periodically updating the set of neolo-
gisms in our dataset.

Ethical Considerations

We utilize Reddit monthly dumps to obtain uncom-
mon words, which often include sensitive infor-
mation such as account usernames. We take the
appropriate measures to ensure that no personally
identifiable information (PII) is included in our
dataset. We use a named-entity recognition model
via SpaCy to identify named entities that are po-
tentially PII and largely remove this information
automatically when filtering for neologism candi-
dates. We also manually inspect all the candidates
to ensure that no PII is included in our dataset. As
we use natural references from Google to construct
our model inputs, we also review our hand-crafted
sentences to ensure that there is no PII contained
in these sentences. Many neologism entries in our
work emerge from slang, and some slang words
have expletive or offensive meanings. The pur-
pose of our dataset and benchmark is to obtain a
representative sample of neologisms and compre-
hensively evaluate the impact of neologisms on
Large Language Models. We present examples
that do not contain such offensive information, but
these offensive entries are nonetheless a consistent
source of neologisms. For expletive neologisms,
we strive to create input sentences that capture the
meaning of the neologism while not perpetuating
gender, racial, and other potential biases. We do

not collect any neologisms that directly reference
stereotypes and demographic biases.
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A Related Work

Table 6 provides an overview and comparison of
English neologism resources, including the types

of neologisms and collection methods used in each
dataset. NEO-BENCH uses more collection meth-
ods and covers more types of neologisms, including
multiword and semantic neologisms.

B Data Collection

We base the categories of neologisms on the lin-
guistic taxonomy used in previous literature. Based
on our empirical studies, we observe that all neol-
ogisms fall under three broad categories: lexical,
morphological, and semantic. We additionally la-
bel neologisms based on subcategories of these
broad linguistic classes (e.g., word blends, deriva-
tions, acronyms, and novel phrases).

For Reddit neologism candidates, we collected
500 million utterances in December 2021 and 200
million utterances from January to May 2022. We
tokenize the utterances with the NLTK package
(Bird et al., 2009) to get individual word counts
and update a generic word counter. Neologism
candidates are selected by filtering out typos and
extremely rare words with less than a frequency of
50. We further filter out named entities by utilizing
a SpaCy named entity recognition (NER) model
(Honnibal and Montani, 2017) (en_core_web_sm)
to detect proper nouns and update a named entity
counter. We compare the counts of words from the
general counter and the named entity counter and
filter out the word if the proportion that a general
word is in a named entity is greater than 0.5. The
remaining words with the lowest frequencies are
the list of uncommon words that we treat as neol-
ogism candidates for a given month. In total, we
collect 74,542 neologism candidates.

For news articles, we use a script to collect
11,412 headlines from Google News from 2019-
2023. In total, we get 60,671 noun and verb
phrases with a Part-of-Speech Tagger via SpaCy
(en_core_web_sm) that we treat as neologism can-
didates. We use an old dataset of 80,071 neolo-
gisms obtained from two slang dictionaries (Zhu
and Jurgens, 2021) and sample 200 neologisms
with interesting or no trend lines. Table 7 provides
the breakdown of method overlap between each
method pair in NEO-BENCH. Instead of the sam-
ple of 1,100 data points, we compare a total of all
6,908 words tweeted out by the NYT First Said bot
from 2020 to 2023 with the other methods. Fig-
ure 11 provides the breakdown of NEO-BENCH by
collection method and linguistic type.
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Neologism Type Collection Method
Dataset Emerging? Multiword? Semantic? Generalized? Exclusion Lists Dictionaries Time-Series Templates
(Pinter et al., 2020) X X X v v X X X
(Kerremans et al., 2018) X X X v v X X X
(Zalmout et al., 2019) X X X v v X X X
(Janssen, 2012) X X v X v X X X
(Dhuliawala et al., 2016) X v X X X v X X
(Zhu and Jurgens, 2021) X v X v X v X X
(McCrae, 2019) X v X v X v X X
(Broad et al., 2018) v X X v X X v X
(Lietal., 2021) X 4 X X X X v X
NEO-BENCH (this work) v v v 4 4 v 4 v

Table 6: Comparison of English Neologism resources by the types of neologisms collected and the collection
method used. NEO-BENCH covers more types of neologisms by using more methods than prior neologism datasets.

Source Reddit News NYTimes Dictionary
# Candidates | 74542 60671 6908 80071
% Reddit - 0.93%  0.94% 3.91%
% News 0.76% - 0.26% 0.12%
% NYTimes | 0.09% 0.03% - 0.15%
% Dictionary | 4.19% 0.16% 1.80% -

% Total | 5.04% 1.12%  3.00% 4.18 %

Table 7: Number of shared neologism candidates for
each method pair. The overlap is reported as a percent
of the total number of candidates for each method.

B.1 Google Trends Filtering

We collect Google Trends monthly data from Jan-
uary 2010 to July 2023. While Google Trends
provides data from 2004, there are inconsistencies
in word usage frequencies until 2010. To compare
word prevalence between neologisms, we make
a pairwise comparison of a neologism candidate
with the misspelling ‘dangrous’, which provides
a consistent baseline comparison for word usage
data. We then use this normalized trend line for
neologism candidate filtering.

In total, we create five differing methods that
use a combination of filtering criteria, including
curve-fitting, argmax detection, integral, line of
best-fit, and maximum trend data values, to evalu-
ate words as neologism candidates. We select the
best combination based on which method yields
both high precision and estimated recall in collect-
ing neologisms. Using 20,000 words collected in
February 2022, we filter this set through all five
methods which filter out almost 90% of words.
We sample each method for 100 candidates and
manually annotate the samples for neologism clas-
sification, obtaining a sampled precision of each
method. We combine all the neologisms from the
manually-annotated samples to obtain a computa-
tionally derived neologism set. We evaluate each
method for its estimated recall based on the propor-
tion of words from the computational neologism

sample that is not filtered out. The sample precision
is particularly low given the sparsity of neologisms
that appear at a specific point in time, so we select
the method with the highest precision of 0.2 and an
estimated recall of 0.625 to reduce the amount of
manual annotation required.

B.2 Dataset Analysis

NEO-BENCH

[ Reddit

O News Articles
O NYTimes

[ Dictionaries
[0 Handpicked

N |

Reddit News Articles NYTimes
4
Dictionaries Handpicked
[ Lexical

[0 Morphological
O Semantic

WA
2

Figure 11: Breakdown of NEO-BENCH by collection
method. Each method is further stratified by the linguis-
tic type of neologisms.

With the best-performing filter method, we also
estimate its recall with a set of 100 handpicked
neologisms in our dataset. The estimated recall
of our method is 0.55. This estimate is slightly
lower than the estimated recall we used with the
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neologism candidates we computationally gathered,
but our collection methods remain consistent.
Analyzing the overlap of words in our dataset
with Urban Dictionary by collection method, we
find that 44.37% of Reddit neologisms, 38.4% of
News neologisms, and 65.25% of neologisms ob-
tained from dictionaries and exclusion lists overlap.

B.3 Emergence Date Labeling for
Perplexity-Based Rankings

Using Google Trends to record the month and year
where word usage spikes, we estimate the date for
when a neologism enters the dissemination stage
of its lifecycle. We find that 68% of neologisms
emerged during 2020-2023, and 17% of all words
have no dissemination date or trend line. The re-
maining words were prevalent before 2020, but a
new connotation or usage has recently emerged.
These dates are potentially inaccurate as a trend
line is collapsed into a single date. Compared to
using the entire graph to evaluate long-term word
trends when filtering for neologisms, a single date
may not perfectly capture neologism growth for
words that exhibit a steady rise in growth.

B.4 NEO-BENCH Tasks

We sample 750 neologisms from our set of 2505 to-
tal neologisms. We stratify the sample based on the
5 collection methodologies used: handpicked, Red-
dit, News articles, NYT First Said Bot, and Slang
dictionaries. We collect 500 neologisms from Red-
dit and News Articles, 100 from NYT First Said
Bot, 100 from slang dictionaries, and 50 from our
handpicked set.

We work with 3 in-house native English speakers
to construct inputs for Cloze question answering,
definition generation, and human-evaluated ma-
chine translation. Using a script, annotators are pro-
vided with Google Search Descriptions containing
neologisms. With these reference sentences, anno-
tators were instructed to create 750 multi-sentence
Cloze passages and to create 4 multiple-choice op-
tions based on topical relevance to the neologism
and 1 distractor answer that is a feasible substitute
in the passage. Annotators also constructed 750
sentences containing neologisms and 750 questions
asking for the definition of neologisms. From a sub-
sample of 100 neologisms, annotators constructed
minimal pair sentences using Google Search ref-
erences for human-evaluated machine translation.
Annotators were instructed to create any feasible
substitute word, regardless of topic, to replace the

neologism in the minimal pair sentence. For per-
plexity rankings, we use 422 Cloze passages that
have both a single-word neologism and distractor
answer.

We additionally subsample 240 sentences con-
taining neologisms for automatic machine trans-
lation. We work with 3 in-house native Chinese
speakers to construct 240 reference translations
for automatic MT evaluation. Annotators were
provided the input sentence, the neologism, and
the definition and were instructed to create fluent
and accurate translations. If no associated term
in Chinese exists, annotators were instructed to
paraphrase sentences or use substitute terms with
minimal information loss. Annotators were then
instructed to retranslate the Chinese sentence back
into English to enable further study on accurate
translation techniques of neologisms, including
paraphrasing the sentence. All 6 annotators we
work with have a college-level education.

C Experimental Details

All models are evaluated on two NVIDIA A40
GPUs for a single run since models are not fine-
tuned for NEO-BENCH tasks.

C.1 Machine Translation

For human-evaluated MT, our error categorization
is partially adapted from the widely-used MQM
framework (Freitag et al., 2021), which is adjusted
based on the pilot studies we conducted on translat-
ing sentences containing neologism words. Trans-
lation errors are ordered by severity in affecting the
understanding of the sentence, and annotators label
sentences based on the most severe translation er-
ror. For instance, if there are grammatical mistakes
and English words in the translation output, the
output will be labeled “Copy” since that is the most
severe translation error. Table 12 provides example
outputs for each translation category.

We crowdsource annotations by screening for
5 fluent Mandarin speakers on Prolific®, a crowd-
sourcing website. All 5 annotators are fluent in
English and Mandarin and reside in the United
States and United Kingdom. All of the annotators
have a college education and are informed about
the nature of the study. Each annotator was given
the same set of neologism sentences across all 5
models evaluated to ensure a standard comparison
between models. Annotators were provided with

Shttps://www.prolific.com
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neologism definitions and were instructed to select
the label corresponding to the worst translation er-
ror in the sentence and highlight the corresponding
spans in the input sentence and MT output. Annota-
tors were also instructed to label the error severity
and the confidence in their selection of translation
categories on 3-point Likert scales. Finally, annota-
tors marked if the translation error occurred from
the neologism or from another portion of the sen-
tence. The average time to annotate 20 minimal
pairs was 80 minutes, and each annotator was paid
$12.00 an hour, which is on the high end for stan-
dard pay on Prolific. We use the Thresh (Heineman
et al., 2023) interface for annotating translation sen-
tences, and Figure 13 provides a screenshot of the
interface.

Based on our human reference translations of
neologisms, we find that translation is difficult. For
neologisms representing new concepts, there may
be information loss if there is not an associated
word in the target language (e.g. boyflux — non-
binary). There are often no exact words associated
with neologisms in the target language, so trans-
lation requires providing the neologism definition
and rephrasing the entire sentence (e.g. fossilfla-
tion — fossil fuel price increases). However, since
neologisms are created with the same linguistic ori-
gins as common words, the novelty of neologisms
results in lower MT performance.

C.2 Rank Classification with Perplexity

We also tested TS and Flan-T5 for perplexity rank-
ing and find that Flan-T5 exhibits higher neologism
rankings than T5. However, when sorting words by
lowest perplexity and filling in the mask, we find
that these models produced entirely incoherent se-
quences, so we do not report these models. Given
the computational intensity of evaluating 5,002 se-
quence perplexities, we only evaluate the base size
of models.

C.3 Cloze Question Answering

Rank classification is used to select the lowest
perplexity answer for BART, TS, and GPT-J. For
other models, we shuffle the order of answers and
conduct experiments with 5-shot prompting with
the following format:

Fill in the blank with the options below:
Question: [EXAMPLE CLOZE PASSAGE]

a) [EXAMPLE INCORRECT ANSWER]

b) [EXAMPLE DISTRACTOR ANSWER]

c) [EXAMPLE INCORRECT ANSWER]
d) [EXAMPLE INCORRECT ANSWER]
e) [EXAMPLE NEOLOGISM ANSWER]
f) [EXAMPLE INCORRECT ANSWER]
Answer: e) [EXAMPLE NEOLOGISM ANSWER]

Fill in the blank with the options below:
Question: [TEST CLOZE PASSAGE]

a) [TEST INCORRECT ANSWER]

b) [TEST INCORRECT ANSWER]

c) [TEST NEOLOGISM ANSWER]

d) [TEST DISTRACTOR ANSWER]

e) [EXAMPLE INCORRECT ANSWER]

f) [EXAMPLE INCORRECT ANSWER]

Answer:

C.4 Definition Generation
We conduct experiments with 5-shot prompting

with the following prompt:

Answer the question.
Question: [EXAMPLE DEFINITION QUESTION]
Answer: [EXAMPLE DEFINITION ANSWER]

Answer the question.

Question: [TEST CLOZE PASSAGE]
Question: [TEST DEFINITION QUESTION]
Answer:

One of the paper’s authors manually anno-
tates 100 outputs. We measure the Cohen’s Kappa
between automatic GPT-4 and human evaluation,
and we obtain an average Cohen’s Kappa of
0.744, indicating high agreement between human
judgment and GPT-4.

For automatic evaluation, we additionally use
GPT-4 to determine if a correct model definition
is better or worse than the reference definition pro-
vided by human input. For incorrect answers, we
separate between incorrect and omitted generations,
which are model outputs that are either left blank or,
for GPT models, outputs where the model acknowl-
edges that it does not recognize the neologism.

Table 13 provides the full results of the open-
domain question-answering experiments, including
the average length of definitions, manual evaluation
and model-wise Cohen’s Kappa. While LLaMA-2
70B outperforms GPT-3.5 in Cloze QA, GPT 3.5
produces more correct definitions than LLaMA-2-
70B. Instruction-tuned models produce a higher
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Pre-trained

Model Lexical Morphological Semantic
BART-Large 19.88 18.48 14.94
T5-Large 33.54 39.88 39.08
GPTJ 6B 34.78 25.22 36.78
LLaMA-1 7B 29.50 27.86 29.89
OLMo 7B 26.40 28.45 28.74
Mistral 7B 69.57 65.69 70.11
LLaMA-2 7B 67.39 58.36 62.07
LLaMA-2 13B 69.25 61.58 62.07
LLaMA-2 70B 77.95 71.55 77.01
GPT 3.5 69.25 69.79 77.01
Instruction-Tuned
Model Lexical Morphological ~Semantic
Flan-T5 Large 41.99 42.99 41.61
Alpaca 7B 50.37 44.87 42.99
OLMo Instruct 7B 60.45 47.99 55.07
Mistral Instruct 7B 61.18 57.16 51.62
LLaMA-2 Chat 7B 62.64 57.42 62.76
LLaMA-2 Chat 13B | 68.63 61.58 62.07
LLaMA-2 Chat 70B | 71.43 64.22 72.41
GPT-4 83.85 80.06 87.36

Table 8: Neologism accuracies of models for the Cloze
Question Answering task separated by linguistic type:
lexical (322), morphological (341), and semantic (87).
Best performing accuracy is presented in bold, while
highest shared accuracy is reported in underline.

proportion of correct answers that are deemed bet-
ter than the human reference sentence. We re-
port the average length of generations for each
model and conclude that GPT-4 prefers instruc-
tion model outputs because the human reference
sentences are on average 19.20 words long, which
is more concise compared to the more elaborative
responses of instruct-tuned models. We find that
81.07% of preferred answers across all models are
longer than the alternative correct answer. Table
14 provides examples of instruct-tuned model re-
sponses that are evaluated as better than the hu-
man reference and examples of GPT-omitted re-
sponses. Even when prompted with shortened an-
swers, instruction-tuned models produce longer-
form responses. We did not test for restraining
the length of the model output as the complexity
and reference definition length for each neologism
varies extensively. Instruction-tuned models are
less likely to produce omitted answers, and only
GPT-3.5 and GPT-4 have generations that acknowl-
edge that a term is unrecognized.

D Linguistic Taxonomy

Table 8 provides the linguistic breakdown of neolo-
gism accuracies for each model in Cloze QA. Table
11 provides the stratified results of definition gener-
ation by linguistic type of neologism. Tables 9 and
10 provides the breakdown of automatic machine
translation evaluation, and Figure 12 provides the

stratified results of manually labeling translations
by linguistic type. We report each category as a
proportion to the total amount of neologisms for a
certain linguistic type. Model performance discrep-
ancy between the open source models and commer-
cial systems is highest for lexical neologisms. For
automatic metrics, lexical neologisms do not yield
higher BLEU scores but yield higher COMET and
COMETKiwi scores. Morphological neologisms
yield 5.3 lower BLEU scores, 3.4% lower COMET
scores, and 4.4% lower COMETKiwi scores than
lexical neologisms. BLEU scores for semantic ne-
ologisms are high as there is high token overlap
between different senses of the same word form.
However, semantic neologisms often yield sim-
ilarly low COMET and COMETKiwi scores as
Morphological neologisms.
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MetricX-23xx1, MetricX-23-QExxi, MetricX-23xy, MetricX-23-QEx;,
Model Lex. Morph. Sem. Lex. Morph. Sem. Lex. Morph. Sem. Lex. Morph. Sem.

Google Translate  1.494  2.087  1.864 1.126  1.762  1.180 1.642 2145  2.099 1742 2129  1.867
Bing Translator 1.889 2725  2.821 1.265 2011 1.711 1.999 2501 2.722 1.987 2450 2.278
DeepL Translator 1.507  1.892  2.089 1.042 1455 1.220 1.815 1.846  2.282 1.648 2195 1924

GPT-4 1428 1.612  1.667 1.275  1.532  1.520 1739 1776 1978 1.804 2278 2297
GPT-3.5 1.197 1.995  2.095 1.035 1.779  1.606 1.528 1915  2.109 1.656 2481 2430
ALMA-7B 2.025 2553 2758 1.710 2246  2.233 1.950 2.489 2.284 2,172 2719 2413

M2M100 1.2B 27764 3917 3.779 2204 3370  2.704 2.647 3.553  3.138 2487 3373  3.004

Table 9: MetricX-23 and MetricX-23-QE scores of Machine Translation models evaluated on neologisms, separated
by linguistic type of neologisms and aggregate score.

COMET COMETKiwi BLEU
Model Lex. Morph. Sem. Lex. Morph. Sem. Lex. Morph. Sem.
Google Translate 0.870 0.842 0.849 0.820 0.782 0.805 0.530 0.487 0.507
Bing Translator 0.852 0.806 0.812 0.812 0.769 0.786 0.484 0.418 0.467
DeepL Translator 0.856 0.833 0.833 0.823 0.792 0.814 0.434 0.373 0.429
GPT-4 0.866 0.845 0.852 0.814 0.782 0.776 0.466 0.414 0.491
GPT-3.5 0.859 0.833 0.820 0.824 0.773 0.769 0.425 0.365 0.425
ALMA-7 B 0.814 0.795 0.786 0.770 0.731 0.730 0.303 0.262 0.287
M2M100 1.2B 0.816 0.743 0.774 0.786 0.715 0.730 0.357 0.310 0.361

Table 10: COMET and BLEU scores of Machine Translation models evaluated on neologisms, separated by
linguistic type of neologisms and aggregate score.

Lexical Neologisms (36)

Oracle Ensemble [2.8] 5.6 ]
Microsoft Bing 19.4 [28] 8.3
GPT-4 8.3 | 16.7 [ 56 ]

Google Translate 5.6__[2.8] 22.2 [2-8]
DeepL Translator 2.8[2.8] 27.8 [2:8]
GPT-3.5 13.9 I 11.1 [2:8]

ALMA 7B 5.6 | 13.9 | 25 28 56 |
M2M100 1.2B 22.2 [ 56 ] 25

Morphological Neologisms (44)

Oracle Ensemble
Microsoft Bing
GPT-4

Google Translate
DeepL Translator
GPT-3.5

ALMA 7B
M2M100 1.2B

Oracle Ensemble
Microsoft Bing
GPT-4

Google Translate
DeepL Translator
GPT-3.5

ALMA 7B I
M2M100 1.2B
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Figure 12: Results of the Machine Translation task with human-annotated labels for each linguistic type of neologism.
Results are reported as percentages of the total number of neologisms of each linguistic category (provided in the
titles). A Human Oracle Ensemble selecting the best model translation for each sentence is provided.
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Lexical (322) Morphological (341) Semantic (87)

Pre-trained Models Correct % Worse % Better | Correct % Worse % Better | Correct % Worse % Better

GPTJ 6B 0.367 78.7% 21.3% | 0.323 68.1% 31.9% | 0.322 78.6% 21.4%
LLaMA-1 7B 0.506 72.9% 27.1% | 0.437 68.4% 31.6% | 0.345 63.2% 36.8%
OLMo 7B 0.674 52.1% 479% | 0.557 49.5% 50.5% | 0.529 58.7% 41.3%
Mistral 7B 0.661 59.6% 404% | 0.628 62.6% 37.4% | 0.494 69.8% 30.2%
LLaMA-2 7B 0.587 65.1% 349% | 0.481 58.0% 42.0% | 0.506 72.7% 27.3%
LLaMA-2 13B 0.609 62.7% 37.3% | 0.510 62.2% 37.8% | 0.425 64.9% 35.1%
LLaMA-2 70B 0.665 57.4% 42.6% | 0.613 54.0% 46.0% | 0.483 57.1% 42.9%
GPT 3.5 0.817 6.1% 93.9% | 0.686 9.8% 90.2% | 0.713 11.4% 88.6%
Lexical (322) Morphological (341) Semantic (87)
Instruct-tuned Models Correct % Worse % Better | Correct % Worse % Better | Correct % Worse % Better
Flan-T5 Large 0.158 96.2% 3.8% | 0.158 83.5% 16.5% | 0.080 86.3% 13.7%
Alpaca 7B 0.565 71.0% 29.0% | 0.463 70.8% 292% | 0.414 63.8% 36.2%
OLMo Instruct 7B 0.804 41.7% 58.3% | 0.581 34.3% 65.7% | 0.471 31.7% 68.3%
Mistral Instruct 7B 0.767 47.8% 52.5% | 0.581 39.4% 60.6% | 0.471 29.3% 70.7%
LLaMA-2 Chat 7B 0.581 59.4% 40.6% | 0.528 63.3% 36.7% | 0.448 66.7% 33.3%
LLaMA-2 Chat 13B 0.649 40.7% 59.3% | 0.543 41.1% 58.9% | 0.494 39.5% 60.5%
LLaMA-2 Chat 70B 0.661 46.0% 54.0% | 0.566 44.5% 55.5% | 0.494 37.2% 62.8%
GPT-4 0.870 8.3% 91.7% | 0.827 11.4% 88.6% | 0.736 11.0% 89.0%

Table 11: Results of the definition generation task when separated by linguistic type. Accuracy is reported as a
proportion of correct answers compared to the total number of neologisms of each linguistic type. The percentages
of correct answers that are labeled as *worse’ and ’better’ than the human reference sentence by GPT-4 are provided.

< Hit1/40 > o 00

Source: < D

Definition: Compersion is vicarious joy associated with seeing one’s partner have a joyful romantic or sexual relation with another.
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Figure 13: Thresh Interface used to crowdsource human annotations of Machine Translation Output.
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Translation Output Examples

Fire Weather

Input: They will not issue official warnings until fire weather is forecast to occur.
(Fire weather is the use of meteorological parameters such as relative humidity, wind speed, mixing heights, and soil moisture
to determine whether conditions are favorable for fire growth and smoke dispersion.)

Model Output (G88d): 7EFIM & £ K RKRAZH], WITAERMAETTES.

(Before predicting the occurrence of fire weather, they will not issue an official warning.)

Human Translation: fflfi TEZIFE] K RKSA S KA E T EL .

(They will only issue official warnings when a fire weather is forecasted.)

Dupe

Input: Discover new affordable dupes for luxury expensive makeup products.
(A dupe is an abbreviation of the word "duplicate”.)

Model Output (Unnatural): 534 5 57 KR 5 & BUET R SRS A & 5 -

(Find new affordable replicas for luxurious and expensive makeup products.)

Human Translation: ¥R %% & 52 (LIS AEA B HN & -

(Explore new affordable alternatives for luxurious and expensive makeup products.)

Snowvember

Input: When sleet started falling during Thanksgiving it was officially snowvember.
(Snowvember refers to a particular November that experiences a lot of snowfall.)

Model Output (Literal): % /&B TR THRRER, EXHAAT H—AF.

(When it starts to rain and snow during Thanksgiving, it officially enters the November snow.)

Human Translation: B2 T8 T R SIREE T A FIERI 8 -

(The start of sleet during Thanksgiving marks the official beginning of ’Snowvember’.)

Trollbaiting

Input: Trollbaiting has caused my growth on social media this past month to be super high.
(Trollbaiting describes when an internet user knowingly invites the hatred of a highly reactionary group of trolls.)

Model Output (Partial): i E—1HE, JRAE AR g o B R

(In the past month, my growth on social media has been extremely fast.)

Human Translation: i35 — 1A B, @I PR T, AR AR I B35 A R -

(In the past month, by provoking internet trolls, my growth on social media has been extremely rapid.)

Forever
Chemicals

Input: The environment cannot break down forever chemicals, and they will remain in our bodies for years if ingested.
(Forever chemicals are used to make products grease-proof, water-proof, stick-proof, and stain-resistant and are toxic to humans
and nearly indestructible.)

Model Output (Mistranslation): 25 NFEAGE MBI AYIET, ARBAEAN], ENSERNGAEEREE -
(The environment cannot always break down chemicals, and if ingested, they can stay in our
bodies for years.)

Human Translation: S TLED KA SEPIB, —BIA, XEYFCHAERIIN S EHRE L.

(The environment cannot break down ’forever chemicals’, and once ingested, these substances will remain in
our bodies for many years.)

Blud

Input: What is blud talking about I can’t understand.
(Blud is slang that is used to address men and means bro.)

Model Output (€8p§): blud 73 4 FATAVE «

(blud, I don’t understand what you are saying.)

Human Translation: FATNEXE1EDAT 4 -

(I can’t understand what this guy is saying.)

Noctor

Input: Is the narcissist in your life a noctor and diagnosing you?
(A noctor is a health professional (usually nurse) who takes on some traditional roles performed by the doctor.)

Model Output (Incomprehensible): {7415 H ) B NE R FREIL, SWERIG?
(Is the narcissist in your life like nightfall, diagnosing you?)

Human Translation: F5M7E/R 416 1) B ANE B AE B RE A ARSI

(Is the narcissist in your life pretending to be a doctor and diagnosing you?)

Table 12: Example model outputs for all possible translation categories. For each neologism example, the English
input and Chinese output is reported. A gold reference definition of the neologism is provided. (Neologism
definitions and English translations are shown for information only.)
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GPT-4 Eval. (750) Human Eval. (100)

Avg. Length  Acc. (1) H Acce. (1)

Model Incorrect Omitted Worse Better Cohen’s x (1)
- GPT-J 6B 494 0 190 66 19.04 0.341 0.38 0.711
¢ LLaMA-17B 384 24 240 102 16.69 0.456 0.48 0.697
‘= OLMo 7B 297 0 234 219 19.24 0.604 0.64 0.729
5 Mistral 7B 280 0 291 179 17.35 0.627 0.64 0.768
;;3 LLaMA-2 7B 311 42 251 144 19.49 0.529 0.61 0.681
LLaMA-2 13B 262 81 255 152 18.76 0.544 0.56 0.698
LLaMA-2 70B 191 94 260 205 17.29 0.620 0.67 0.827
GPT 3.5 95 96 46 513 41.21 0.745 0.72 0.828
Flan-T5 Large 638 0 100 12 15.42 0.149 0.17 0.670
x Alpaca 7B 374 0 112 264 34.18 0.501 0.56 0.761
2 OLMo Instruct 7B 297 0 144 309 27.37 0.604 0.68 0.737
2 Mistral Instruct 7B 307 0 165 278 22.15 0.591 0.65 0.643
— LLaMA-2 Chat 7B 320 0 155 275 24.02 0.573 0.58 0.758
LLaMA-2 Chat 13B 313 0 178 259 24.14 0.583 0.66 0.731
LLaMA-2 Chat 70B 300 1 200 249 24.22 0.599 0.64 0.771
GPT 4 106 18 62 564 38.09 0.835 0.85 0.891

Table 13: Full results of the Definition Generation task showing the number of correct and incorrect answers
per model. A sample of 100 neologisms are manually evaluated, and Cohen’s Kappa is calculated to determine
annotator agreement between GPT-4 and human evaluation. Model accuracy is reported for both manual and GPT-4
evaluation based on the number of definitions evaluated. Correct outputs are divided between being worse or better
than the human reference sentences. Wrong definitions are divided between incorrect or omitted output where
models do not provide a definition when prompted. Average length of definitions is reported with number of words.

a) Better Model Output Examples

Inclusive
Education

Reference Definition: Inclusive education refers to all students being able to access and gain equal opportunities to
education and learning.

Flan - TS Large Output: /nclusive education is a philosophy that emphasizes the inclusion of all students, regardless of
their disability, gender, race, religion, or sexuality.

Greenwashing

Reference Definition: Greenwashing is the act or practice of making a product, policy, activity, etc. appear to be more
environmentally friendly or less environmentally damaging than it really is.

Alpaca 7B Output: Greenwashing is the practice of misleading consumers about the environmental practices of a
company or product. It involves claiming to be environmentally friendly without having any genuine commitment to
sustainability.

TCG

Reference Definition: TCG is an acronym for "trading card game."

LLaMA - 2 Chat 7B Output: TCG stands for Trading Card Game, a type of game where players use cards to represent
characters, spells, and other elements to battle each other.

Mermaidcore

Reference Definition: Mermaidcore is an aesthetic focusing on imagery and fashion related to mermaids.

LLaMA - 2 Chat 13B Output: Mermaidcore is a type of aesthetic that features pastel colors, sparkly accessories, and
Sflowing fabrics, inspired by the mythical creatures known as mermaids.

Wokeness

Reference Definition: Wokeness is the quality of being alert and concerned about social injustice and discrimination.

LLaMA - 2 Chat 70B Output: I7 is a term used to describe the state of being aware of and attuned to social injustices,
particularly those related to racism, sexism, and economic inequality.

Longcovid

Reference Definition: Longcovid is the signs and conditions that continue or develop after acute COVID-19 infection.

GPT - 4 Output: Long COVID, also known as post-acute sequelae of SARS-CoV-2 infection (PASC), refers to a range of
symptoms that can continue for weeks or months after the acute phase of a COVID-19 infection has resolved. Symptoms
may include fatigue, breathlessness, brain fog, depression and anxiety, pain, and other long-term complications.

b) Omitted Model Output Examples

Falstalgia

Reference Definition: Falstalgia is a misguided feeling of nostalgia, a longing for a past that really wasn’t that great
and you weren’t around for.

GPT - 4 Output: I'm sorry, "falstalgia" does not appear to be a recognized term in English language or any other
languages. It could be a typo. If you meant "nostalgia," it is a sentimental longing or wistful affection for the past,
typically for a period or place with happy personal associations.

Flurona

Reference Definition: Flurona is a coinfection with influenza and COVID-19.

GPT - 3.5 Output: I'm sorry, but I couldn’t find any information on the term "flurona." It is possible that it is a newly
coined term or a term that is not widely recognized.

Table 14: Example model outputs of the definition generation task. a) Instruction-tuned model outputs evaluated as
better than the reference definition by GPT-4 and b) GPT model outputs that omit definitions are provided.
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