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Abstract—The rapid advancement of 5G networks and
the upcoming transition to 6G necessitate the use of the
Open Radio Access Network (O-RAN) architecture to
enable greater flexibility, interoperability, and innovation.
This shift towards 6G and O-RAN requires the development
of advanced simulation tools for testing, analyzing, and
optimizing Radio Access Network (RAN) operations. This
need becomes critical due to the complex dynamics of
mobility management inherent in the 6G vision and next-
generation networks. These networks anticipate advanced
handover methods for mobile users, UAVs, IoT devices,
and beyond. Addressing this gap, this paper introduces
RANFusion: a robust RAN simulator specifically created
to explore a variety of handover scenarios and to test
and balance resources between users. This tool enables
precise simulations for refining handover strategies within
RAN and O-RAN environments, thereby ensuring optimal
performance and reliability in these advanced network
infrastructures.

Index Terms—5G, 6G, Open RAN, O-RAN, RAN, Han-
dover

I. INTRODUCTION

The rapid evolution of mobile networks from 5G to
6G has initiated a paradigm shift in RAN design and
operation. Adopting the O-RAN architecture is crucial
for enhancing flexibility, interoperability, and innovation
in both 5G and 6G networks. [1]. The RAN Intelligent
Controller (RIC) consists of near-real-time components
(near-RT-RIC) and non-real-time components (non-RT-
RIC). Developers can design applications (xApps) that
directly controls the RAN element and integrate Artificial
Intelligence (AI) and Machine Learning (ML) with the
network. This distinction is pivotal; near-RT RIC focuses
on orchestrating operations within seconds (typically
10ms to 1Is) for dynamic policy enforcement and opti-
mization, whereas non-RT RIC operates on a timescale of
minutes to hours, addressing less time-sensitive control
and management functions. For next-generation cellular
networks (6G and beyond) and their use cases, which will
incorporate non-terrestrial networks, such as satellites
and Unmanned Aerial Vehicle (UAV) base stations [2],
alongside terrestrial networks [3], low-latency and high-
reliability services are needed [4]. This will increase the
number of handovers due to smaller coverage areas and

higher signal attenuation. Meanwhile, the transition to
O-RAN infrastructure introduces new challenges, partic-
ularly in mobility management and handover processes.
These processes are essential for ensuring smooth con-
nections and the efficient use of resources.

To address handover challenges, simulation becomes
crucial. However, despite the availability of many RAN
simulators, existing tools often face scalability issues,
especially in scenarios involving more than two user
equipment (UE) or multiple gNodeBs. These issues are
particularly problematic in situations where handovers
are expected to occur seamlessly without signal weak-
ness, changing the interference levels, or under specific
conditions. Problems such as ping-pong effects, failed
handovers, and late handovers necessitate robust simula-
tion tools for testing and enhancing algorithms [5].

This paper presents RANFusion, a solution designed
to improve handover in RAN and O-RAN simulations,
especially for difficult handover situations where the
limited E2 interface support and scalability limits of UEs
and gNodeBs make things harder. RANFusion follows
3GPP standards and improves the testing framework
by providing comprehensive support for advanced load-
balancing and effective handover strategy assessments,
crucial for xApp and rApp use cases. It supports an
unlimited number of UEs, gNodeBs, cells, and sectors,
and isolates the network to enable precise, customiz-
able testing through JSON-driven configuration files.
Significant improvements in the implementation phase
include integrating a semi-functional E2 interface (E2-
like) and exposing an API to the xApp, which enhances
XxApp scenario testing during handovers. Figure 1 shows
the latest O-RAN architecture proposed by the O-RAN
Alliance, and RANFusion’s cell and sector designs.

The paper is organized as follows: Section II re-
views the related literature, Section III elaborates on
the handover process, Section IV details the design and
architecture of RANFusion, Section V showcases the
results, and Section VI provides the concluding remarks.
RANFusion’s source code and documentation are avail-
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able on GitHub'.

II. RELATED WORK

The RAN simulator have been presented in several
works, as summarized in Table I. Our focus is on open-
source academic software. Open Air Interface (OAI) and
stsSRAN, which support 4G/5G stacks, are limited due
to their lack of full E2 support, a critical component
for effective O-RAN handovers. E2E simulators and
OMNeT++-based models, although facing limitations
in supporting dynamic and scalable network scenarios
under O-RAN standards, still offer enhancements [6].
Nardini et al. introduced an OMNeT++-based model
library to simulate 5G networks, and the GTEC 5G
link-level simulator presents features but is limited in
handover scenarios [7], [8]. The my5G tester and 5G-
air provide a simulation module for SGNR but do not
support O-RAN [9], [10]. Additionally, [11] presents the
calibrated Simu5G with limited scenarios.

TRANFusion source code and documentation: https:/github.com/
openaicellular/oaic-t/tree/master/RANFusion

TABLE I: RAN Simulators Comparison

Simulator Key Features Limitations

srsRAN LTE/5G scalability, E2
OAI LTE/5G scalability,E2
my5G tester 5G Non-O-RAN
Simu5G 5G analysis Non-O-RAN
5G-air 5G Support Non-O-RAN
MATLAB 5G Simulink Non-O-RAN
NS2 Dev Protocol Non-O-RAN
NS3 Active development Non-O-RAN
OMNeT++ Modularity Non-O-RAN
OPNET Detailed modeling Non-O-RAN
WISE 5G Channel Non-O-RAN

III. HANDOVER IN NEXT-G

Cellular communications require an efficient handover
process to maintain service continuity. This process is
crucial as users move between various network compo-
nents, including sectors, cells, base stations, Centralized
Units (CUs), and Distributed Units (DUs). As a bridge
to 6G, 3GPP Release 19 focuses on refining mobility
management and handover processes in commercial 5G
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Figure 2: Multiple Handover Scenarios in Future Networks

networks. These processes can be triggered based on
various scenarios, needs, and parameters, with the pri-
mary goal of minimizing service interruptions, maintain-
ing service levels, and enhancing overall performance
and revenue [12]. Figure 2 illustrates multiple possible
handover scenarios in 6G and next-generation networks.

In 6G networks, handover triggering events will be-
come more complex to optimize network objectives such
as load balancing, energy efficiency, and connection pri-
oritization [3]. Therefore, the handover decision-making
process will depend on multiple parameters, requiring
adaptable and intelligent algorithms.

Within the O-RAN architecture, handovers are classi-
fied into four main types: intra-gNB-DU, inter-gNB-
DU, intra-gNB-CU, and inter-gNB-CU [13]. RANFu-
sion adeptly supports these varied handover mecha-
nisms, including soft handovers within the same cell
and sector and hard handovers across different gNBs.
This adaptability facilitates efficient transitions, including
intra-gNB-DU handovers within the same gNB-DU and
both inter-gNB-DU and intra-gNB-CU handovers across

different gNB-DUs under the same gNB-CU. Moreover,
inter-gNB-CU handovers, managed via the Xn or N2
interfaces 1, showcase the versatility of RANFusion
within the disaggregated RAN structure of the O-RAN
architecture, enhancing mobility management and re-
source optimization in next-generation cellular networks.

IV. RANFUSION: SYSTEM DESIGN AND
ARCHITECTURE

A. Requirement

This simulator is compatible with Windows, MacOS,
and Linux, requiring Python 3.x and InfluxDB 2.7.6 for
its operation.

B. Setup Networks

Network setup requires specifying the number of cells,
sectors, and gNodeBs in a JSON configuration. RAN-
Fusion facilitates customizable, scalable configurations
from 1 to n sectors, cells, or gNodeBs. Each gNodeB is
configured to support multiple cells, and each cell can
encompass several sectors, with each sector capable of
handling an unlimited number of User Equipment (UEs).
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Entity parameters are fully customizable via JSON. Fig-
ure 3 depicts the default radio architecture, mirroring
commercial products, with 6 cells and 3 sectors per cell.
Cell sectorization varies according to operator needs, en-
vironmental density, and network design considerations.

C. Components

The proposed architecture is detailed in Fig. 3, with
its major components described below:

Configuration Management: RANFusion leverages
four key JSON configuration files to define parameters
for gNodeB, cell, sector, and UE configurations. This
enables the customization of entities including cell id,
sector id, bandwidth, latitude, and longitude, etc. Ad-
ditionally, these files manage cell and sector capacities
and define further parameters for UEs. The configuration
management system reads and loads all configuration
files, thereby initiating the 5G network RAN. In this
setup, each gNodeB, Sector, cell, and UE is instantiated
separately in memory and managed independently.

API Messaging Gateway: RANFusion exposes a Flask
API, which can enable users, external applications,
XxApps, or rApps to access and modify end-to-end entity
parameters such as throughput, delay, and cell or sector
capacity value during the simulation. This feature enables

easier integration of RANFusion with O-RAN test beds
or other necessary measurement tools.

Traffic Management: The traffic generator produces a
variety of traffic types, including voice, video, gaming,
IoT, and data, with customizable parameters such as
packet size, bitrate, and interval. This facilitates the cre-
ation of conditions ranging from mild to extreme, aiding
in resilience studies. The DatabaseManager component
is responsible for storing real-time traffic metrics, which
can be analyzed thoroughly.

Network Management: Network management consists
of all entity nodes like sectors, cells, and gNodeBs,
with all parameters for each entity defined in these
components. Each of these nodes is controlled by its
manager. UEs are dispatched across sectors using a
”Round Robin with Fallback™ strategy, which sequen-
tially assigns UEs based on sector capacity and includes
a fallback mechanism to manage resource constraints
and specific demands. This strategy efficiently mitigates
risks, streamlines decision-making, and prevents sector
overloading.

Database Management: The database node manages
all database actions, including recording all transactions
between the UE and other nodes and defining and storing
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KPIs for each entity. Using InfluxDB, which is designed
for time series data, it records metrics one second at a
time in real-time.

Load Balancer: The load balancer employs a proac-
tive approach, where in-network loads are distributed
among cells, sectors, and gNodeBs. By leveraging real-
time metrics, this mechanism dynamically adjusts the
distribution of UE connections. The effectiveness of this
load-balancing strategy is assessed through several key
metrics as defined below:

UE Count Load = (Number of Connected UES) % 100 (1)

Sector Capacity

Total Capped Throughput
Sector Maximum Throughput

Throughput Load = ( ) x 100  (2)

Sector Load =(COUNT_WEIGHT x UE Count Load)

3

+ (TP_WEIGHT x Throughput Load) 3)
" . Sector Load;

Cell Load = Z1:1 e(;LOT 0a @
| Cell Load,

¢NodeB Load — 2zi=1 Coll Loadi )

m

When the algorithm detects a potential risk of con-
gestion, such as 80% sector capacity, a handover process
will be initiated. This process moves UEs to neighboring
underloaded sectors, cells, or gNodeBs to mitigate the
congestion risk. In case of any failure during this process,
a rollback process is automatically initiated, returning
UE:s to its previous position.

Al Core: In the Al core, a variety of Handover Al-
gorithms and Mobility Models are pooled to perform
user-defined scenarios. The RANfusion load balancer can
select and call several plug-and-play algorithms to pre-
cisely model mobile user behaviors and decision-making
processes related to handover management. Performance
evaluation and optimization are simplified with Al core
modularity, and results are shown in the influxDB dash-
board. Several studies, such as [14], [15], [16], and [17],
include handover scenarios for various environments,
which can be incorporated into the Al core pool.

Command Handler: The command handler node, which
is shown in figure 4 (a), is designed to act as a
middleware for executing various UE activities (e.g.,
add_ue, del_ue), traffic control commands such as
start_ue_traffic and stop_ue_traffic, and
other related activities. When the simulator runs, this
command line appears as a menu, and users can select
and execute different commands, like ue_log figure 4
(b), to see the results in the output or on the InfluxDB
dashboard.

V. EXPERIMENT RESULTS

We designed an experiment to evaluate the perfor-

mance of the RANFusion handover simulator in a re-
alistic network environment with diverse user mobility
patterns and traffic loads. The experimental setup consists
of a network with three gNodeBs (gNBs) organized in a
hexagonal layout. Each gNodeB is configured to support
multiple cells, each encompassing several sectors, with
sectors capable of handling an unlimited number of User
Equipment. These sectors were capped at a throughput
of 100 MB and accommodated User Equipment (UE)
across various service classes, assigned randomly. The
intersite distance between gNBs was established at 500
meters.
Network management component uniformly placed 10
UEs across all cells (Sectors) and exhibited diverse usage
patterns involving voice, data, video, gaming, and IoT
services. The simulation was conducted over a span of
300 seconds to evaluate the sustained performance of the
default handover protocol.

To assess RANFusion’s load-balancing capabilities, we
methodically increased the UE throughput in a specific
sector (Sector A) via an API designed to simulate E2-like
functionalities. This API supports a variety of actions,
several of which are crucial for real-time adjustments
during simulations, as outlined in the Command Handler
section. During this test, the UE throughput load in
Sector A was augmented by 10% every 1 seconds until
it reached 80% of its sector capacity. This scenario
simulates a rush-hour situation where a specific area
experiences a surge in user traffic. Configured with
a sector capacity threshold of 80%, the RANFusion
handover algorithm initiates the handover process when
the load within a sector surpasses this threshold. As a
part of this process, selected UEs are transitioned either
to an adjacent sector or to a neighboring cell that has
sufficient capacity. The handover decision considers the
available neighboring sectors and cells, as well as the
load conditions of the candidate cells. The API used
to change UE throughput is also available to any xApp
or rApp. Other parameters, such as those for UE, cell,
sector, or gNodeB, including UE signal strength, can be
defined or modified in the handover algorithm or the Al
core. This makes it easy to change certain parameters that
have to do with gNodeBs, cells, sectors, UEs, or traffic
flows. This capability highlights the flexibility and adapt-
ability of our system in dynamic network conditions. We
evaluated the handover algorithm’s performance based on
several key metrics:

Handover Success Rate (HSR): Handover success rate
versus attempted handovers(ratio).

Handover Failure Rate (HFR): Failure rate of handovers
(ratio).
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Figure 4: The command-line user interface

Average UE Throughput: The average data rate experi-
enced by the UEs in the network.

Cell and Sector Load Distribution: The distribution of
traffic load across all cells in the network.

The results demonstrate the effectiveness of the RANFu-
sion handover algorithm in managing the network load
and ensuring a high handover success rate. The algorithm
successfully offloads UEs from the congested target
sector/cell to the neighboring sector/cell (soft handover),
resulting in a more balanced load distribution across
the network. The average sector load is maintained at
48%, with the maximum cell load not exceeding 80%,
indicating efficient resource utilization.

Figure 5 visualizes the sector load distribution after
applying the RANFusion default handover algorithm.
Graph (a) clearly shows the handover peak and illustrates
how the algorithm redistributes the UE load from the
congested sector to other sectors or cells, achieving a
more uniform load distribution. The algorithm effectively
manages diverse mobility patterns and varying traffic

loads, ensuring seamless connectivity for the UEs. Graph
(b) also shows the before and after load balancing of
sector A, and graph (c) presents the Grafana output
schematic, which is connected to InfluxDB to monitor the
sector load during the handover event. Other supported
parameters and sample KPIs are also presented in Table
1L

TABLE II: RANFusion Simulation Sample Parameters

Parameter Value
Handover Count 98 (int)
Handover Latency 0.5 (s)
Calculate Handover Failure Rate (HFR) 0.1 (%)
Handover Success Rate (HSR) 99 (%)
UE Throughput 40.3 (MBps)
Network Delay 0.1 (s)
UE Jitter 0.1 (ms)
UE Packet loss 0.2 (%)
UE Delay 0.01 (s)
Cell Load 53 (%)
Sector Load 65 (%)
Network Load 35.8 (%)
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(c).

VI. FUTURE RESEARCH DIRECTIONS

This paper addresses the need for an effective RAN
and O-RAN handover simulator. Utilizing an InfluxDB
graph to store and visualize results, which initially fo-
cuses on the crucial issue of sector or cell congestion,
Future enhancements will address the current limitations
by establishing a direct connection between the simulator
and the RIC through the E2 interface. We aim to integrate
and dockerize the system with OAIC-T [18] to develop
a comprehensive O-RAN testbed framework.
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