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How do children decide when to believe a claim? Here we show that children
fact-check claims more and are better able to catch misinformation when
they have been exposed to detectable inaccuracies. In two experiments

(N=122),4-7-year-old children exposed to falsity (as opposed to all true
information) sampled more evidence before verifying atest claimina
novel domain. Children’s evidentiary standards were graded: fact-checking

increased with higher proportions of false statements heard during exposure.
Asimulation suggests that children’s behaviour is adaptive, because increased
fact-checking in more dubious environments supports the discovery of
potential misinformation. Importantly, children were least diligent at
fact-checking anew claim whenall prior information was true, suggesting that
sanitizing children’sinformational environments may inadvertently dampen
their natural scepticism. Instead, these findings support the counterintuitive

possibility that exposing children to some nonsense may scaffold vigilance
towards more subtle misinformation in the future.

Children have unprecedented access to information on their phones
and computers. This fact represents a very recent shift—one of both
promise and problem. The internet leaves users exposed to unprec-
edented amounts of misinformation. Exposure to misinformation
can lead to the long-term adoption of false beliefs in both adults' and
children® This is true even when the learner is aware of this bias. Mis-
information exposureisalso expected to increase withthe widespread
adoption of generative artificial intelligence models such as ChatGPT
and Bard. When these models produce fabricated informationin their
outputs, they can transmit them to users*. Children are probably most
vulnerable because they have less world knowledge® and are biased
to trust information®, particularly under conditions of uncertainty’.
Indeed, evenwhen preschoolers directly observe datathat conflict with
testimony, they rarely seek additional data and struggle to disregard
the misleading information®. Despite these unique vulnerabilities, the
overwhelming majority of work on misinformation centres onadults’.

What we know of children’s media habits suggests that they are
immersed. A third of American children are on at least one social

media platform by 9 years of age'°. A majority of American teens
get their news from social media or YouTube". Also, children who
have used ChatGPT for schoolwork report using it in place of tra-
ditional search®. Thus, children’s media diets are rife with dubious
sources. How do we best prepare children to navigate this complex
informational sea?

The preeminent solution has been to shield children from misin-
formationviasanitized platforms. YouTubeKids, for example, curates
a small selection of child-focused content through a combination of
automated filters and human review”. This solution is limited by its
reactive nature. Asanexample, YouTubeKids received widespread criti-
cismwhenaGuardian article reported on amultitude of videos featur-
ingthemes that were not appropriate for children (for example, violent
and sexual situations) that were inaccurately labelled as child-friendly
by the platform’s filters, probably because they contained characters
from children’s movies and shows'". Efforts to sanitize content for
children are resource intensive and subjective (who decides what is
age-appropriate?). Moreover, automated curation approaches are
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easily gamed, and human curation approaches cannot scale as rapidly
asnew contentis produced®.

Another proposed strategy for safeguarding people from
misinformation comes from inoculation theory (for reviews, see
refs. 17-19). Inspired by an analogy to biomedical inoculation, the
theory postulates that preemptively exposing learners to aweakened
formof amisleading argument can conferimmunity toits persuasive-
ness later on. This process involves ‘prebunking’ the argument by refut-
ing false information in advance, and/or deconstructing misleading
argumentation techniques more broadly. Researchers claim to have
successfullyinoculated adults against misinformation spanning many
topics?®?, including climate change?, vaccination® and extremist
ideology®*. However, inoculation interventions are fragile, ephemeral
and difficult toscale”. Inoculation interventions are short-acting, and
ineffective after 48 h without direct and immediate reinforcement?.
Theseinterventions have also been criticized for fatal methodological
weaknesses in the assessment of their efficacy”” . For example, arecent
analysis found no evidence thatinoculationimproves discrimination,
but rather that it induces a potentially counterproductive, negative
response bias®.

Further, misinformationinoculationtechniques are rarely tested
inyoung children—and there isreason to expect they may not achieve
even the modest, ephemeral effects seen in adults because of differ-
encesin children’s decision-making and metacognition. Children have
less developed metacognitive skills than adults, a tendency towards
overconfidence®**and less executive function®. Thus, it may be more
difficult to find interventions that effectively lower overconfidence and
slow decision-making about factual accuracy for children.

Despite this, research suggests that children can accurately assess
the epistemic quality of human sources (see ref. 35 for a review, and
ref.36 for arecent meta-analysis). When given the choice to learn from
two informants about an unfamiliar topic, 4-year-olds choose the one
who provided more reliable information, for example, by accurately
labelling familiar words® or providing the full extent of relevant data
about a toy*®. Similarly, children of this age will endorse a statement
from a knowledgeable informant over a conflicting statement from
one who is less s0*”*°. These assessments of informants are nuanced.
Childrenasold as4 endorse statements frominformantsinaccordance
withthe proportion of inaccurate statements they make (for example,
80% versus 20%), demonstrating that judgements of trust extend
beyond a binary of trustworthy or untrustworthy*. Furthermore,
children change their endorsement of aninformant’s statement if later
empirical checks show it to be inaccurate*.

Children may leverage this capacity to differentiate between high-
and low-quality sources in digital media environments. However, two
issues still limit our understanding of how children might fare in these
more complex informational ecosystems. For one, the sources on the
internet are seldom transparent and often cannot be traced back to a
particular agent. Rather, the statements children encounter derive from
something more nebulous: webpages, posts or aseries of such entities
supplied by analgorithm. Itis unclear how childrenwill performinsuch
cases wheninformant-specific cues are unavailable. Second, measure-
ments of selective social learning have traditionally relied on a forced
choice betweenrejecting or endorsing statements fromagiven source.
In reality, trust is more nuanced and has downstream consequences
on what information people choose to seek out or not. Given uncer-
tainty regarding a novel statement, children may opt to fact-check it.
Fine-grained evaluation of children’s investigatory response would
provide a more informative picture of their scepticism. Moreover,
investigation rather thanimmediate rejectionis asolid strategy for the
effective use of a source that provides partial misinformation.

Here, we propose an approach for motivating adaptive scepticism
towards digital misinformation that builds upon children’s known
capacities to use the statistical properties of information in their
environment—capacities for which we have strong evidence even in
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All zorpies have exactly three eyes under their glasses.
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Fig.1| Test phase, identical instudies 1and 2. After checking a zorpie (for
example, bottom row, first from left), children could choose to accept the
statement (green button), reject the statement (red button) or check another
zorpie before deciding (magnifying glass). Credits: alien icon, adapted from
image by upklyak on Freepik; stop icon, Freepik; inquiry icon, adapted from
image created by Freepik - Flaticon; Foursquare check-inicons, Pixel Buddha -
Flaticon; listen icon, Freepik.

infancy**. The idea leverages the fact that children attend to statis-
tical properties of their environments in order to form expectations
that thenmodulate their learning and behaviour**®. Existing empirical
work shows that children wait longer in a delay-of-gratification task
when given evidence that waiting will pay off*”*, We hypothesize that,
inasimilar fashion, children will use the prior reliability of information
inagiven context to adjust their a priori scepticism towards new claims.
In two experiments and a simulation, we test whether controlled but
imperfectinformational environments may serve as useful scaffolding
for children’s abilities to detect misinformation. Exposure to detectable
inaccuracies may provide critical opportunities for children to express
their scepticism and practice key critical thinking skills.

Study1

Study 1 asks whether children use the prior reliability of information
in their environment to shape their standards of evidence for a novel
claim. Do children increase their evidentiary standards for a claim
selectively after exposure to misinformation? To test this, children
were randomly assigned to judge the veracity of a set of animal facts
that were either all true (reliable condition) or partially false (unreliable
condition). Following this, childrenjudged a novel claimabout aliens,
and were given the opportunity to freely sample evidence about the
claimbefore making their final decision (Fig.1). We hypothesized that
childrenwould sample more evidence before trusting the claimin the
unreliable condition.

Results and discussion

Manipulation check. Children reliably discerned between true and
false statements in the exposure phase of the experiment. Children’s
accuracy in evaluating statements as true or false was above chancein
boththereliable (mean (M) = 9.40 of 10 correct, two-sided ¢(29) = 21.88,
P<0.001, Cohen’s d=3.99, 95% confidence interval (CI) 8.99 to 9.81)
and unreliable (M = 8.43 of 10 correct, two-sided ¢(29) = 8.64, P < 0.001,
d=1.58,95% Cl17.62t09.25) conditions, indicating that we successfully
manipulated the perceived reliability of information in the exposure
phase. Nine of the 60 participants failed to achieve 80% accuracy, but
their exclusion does not affect any results, so we retain their data for
all future analyses. In addition, all but three children (95%) correctly
judged the test claim to be true, suggesting that children were gener-
allytracking the evidence appropriately. Of the three participants who
rejected the test claim, two were in the unreliable condition.

Nature Human Behaviour | Volume 8 | December 2024 | 2322-2329

2323


http://www.nature.com/nathumbehav

Article

https://doi.org/10.1038/s41562-024-01992-8

20

t

K =

Number of zorpies sampled before decision

T
Reliable Unreliable

Condition

Fig. 2| Children sampled more evidence in the unreliable condition

(n = 30 per condition). The dots are individual data points, the diamonds are
condition means and the error bars represent one s.e.m. The effect of condition
remains robust after winsorization, ensuring that the highest sample values do
notdrive the effect.

Children seek more evidence in unreliable environments. Children
increase their standards of evidence for new claims in an environ-
ment containing some misinformation. Figure 2 shows the number
of zorpies children sampled before deciding to accept or reject the
test claim by condition. We used the rstatix package in R to run a
non-parametric Wilcoxon paired signed-rank test assessing the effect
of condition onthe amount of evidence sampled. On average, children
inthe unreliable condition sampled more evidence than those in the
reliable condition (M = 6.63 versus 2.17 zorpies, location parameter -1,
two-sided Wilcoxon W=233, P< 0.001, Wilcoxon effect size (r) = 0.43,
95% Cl -2 to —1). When exposed to some misinformation, children
sought out more evidence before deciding whether to accept the test
claim.Intheunreliable condition, anumber of children even opted for
an exhaustive or near-exhaustive sampling strategy, checking up to
20 zorpies in arow even though all the prior evidence was identical.
Children were thus able to leverage the prior quality of information
in a known domain (animal facts) in order to adapt their scepticism
and subsequent information search about a novel claim about which
they had no prior knowledge.

The distribution of sampling behaviour in the unreliable con-
dition was bimodal, so we also winsorized the data such that the
maximum value of zorpies sampled was 8 (the maximum of the other
mode). The fact that an exhaustive sampling strategy leads children
tosample exactly 20 zorpiesis the result of adesign choice, so replac-
ing extreme values with the maximum value of the other mode pro-
vides amore stringent and design-neutral test of our hypothesis. The
effect remained robust after winsorization (location parameter -1,
two-sided Wilcoxon W=233,P<0.001,r=0.43,95% Cl-2to-1), sug-
gesting thatitwas not driven by the subset of exhaustive samplersin
the unreliable condition.

Finally, we tested whether children’s sensitivity to the reliability
of their informational environments changes with age. We used the
betabin function from the aod package in R to run a beta-binomial
regression using condition and standardized age to predict the propor-
tion of zorpies sampled. This analysis replicated the main effect of the
unreliable condition (regression coefficient S = 0.84, Wald test statistic
2(55)=2.78,P=0.005, 95% Cl 0.25t01.43) but revealed no main effect
of age (8 =0.07, z(55) = 0.30, P=0.764, 95% CI -0.37 to 0.50) and no
interaction (f=-0.02, z(55) = -0.07, P= 0.942, 95% Cl -0.61 to 0.56).
There was no evidence of changes in how children responded to the
reliability of information from ages 4 through 6 in our sample.
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Fig.3|Children (N = 62) sampled more evidence as the reliability of their
environments decreased. The amount of evidence sampled (out of a possible
20 zorpies) versus the proportion of false statements in the exposure phase
inexperiment 2. The size of the dot represents the number of data points. The
diamonds are conditional means, and the error bars represent ones.e.m. The line
isthelinear regression fit with a 95% confidence interval.

Study2

Thereliability of abody of informationis not all-or-nothing. Do children
appreciate nuancesin the reliability of their broader informational envi-
ronments and adapt their level of scepticism accordingly? To address
this question, study 2 introduced five between-subjects conditions of
varying reliability, ranging from 0% to 80% false statements in the expo-
sure phase. In addition, children probably assumed that theinformation
in study 1 came from a single, cohesive source. The task was framed
as an ebook, and children heard all statements in audio recordings
using the same voice. Can children still make smart inferences about
claims derived from amore complex environment composed of many
distinct sources? In study 2, we presented statements as individual
search results, read in distinct voices, to test whether children make
more abstract generalizations about theirinformational environment
to adapt their information seeking.

Results and discussion

Manipulation check. Children reliably discerned between true and
false statements in the exposure phase of the experiment in study 2.
Accuracy in the exposure phase was above chance (M =9.24 of 10 cor-
rect, t(61) =33.3, two-sided P< 0.001,d = 4.23,95% C1 8.99 t0 9.50). Four
of the 62 participants failed to achieve 80% accuracy, but their exclu-
sion does not affect any results, so we retain their data for all future
analyses. Inaddition, all but four children (93.5%) correctly judged the
test claim to be true. The children who rejected the test claim were in
the two most unreliable conditions (three in the 80% false condition,
oneinthe 60% false condition).

Graded sensitivity to reliability. Figure 3 shows the number of zorpies
children sampled before deciding to accept or reject the test claim
as a function of the proportion of false statements encountered in
the exposure phase. A beta-binomial regression revealed that the
proportion of false statements from the exposure phase positively
predicted the proportion of the 20 zorpies that participants sampled
inthe test phase (8=1.10, 2(59) =2.04, P=0.041, 95% C1 0.04 t0 2.16).
Scepticismincreased withincreasesin the number of false statements
in the exposure phase, manifesting in more extensive information
searchinthe test phase. A linear model finds the same effect and sup-
ports the same conclusions (Supplement A). Children are thus able to
make sophisticated, graded judgments about the reliability of their
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current informational environments, and use that to guide future
learning. Note that this sensitivity was observed in asimulated search
engine context composed of distinct sources—each statement was
heard from a different voice. This suggests that children went beyond
speaker-based heuristics and tracked the cumulative quality of infor-
mation throughout the exposure phase.

While we observed thatincreasesin the proportion of misinforma-
tionled toincreasesinthe sampling of evidence, itis unclear whether
this would generalize across all tasks. In our task, the information to
be gained by additional sampling was maximally transparent. The out-
comewas binary and directly related to the claimin question (the next
zorpieisthree-eyed or not), and the full space of available evidence was
clearly delineated. Other studies with low-risk exploration have found
linear associations between low certainty and information seeking in
children* and adults®°.

However, some evidence suggests that environments character-
ized by variable expected information gain induce a U-shaped rela-
tionship between curiosity and information seeking®*. This pattern
of results is consistent with a dual-process account of metacogni-
tion, in which information seeking is guided not only by certainty
butalso by an appraisal of the potential information gain afforded by
the environment®**, It is speculated that the bimodal distribution of
sampling strategies even in the most unreliable conditions of study 2
may represent two distinctinterpretations of the environment. Some
of the children who checked only a few zorpies in highly unreliable
environments may have been highly sceptical, but doubted that the
available evidence would provide accurate information in the first
place. The effect we observe may therefore be the combination of two
patterns of responses: a monotonic, positive relationship dampened
by a subgroup exhibiting a U-shaped pattern. Alternatively, the pat-
tern may be influenced by variations in children’s metacognition or
executive function.

Sensitivity may increase with age. Does children’s scepticismbecome
more finely attuned to the reliability of their informational environ-
ment as they age? We ran a beta-binomial regression using standard-
ized age and the standardized proportion of false statements in the
exposure phase to predict the proportion of zorpies sampled. First, we
replicated the main effect of environmental reliability (thatis, propor-
tion of false statements in the exposure phase (8= 0.37, z2(57) =2.48,
P=0.013,95% Cl10.08t0 0.67). In addition, this analysis revealed a sig-
nificant main effect of age (8= 0.43,2(57) =2.81, P= 0.005,95% C1 0.13
to 0.73) and a significant interaction (8= 0.35, z(57) =2.14, P=0.032,
95% C10.03to0 0.67). The main effect of age suggests that older children
sought out more evidence thanyounger children overall. The reliability
by age interaction suggests older children were more sensitive than
younger children to variation in environmental reliability. Older chil-
dreninour sample, and particularly the 7-year-olds, were more likely
than younger children to sample a high number of zorpies when they
had encountered a high proportion of false information in the past.

Study 3 (simulation)

Instudiesland 2, thetest claimswere true. Yet, the selective scepticism
that children exhibitin these studies s theoretically adaptive because
increased information sampling facilitates the discovery of counter-
evidence.Ifthe test claimwasactually false, what kind of environment
would best prepare children to discover that? We ran a simulation to
determine whether experience learninginanunreliable environment
enables children to identify misinformation more easily.

We ran four simulations of 100,000 hypothetical experiments
each, in which arandomly sampled proportion of the zorpies in the
sample space served as hypothetical counterevidence to the test claim
(that is, zorpies without three eyes). Then, using participants’ real
sampling behaviour from study 1, we computed the proportion of
times eachindividual would have successfully found one or more of the
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Fig. 4| Misinformation is morelikely to be detected in unreliable
environments. Simulation results reveal that children in the unreliable condition
of study 1(n =30 per condition for each simulation) would have been more likely
to discover counterevidence than those in the reliable condition. This pattern
holds when counterevidence is both rare and relatively common. The dots are
likelihoods for each participantin study 1. The error bars represent one s.e.m.

counterevidence zorpies during the task across the 100,000 simulated
experiments. This proportion represents the simulated likelihood of
agiven participant to discover counterevidence for the claim and, in
doing so, debunk misinformation in the test phase. We repeated this
simulation procedure for four proportions of counterevidence in the
sample space suchthat10%,20%,30% and 40% of the available zorpies
represented evidence against the test claim. Figure 4 visualizes the
mean likelihood of discovering counterevidence across the 100,000
simulations, according to the participant’s experimental condition
fromstudy 1and the simulated proportion of counterevidence within
the sample space.

To test whether children in the unreliable condition were more
likely to discover counterevidence during sampling, we ran a beta-
binomial regression using experimental condition (reliable versus
unreliable) to predict the proportion of simulation runsinwhich the
participants discovered one or more pieces of counterevidence during
sampling. Since we used participants’ actual sampling behaviour from
study 1, there is dependence within each participant’s outcomes at
each ofthefoursimulated proportions of counterevidence. Therefore,
we analysed the results of the four simulations (with 10%, 20%, 30%
and40% counterevidence in the sample space) separately with identi-
cal beta-binomial models. The results indicated a significant effect
of conditioninthe 10% counterevidence condition (8 =1.40,z = 4.05,
P<0.001, dispersion parameter ¢ = 0.47,95% C10.72t02.08), the 20%
counterevidence condition (8=1.73,2=5.06, P < 0.001, ¢ = 0.41,95%
Cl1.06t02.40),the 30% counterevidence condition (8=1.72,z=5.31,
P<0.001,¢=0.36,95% Cl1.08t0 2.35) and the 40% counterevidence
condition (8=1.63,z=5.24,P<0.001, ¢ = 0.32, 95% C11.02 t0 2.23),
such that participants in the unreliable condition discovered coun-
terevidence in a higher proportion of simulations compared with
those in the reliable condition. Thus, across varying proportions of
counterevidence in the sample space, children who were exposed
to more misinformation in the exposure phase were more likely to
discover counterevidence about a novel, verifiable claim in the sub-
sequent test phase (if such counterevidence existed). The simula-
tion results replicate the expected probabilities of each participant
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sampling one or more pieces of counterevidence without replace-
ment based on the hypergeometric distribution (Supplement B).
These convergent findings support the commonsense conclusion
that unreliable informational environments elicit increased scepti-
cismand fact-checking behaviour, which enables children to debunk
misinformation more readily.

General discussion

To learn accurately and efficiently, children must have an adaptive
policy for deciding which claims to trust on the spot, and which to
seek more evidence for. In two experiments, we investigated whether
children use thereliability of their informational environment to make
rationalinferences about whether anew claim warrants fact-checking.
Study 1 demonstrated that children seek more evidence for a novel
claimaboutaliens that arisesinacontext containing some misinforma-
tion about animals. Study 2 showed that this evidence-seeking behav-
iourincreasedin proportionto the number of false claims children were
previously exposed to. Moreover, this effect held when information was
presented inasearch engine context, in which each claim derived from
adistinct source. Children thus adjusted their level of scepticismnotin
accordance with speaker-specific cues but with the reliability of abroad
informational environment. They made fine-grained assessments of
the reliability of incoming information in a known domain, inferred
that this reliability would generalize to another domain and chose a
graded evidentiary standard corresponding to that reliability. Finally,
we showed with asimulation (study 3) that this behaviour is adaptive:
learners have the greatest opportunity to discover counterevidence
and debunk misinformation in the most unreliable environments,
where misinformation is most likely to be present.

Children’s ability to calibrate their evidentiary standards to the
reliability of their environments helps them confront the challenge of
balancing speed and accuracy during learning. Children wasted little
time verifying a claimwithin an environment with established reliability
inaknown domain. Instead, they reserved more extensive information
seeking for more questionable informational contexts, modulating
their evidentiary standards according to nuanced changes in reli-
ability. While this strategy is certainly not infallible, it gives childrena
sensible policy for information seeking in line with resource-rational
decision-making®. Even when they lack domain-relevant knowledge
tojudge a claim’s content, children leverage sophisticated attributes
of their context to guide their scepticism and exploration selectively.
These findings dovetail with recent work showing that adults’ beliefs
about naturalistic news headlines adapt to the prior base rate of true
headlines in their news feeds’®, which emphasizes the relevance of
this environmental adaptation for understanding real-world beliefs.

Our experiments used an open information sampling task to
capture a graded sense of children’s level of scepticism or eviden-
tiary standards. This continuous measure allowed us to capture the
quantity of evidence children searched for, which corresponded to
degrees of beliefin agiven claim. Thisapproach confers several advan-
tages over the forced-choice paradigm that is common in the selec-
tive trust literature. The continuous measure indexes the strength or
uncertainty of children’s individual beliefs, rather than demonstrating
only a relative belief in one informant’s testimony over another’s. It
also provides insight into children’s strategies for translating their
level of trust into rational information-seeking behaviour, which is
crucial to arrive at true beliefs in complex environments. Further,
the measure we employed is implicit, which makes it more suitable
for use in younger children than explicit reports®. This work thus
builds upon literature that demonstrates that infants’ and children’s
information-seeking behaviour is sensitive to uncertainty***°, We show
thatinformation seeking is sensitive to environmental certainty, as well
as content-specific certainty.

Let us consider some limitations. While these data demonstrate
childrens’ sensitivity to theirinformational environments, it isunclear

precisely how they conceptualize the information source in the first
place. Children may have directed their scepticism towards the content
of the particular ebook (study 1) or search engine (study 2) they were
exposed to, towards any information presented on the touchscreen
computer or towards any information presented by the experimenter,
among other possibilities. The present experiments cannot distinguish
between these possibilities, but evidence suggests that children of
this age can limit the scope of their inferences at least to a particular
technological device. Preschoolers and kindergarteners express selec-
tive trust for computers*’, social robots® and internet sources® on the
basis of their past accuracy. Still, future work should clarify the limits
of children’s scepticismin this paradigm by manipulating whether the
test phase occurs in the same context as the exposure phase.

The nature of the misinformation that children encounter prob-
ably impacts the scepticism they express. In our studies, misinforma-
tion was maximally detectable: errors in the animal facts were blatant
and contradicted the accompanying pictures, which were always
consistent with reality. It was important to establish that pictures in
the environment were trustworthy because pictures served as the
evidence to be sampled in the test phase. However, these elements of
our task are unrepresentative of typical misinformation that children
might encounter online. Misinformation is often more subtle, and the
ground truthisrarely directly accessible. If misinformationis undetect-
able, it probably will notimpact children’s subsequent scepticism and
fact-checking behaviour. Moreover, the errorsin our task were related
to key properties of the animals (for example, ‘Zebras have red and
greenstripes’). Childrenare more vigilant against speakers who make
semantic errors like these compared with speakers who make epi-
sodicerrors, potentially because the former ‘resist folk-psychological
explanation™. Although itis unclear whether children make the same
folk-psychological inferences about these broader, depersonalized
informational environments, there is evidence that preschoolers use
the accuracy of text-based sources to make inferences about their
authors®. At the same time, children tend to attribute a computer’s
errors to problems with the device itself rather than with its human
user*. Thus, it remains unclear whether children’s evidentiary stand-
ardswould scale up inthe same way in response to other forms of mis-
informationindigital contexts. Still, the fact that children’s scepticism
shows graded adaptation to the rate of misinformationin anenviron-
ment composed of many distinct voices suggests that these inferences
need notbetethered to arepresentation of asingle agent. Future work
should assess how qualitatively different forms of misinformation cor-
respond to children’s environment-level scepticism.

A central insight of this work is that children’s approach towards
novel informationis shaped by expectations that are formed through
experience with their informational environment. This suggests that
effortsto expose childrenonly to curated informational environments
may be misguided. Early experiences with overly sanitized environ-
ments may lead children to develop overly trusting priors and rob
them of opportunities to develop critical thinking skills. By the same
token, early exposure to more heterogeneous informational environ-
ments may allow children to ‘flex their scepticism muscles’ and build
upon their existing capacities for adaptive information seeking. This
idea is consistent with evidence that exposing adults to blatant mis-
information makes them less susceptible to more subtle misinforma-
tion compared with a control condition®, although recent direct and
conceptual replications failed to find this effect®.

Crucially, the form of scepticism engendered by our paradigm was
notoverhasty rejection of all novel information, but critical assessment
of thatinformation. This stands in contrast to work that suggests that
adaptationtoalargely false news feed causes adults to disproportion-
ately misidentify true headlines as false’**’. Real-world circumstances
often justify this kind of adaptation. For example, a long history of
medical discrimination and abuses such as the Tuskegee Syphilis
Study are justified reasons for adaptive scepticism that explain why
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Black Americans are more likely than other racial groups to endorse
health-specific coronavirus disease 2019 conspiracy beliefs®® and to
refuse vaccination®. However, given that most media consumed by
the public is true’®, an overgeneralized resistance towards reliable
information has potential to harm people’s discrete beliefs and to
erode trust in public institutions more broadly. In our study, when
presented with misinformation, children did not show any indication
that they would immediately discard true claims from anovel domain.
Instead, when uncertain of aclaim’s truth, children opted to performa
sometimes tedious empirical check of its veracity. In preparing children
foraninformational environment where misinformationis present but
not omnipresent, we contend that the critical engagement with novel
claims fostered by our paradigm is preferable to mere acceptance or
rejection. Operatingin environments where detectable misinformation
ispresentbut checkable seems to be a promising means of scaffolding
this analytic dispositionin children.

Overall, these findings demonstrate that the knowledge that
novel claims require evidence is early emerging and context sensi-
tive. Evenso, scepticismis a useful signal only if children know how to
actuponitin rational and informative ways. While our task provides
the full space of evidence to verify the test claim (in the form of the 20
zorpies), fact-checking inthe real world is substantially more complex.
This suggests that the most fruitful avenue of intervention may not
be on scepticism itself, but on children’s more specific capacities to
know where to look for relevant evidence in a given domain and to
evaluate how different kinds of evidence bear on complex claims.
Indeed, research suggests that children are not sensitive to the relative
strengths of explanations until early school age”. In sum, interven-
tion efforts should focus on helping children develop a broad skill set
for evaluating information, rather than attempting to control their
information diets.

Methods

Experiments were approved by the institutional review board at the
University of California, Berkeley (protocol number 2018-12-11653).
Informed consent was obtained by a legal guardian of all partici-
pants before participation. All children provided verbal assent, and
7-year-old children additionally signed an assent form. None of the
studies was pre-registered. Data collection and analysis were not per-
formed blind to the conditions of the experiments. Participants were
pseudo-randomly assigned to experimental conditions.

Study1

Participants. Sixty 4- to 6-year-old children (M, = 5.51, standard
deviation 0.89, 47% white, 58% female, 40% male, 2% gender not
declared) were recruited from parks in the San Francisco Bay Area.
Three additional children were excluded from analysis because they
had watched another child participate or were too distracted to
complete the study. Children received a small toy valued at $1-2 as
compensation for their participation. No statistical methods were
used to pre-determine sample sizes, but our sample sizes are similar
to those reported in previous publications®. The sample size was
sufficiently large that parametric tests should be robust to violations
of the normality assumption’.

Procedure. Children used a touchscreen computer to play a game
created in PsychoPy. In an exposure phase, the experimenter asked
childrento determine whether a set of statements aboutanimalsinan
e-bookwereright or wrong. On eachof12 exposure trials, the tablet dis-
played a statement (for example, ‘Zebras have black and white stripes’)
and an accompanying picture. Children first tapped a buttonto hear
an audio recording of the statement and then indicated whether the
fact was right (by tapping a green button) or wrong (by tapping a
red button). The facts varied by condition (between-subjects, n =30
per condition). In the reliable condition, all 12 animal statements

were true. In the unreliable condition, 4 of the 12 animal statements
were clearly false (for example, ‘Zebras have red and green stripes’).
Pictures were identical across conditions, so children could judge
the statements using real-world knowledge or the pictures alone.
Thefirst two trials were considered practice trials, and childrenwere
given feedback if they were wrong. No feedback was provided on the
remaining ten trials.

Inthe subsequent test phase (Fig.1), childrenmoved ontoasecond
chapter of the e-book, which was about a novel alien species called
‘zorpies’. They were asked to evaluate a new statement about zorpies:
‘All zorpies have exactly three eyes under their glasses’. The screen
displayed the fact alongside 20 zorpies wearing opaque sunglasses.
After tapping a button to hear the fact, children were told that they
couldtap any zorpieto removeits glasses and reveal its eyes. All zorpies
were identical and had three eyes, so any evidence the child sampled
supported the test statement. Once the child tapped a zorpie, they
had to decide to tap a button to accept the statement as true, reject
the statement as false or check another zorpie first. This procedure
repeated such that children could check as many zorpies as they wished
(from1toall20) beforeindicating whether the fact was right or wrong
and completing the study. The task was designed to produce different
information-seeking behaviours depending onone’slevel of scepticism
towardsthe claim. A fully trusting learner might see that all the zorpies
are identical and be satisfied after checking only one, while a highly
sceptical learner might feel the need to check all 20 zorpies because
the statement refers to ‘all zorpies’.

Study2

Participants. Sixty-two 4- to 7-year-old children (M, = 5.88, standard
deviation1.06, 52% white, 40% female, 50% male, 10% other gender or
undeclared) wererecruited from parks inthe San Francisco Bay Area.
Participants were pseudo-randomly assigned to five between-subjects
conditions with sample sizes of n =12,13,13,12 and 12, respectively.
Four additional participants were excluded from analysis because
they had watched another child participate. None of the study 2
participants had completed study 1 previously. Children received
a small toy valued at $1-2 as compensation for their participation.
Data collection stopped at the end of a testing day when the sample
size had reached or surpassed 60 children, which was the sample
size of study 1.

Procedure. The procedure was identical to study 1aside from two main
changes. First, we created five between-subjects conditions such that
0%,20%, 40%, 60% or 80% of the ten exposure trials were false state-
ments. Exposure trials were presented inarandomized order. Second,
the activity was reframed so that the statements appeared to originate
from distinct search engine results. The experimenter typed ‘Animal
facts’ into a search bar to generate a simulated results page in the
exposure phase. The experimenter tapped on asearch result to begin
atrial. On each trial, the style of the picture and the voice of the audio
recording were different. The test phase followed. Inthe test phase, the
experimenterinput ‘Alien facts’into the search bar and tapped aresult
to display the page of zorpies. The audio recording on the zorpie test
trial featured another distinct voice.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability

Datafor all experiments are available at https://osf.io/7hxkt/.

Code availability
Code for the simulation and analyses is available at https://osf.io/
7hxkt/.
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with the aim of recruiting a socioeconomically diverse sample, relative to other common recruitment strategies (e.g.
museums, in-lab testing) which skew toward more economically advantaged populations and populations who are more
familiar with research.

Ethics oversight The study was approved by the Institutional Review Board of University of California, Berkeley.

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

Study description The study is quantitative and experimental. Participants were assigned to between-subjects conditions.

Research sample Our research samples were children aged 4-7 from the San Francisco Bay Area. The gender and racial demographics of our samples
are broadly representative of the local population (see above). Recruitment took place in free public parks with the aim of recruiting
a socioeconomically diverse sample, relative to other recruitment strategies (e.g. museums, in-lab testing) which skew toward more
economically advantaged populations.

Sampling strategy For Study 1, we obtained a convenience sample of 60 children recruited from local parks. We chose 60 participants (30 per cell) as a
rule of thumb for moderate effect sizes (Cohen, 1988) and due to the difficulty of recruiting children. For Study 2, our stopping rule
was to halt data collection at the end of a recruitment day if the total sample equaled or surpassed 60 children.

Data collection Data was collected on a touchscreen computer. The participants touched the screen to provide their responses. If parents were
present, they were seated out of view of the screen or instructed not to interfere with the study. Researchers were not blind to the
experimental condition or hypotheses.

Timing Data collection for Study 1 occurred from 30 June 2022 to 7 August 2022. Data collection for Study 2 occurred from 8 October 2022
to 23 October 2022.

Data exclusions In Study 1, two children were excluded because they had watched another child participate and one was excluded for being too
distracted to complete the study. In Study 2, four children were excluded because they had watched another child participate.

Non-participation One child in Study 1 failed to complete the study due to distraction. They were recruited in a public park and decided to continue
playing on the playground instead.

Randomization Participants were pseudo-randomly assigned to each experimental condition. Experimenters alternated experimental conditions with
each new participant that was approached.
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Reporting for specific materials, systems and methods




We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material,
system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems Methods
Involved in the study n/a | Involved in the study
Antibodies |Z| D ChlIP-seq
Eukaryotic cell lines |Z| D Flow cytometry
Palaeontology and archaeology |Z| D MRI-based neuroimaging

Animals and other organisms
Clinical data
Dual use research of concern
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Plants

Seed stocks Report on the source of all seed stocks or other plant material used. If applicable, state the seed stock centre and catalogue number. If
plant specimens were collected from the field, describe the collection location, date and sampling procedures.

Novel plant genotypes Describe the methods by which all novel plant genotypes were produced. This includes those generated by transgenic approaches,
gene editing, chemical/radiation-based mutagenesis and hybridization. For transgenic lines, describe the transformation method, the
number of independent lines analyzed and the generation upon which experiments were performed. For gene-edited lines, describe
the editor used, the endogenous sequence targeted for editing, the targeting guide RNA sequence (if applicable) and how the editor

was applied.
Authentication Describe-any-authentication-procedures for-each-seed stock-used-ornovel-genotype-generated.-Describe-any-experiments-used-to

assess the effect of a mutation and, where applicable, how potential secondary effects (e.g. second site T-DNA insertions, mosiacism,
off-target gene editing) were examined.
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