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Abstract. Hardy’s uncertainty principle is a classical result in harmonic analysis, stating

that a function in L2(Rd) and its Fourier transform cannot both decay arbitrarily fast at in-
finity. In this paper, we extend this principle to the propagators of Schrödinger equations with

quadratic Hamiltonians, known in the literature as metaplectic operators. These operators

generalize the Fourier transform and have captured significant attention in recent years due to
their wide-ranging applications in time-frequency analysis, quantum harmonic analysis, signal

processing, and various other fields. However, the involved structure of these operators re-

quires careful analysis, and most results obtained so far concern special propagators that can
basically be reduced to rescaled Fourier transforms. The main contributions of this work are

threefold: (1) we extend Hardy’s uncertainty principle, covering all propagators of Schrödinger

equations with quadratic Hamiltonians, (2) we provide concrete examples, such as fractional
Fourier transforms, which arise when considering anisotropic harmonic oscillators, (3) we sug-

gest Gaussian decay conditions in certain directions only, which are related to the geometry of
the corresponding Hamiltonian flow.

1. Introduction

Uncertainty principles are classical results in harmonic analysis stating that, whenever a mean-

ingful definition of localization is given, a function f ∈ L2(Rd) and its Fourier transform f̂ cannot
be both well-localized in their respective domains. The notion of localization we consider in the
present work is Gaussian decay, corresponding to Hardy’s uncertainty principle, formulated in
[17] by Hardy for functions in L2(R), and later generalized by Sitaram, Sundari and Thangavelu
to L2(Rd) in the following synthesized form, [23].

Theorem 1.1. Let f ∈ L2(Rd), and a, b > 0. Assume that:

|f(x)| ≲ e−πa|x|2 , x ∈ Rd,

|f̂(ξ)| ≲ e−πb|ξ|2 , ξ ∈ Rd.

If ab > 1, then f ≡ 0. If ab = 1 then f(x) = Ce−πa|x|2 .

This result is isotropic, as the decay of f and f̂ is assumed to be the same along every
direction. In the last decades, Theorem 1.1 underwent several generalizations, see for example
[1, 2]. Various uncertainty principles, including the one of Hardy, have been extended to the
setting of metaplectic operators with free symplectic projections in [11, 19, 27].

Metaplectic operators were introduced and studied by several authors in the last century
[21, 22, 25, 26], and they captured the attention of researchers in the last decades due to their
applications to signal analysis, PDEs, time-frequency and quantum harmonic analysis [11, 16,
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24, 28]. Despite their very algebraic definition, the simplest way to view them analytically is as
compositions (up to phase factors) of three elementary operators: the Fourier transform itself,

f̂(ξ) =

∫
Rd

f(x)e−2πiξ·xdx, f ∈ L1(Rd),

the product operators:

pQf(t) = eiπQt·tf(t), f ∈ L2(Rd),

(Q ∈ Rd×d symmetric) and the rescalings:

TEf(t) = |det(E)|1/2f(Et), f ∈ L2(Rd),

(E ∈ Rd×d invertible). The straightforward expression of these three generators should not
mislead the reader, as metaplectic operators are not limited to those non-trivial examples, covering
operators such as fractional Fourier transforms, and propagators of Schrödinger equations with
quadratic Hamiltonians. On the top of that, metaplectic operators also play a fundamental role
in the representation of Schrödinger propagators of equations with perturbed Hamiltonians, we
refer the interested reader to [7].

Any metaplectic operator Ŝ is naturally related to a symplectic matrix S, its projection, which
is usually studied in terms of its d× d block decomposition:

(1) S =

A B

C D

 ∈ R2d×2d, A,B,C,D ∈ Rd×d.

S is called free if the block B is invertible. In view of this relation, metaplectic operators are
relatively easy to handle and decompose, and the question arises whether it is possible to infer
their properties from the structure of the corresponding projection.

Hardy’s uncertainty principle for metaplectic operators with free projections [11, Theorems
23 and 28] highlights that the interplay between the directions where the function f decays
exponentially and the invertible block B is encoded in the matrix MBTNB. Precisely:

Theorem 1.2. Let Ŝ be a metaplectic operator with free symplectic projection S, and block
decomposition (1). Let M,N ∈ Sym(d,R) be positive-definite matrices and f ∈ L2(Rd) be such
that:

|f(x)| ≲ e−πMx·x, x ∈ Rd,

|Ŝf(ξ)| ≲ e−πNξ·ξ, ξ ∈ Rd.

If λ > 1 for some eigenvalue λ of MBTNB, then f ≡ 0.

The metaplectic operators with free symplectic projections can be viewed as rescaled Fourier
transforms (see Remark 3.3 below). The known generalizations of Hardy’s uncertainty princi-
ples to metaplectic operators employ this connection and are restricted to operators with free
symplectic projection.

The first aim of this work is to generalize Hardy’s uncertainty principle to every metaplectic
operator, regardless of the invertibility of the block B. Straightforward examples, as the following,
show that in these cases Hardy’s uncertainty principle features a directional selectivity depending
on the block B in (1).

Example 1.3. Consider the metaplectic operator

Ŝf(ξ, η) = F2f(−ξ + 2η,−ξ + η),
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Figure 1. The directional selectivity of Hardy’s uncertainty principle for meta-
plectic operators, involving ker(B)⊥ and R(B), illustrated in Example 1.3.

where F2F (x, ξ) =
∫
R2 F (x, y)e−2πiyξdy is the partial Fourier transform with respect to the second

variable. The associated symplectic matrix

S =


1 0 0 −2

1 0 0 −1

0 1 −1 0

0 −1 2 0

 ,

has

ker(B)⊥ = span


0

1

 , and R(B) = span


2

1

 .

Consider the function

f(x, y) = φ(x)e−2πy2

,

represented in Figure 1.3 (a), where φ ∈ C∞(R) is supported on [−1, 1]. Then,

Ŝf(ξ, η) =
1

2
φ(−ξ + 2η)e−π(−ξ+η)2/2,

that we represented in Figure 1.3 (b). Observe that f is supported on the cylinder ([−1, 1] ×
{0}) + ker(B)⊥, whereas Ŝf is supported on ({0} × [−1, 1]) +R(B).

Theorem 1.2 cannot be extended to metaplectic operators with symplectic projection having
B = 0d. In fact, a stronger conclusion can be inferred:

Proposition 1.4. Let Ŝ be a metaplectic operator with B = 0d. Then, there exists f ∈ L2(Rd) \
{0} such that f and Ŝf have compact support.
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In the context of Hardy’s uncertainty principle, the question arises whether there are other
non-elementary cases where the principle fails. In this paper, we answer this question by showing
that, whenever B ̸= 0d, Hardy’s uncertainty principle holds. In particular, if also B /∈ GL(d,R),
the directions in ker(B)⊥ and R(B) play a special role. Let us state our main result, cf. Theorem
4.2 in Section 4 and the discussion at the beginning of Section 4.3.

Theorem 1.5. Let Ŝ ∈ Mp(d,R) be a metaplectic operator, and assume that B ̸= 0d. Let M
and N be positive-semidefinite matrices with

(2) ker(M) = ker(B) and R(N) = R(B).

Let f ∈ L2(Rd) satisfy the decay estimates

|f(x)| ≲ e−πMx·x, a.e. x ∈ Rd,(3)

|Ŝf(ξ)| ≲ e−πNξ·ξ, a.e. ξ ∈ Rd.(4)

If λ > 1 for some eigenvalue λ of MBTNB, then f = 0 almost everywhere.

We point out that under the above conditions (1.5), the matrix MBTNB is an isomorphism of
ker(B)⊥. We also remind that MBTNB is the product of two positive semi-definite matrices and
all its eigenvalues are real and non-negative. To conclude our presentation of Hardy’s uncertainty
principle for metaplectic operator, we prove that the directional decay in Theorem 1.5 is sharp,
as detailed in Theorem 4.8 below. The next example demonstrates the connection of Theorem
1.5 to the classical Hardy’s uncertainty principle.

Example 1.6. Let L = ker(B) and R = R(B). We denote by P and Q the orthogonal projections
onto L⊥ and R respectively. Then, applying the above theorem for M = aP and N = bQ, we see
that the decay assumptions (1.5) and (1.5) imply f ≡ 0 when ab > σ(B)−2, where σ(B) is the
largest singular value of B.

Since the propagators of Schrödinger equations with quadratic Hamiltonians are metaplectic
operators, the theory developed so far finds important applications in the so-called dynamical
version of Hardy’s uncertainty principle, which involves the Schrödinger evolution. In the context
of quantum mechanics, the Schrödinger equation is fundamental for describing the time evolution
of a quantum state. The analysis of quadratic Hamiltonians using symplectic and metaplectic
groups provides deep insights into the solutions of the Schrödinger equation. The Hamiltonian
can be represented using a real-valued symmetric matrix M:

(5) H(z) =
1

2
⟨Mz, z⟩,

where z = (x, ξ) ∈ R2d. Symplectic mechanics provides the framework for analyzing systems with
quadratic Hamiltonians. For a quadratic Hamiltonian, the time evolution of the quantum state
u(x, t) is governed by:

(6) iℏ
∂u

∂t
(x, t) = HDu(x, t),

where HD is the Weyl quantization of H:

HDf(x) =

∫
R2d

e2πix·ξH

(
x+ y

2
, ξ

)
f(y) dydξ.

(see Section 5 for details). If we consider the equation (1) with the initial condition u(x, 0) =

u0(x), the solution can be expressed in terms of a metaplectic operator Ŝt
H := eitH acting on the

initial state u0(x):
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u(x, t) = Ŝt
Hu0(x).

The so-called dynamical version of the Hardy’s uncertainty principle establishes conditions under
which the solution must vanish, highlighting the interplay between symplectic geometry and
quantum mechanics. For a comprehensive interpretation of this dynamical version we refer to the
recent survey [13], and to the pioneering works with HD = ∆ + V in [5, 12], see also [9]. More
recently, Cassano and Fanelli [3, 4] studied the special cases of the harmonic oscillator and of
systems with a magnetic potential as well as bounded perturbations of such systems. They have
proved uniqueness results for the Hamiltonian HD = ∆A + V (x, t), where the (electro)magnetic
Laplacian is ∆A = (∇−iA(x))2, with magnetic potential given by some coordinate transformation
A : Rd → Rd. Knutsen in [20] proved new results in this framework using the Hardy’s uncertainty
principle for the Wigner distribution.

Our main result in this direction is Theorem 5.2 below, which generalizes Theorem 3.1 in [20]
in two ways:
(i) It gives sharp sufficient conditions for the uncertainty principle.
(ii) It works for every symplectic matrix with block B ̸= 0d.

The basic idea of Theorem 5.2 is Hardy’s uncertainty principle for metaplectic operators in
Theorem 4.2 which makes the proof of Theorem 5.2 decidedly simple. To give a flavor of this
result, we state here the simplified case of a free symplectic matrix (detB ̸= 0).

Theorem 1.7. Let u(x, t) be the solution to the Schrödinger equation (1) with a quadratic Hamil-
tonian (1), ℏ = 1/(2π), and initial datum u0 ∈ S(Rd). Consider M,N ∈ Sym(d,R) positive-
definite matrices. Suppose at times t = 0 and t = t1 the solution satisfies:

(7) |u(x, 0)| ≲ e−πMx·x, x ∈ Rd, and |u(x, t1)| ≲ e−πNx·x, x ∈ Rd.

Assume that the symplectic projection St1
H of the operator which satisfies u(x, t1) = Ŝt1

Hu0 is free
and has block decomposition (1) with block B = B(t1). Let λ1, . . . , λd be (positive) eigenvalues of
MBT (t1)NB(t1). If there exists a j ∈ {1, . . . , d} such that λj > 1, then u0 ≡ 0.

Outline. The rest of this work is organized as follows: Section 2 introduces the notation
and main theory used. Section 3 presents the key tool for proving Hardy’s uncertainty principle,
detailed in Section 4, accompanied with a discussion about directional selectivity and explicit non-
trivial examples. Finally, Section 5 covers the dynamic versions of Hardy’s uncertainty principle.
Some algebraic results are collected in the Appendices for the convenience of the reader.

2. Notation and preliminaries

2.1. Linear algebra notation and change of variables. The standard scalar product in Rd

is denoted by xy = x · y = xT y, x, y ∈ Rd. The Euclidean norm on Rd is denoted by | · |, i.e.,
|x| =

√
x · x.

If E ∈ Rd×d, ker(E) denotes its kernel and R(E) denotes its range. Recall that R(ET ) =
ker(E)⊥. We also denote by E−1(X) the pre-image of a space X ⊆ Rd under E. Moreover, if
E ∈ Rm×n, E+ denotes its Moore-Penrose inverse.

The group of d × d invertible matrices is denoted by GL(d,R). By Sym(d,R) = {P ∈ Rd×d :
PT = P} we denote the space of d×d symmetric matrices. Moreover, we denote by Sym++(d,R)
and Sym+(d,R) the set of d× d positive-definite and positive-semidefinite matrices, respectively.
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If L ⊆ Rd is a linear subspace of dimension r, and E : Rd → Rd with E(L) having dimension
r, then ∫

L
f(Ex)dx =

1

qL(E)

∫
E(L)

f(y)dy,

whenever f : E(L) → C is measurable and the integral converges. The constant qL(E) is the
volume of the simplex generated by Ev1, . . . , Evr, with v1, . . . , vr being any orthonormal basis of
L. If L = Rd and A ∈ GL(d,R), then qL(E) = |det(E)|.

If V : Rr → L is a parametrization of L, then∫
L
f(x)dx =

√
det(V TV )

∫
Rr

f(V u)du,

[14, Theorem 11.25]. In particular, if V maps the canonical basis of Rr to an orthonormal basis
of L, then V TV = Ir and, consequently,∫

L
f(x)dx =

∫
Rr

f(V u)du.

2.2. The symplectic group. We denote by Sp(d,R) the group of 2d× 2d symplectic matrices.
Specifically, a matrix S ∈ R2d×2d is symplectic if it has block decomposition:

(8) S =

A B

C D

 ,

with the blocks A,B,C,D ∈ Rd×d satisfying:

(9)


ATC = CTA,

BTD = DTB,

ATD − CTB = Id.

We call S free if B ∈ GL(d,R). There are two other equivalent definitions of the symplectic
group. Firstly, S ∈ Sp(d,R) if STJS = J , where

(10) J =

 0d Id

−Id 0d

 ,

and, secondly, S ∈ Sp(d,R) is in the form (2.2) and S−1 has block decomposition:

(11) S−1 =

 DT −BT

−CT AT

 .

Remark 2.1. The symplectic relations (2.2) can be rephrased by plugging the blocks (2.2) into
(2.2):

(12)


CDT = DCT ,

ABT = BAT ,

ADT −BCT = Id.

Observe that if B is invertible, the second relation is equivalent to

B−1A = (B−1A)T .
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Remark 2.2. Sp(d,R) is generated by the matrices J , and

VQ =

Id 0d

Q Id

 , Q ∈ Sym(d,R),(13)

DE =

E−1 0d

0d ET

 , E ∈ GL(d,R).(14)

Example 2.3. (a) For P ∈ Sym(d,R), the upper block triangular matrix:

(15) UP = V T
P =

Id P

0d Id


is symplectic.
(b) More generally, if S ∈ Sp(d,R), then also ST ∈ Sp(d,R) and S−1 ∈ Sp(d,R).

2.3. Metaplectic operators. For a classical introduction to metaplectic operators, we refer the
reader to [8, 15]. In view of the techniques used in this work, we prefer to follow [24], and define
metaplectic operators in terms of the cross-Wigner distribution [8, 15]

W (f, g)(x, ξ) =

∫
Rd

f

(
x+

t

2

)
g

(
x− t

2

)
e−2πiξ·tdt (x, ξ) ∈ R2d,

f, g ∈ L2(Rd). Let S ∈ Sp(d,R). There exists a unitary operator Ŝ on L2(Rd) so that

(16) W (Ŝf, Ŝg)(x, ξ) = W (f, g)(S−1(x, ξ))

holds for every f, g ∈ L2(Rd) and (x, ξ) ∈ R2d. Any such operator is called metaplectic operator;

Ŝ in (2.3) is uniquely determined up to a phase factor, meaning that if (2.3) is also satisfied by

another operator Ŝ′, then Ŝ′ = cŜ for some c ∈ C, |c| = 1. The group {Ŝ : S ∈ Sp(d,R)} admits
a subgroup, denoted by Mp(d,R), consisting of exactly two operators for each symplectic matrix

S, namely ±Ŝ. The projection πMp : Ŝ ∈ Mp(d,R) → S ∈ Sp(d,R) is a group homomorphism
with kernel ker(πMp) = {±idL2}.

Remark 2.4. Observe that our notation is slightly different than the one adopted in [24]. Specif-

ically, for A ∈ Sp(d,R) ter Morsche and Oonincx consider Â so that

(17) W (Âf, Âg)(x, ξ) = W (f, g)(A(x, ξ)), f, g ∈ L2(Rd), (x, ξ) ∈ R2d,

see [24, Theorem 1]. By comparing (2.3) and (2.4), we see that this is equivalent to using the

projection π̃Mp(Â) = A−1, instead of πMp(Â) = A. Hence, the results in [24] are still valid in
our framework, up to choosing

(18) A =

A11 A12

A21 A22

 =

 DT −BT

−CT AT


in the statements and formulae therein.

Example 2.5. (a) The Fourier transform F , defined for every f ∈ S(Rd) by

Ff(ξ) = f̂(ξ) =

∫
Rd

f(x)e−2πiξ·xdx, ξ ∈ Rd,
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is a metaplectic operator. Its projection is πMp(F) = J , defined in (2.2).
(b) If Q ∈ Sym(d,R),

ΦQ(t) = eiπQt·t

is the corresponding chirp, and the operator

pQf(t) = ΦQ(t)f(t), f ∈ L2(Rd),

is metaplectic, with projection πMp(pQ) = VQ, defined in (2.2).
(c) If E ∈ GL(d,R), the rescaling operator:

TEf(t) = |det(E)|1/2f(Et), f ∈ L2(Rd),

is metaplectic, with projection πMp(TE) = DE , defined in (2.2).
(d) If P ∈ Sym(d,R), the multiplier operator:

mP f = F−1(Φ−P f̂), f ∈ L2(Rd)

is metaplectic, with πMp(mP ) = UP , defined in (2.3).

Other examples, such as fractional Fourier transforms, are displayed in the following sections.

3. A representation formula for Ŝf

3.1. Integral representation of ter Morsche and Oonincx. In this work, we will use the
following integral representation proved by ter Morsche and Oonincx in [24], that we reformulate
with our notation. Let us consider the constant

µS =

√
1

qR(B)⊥(AT )σ(B)
,

where we recall that qR(B)⊥(A
T ) is the volume of the (d − r)-simplex spanned by the vectors

AT v1, . . . , A
T vd−r, where v1, . . . , vd−r is any orthonormal basis of R(B)⊥, whereas σ(B) denotes

the product of the non-zero singular values of B.

For the remainder of this section, Ŝ ∈ Mp(d,R) is a metaplectic operator with projection

S = πMp(Ŝ) having block decomposition (2.2). We will always assume that 1 ≤ rank(B) ≤ d.

Proposition 3.1. Let S and Ŝ be as above. Then, for every f ∈ L2(Rd) we have:

(19) Ŝf(ξ) = µSe
iπDCT ξ·ξ

∫
ker(B)⊥

f(t+DT ξ)eiπB
+At·te2πiC

T ξ·tdt,

where we recall that B+ denotes the Moore-Penrose inverse of B. The formula above is understood
as the equality of two L2(Rd) functions.

Proof. It is a restatement, using our notation, of the formula in Remark (2) of [24, Section 5]. In
fact, in Remark (2) of [24, Section 5] it is proved that

Ŝf(ξ) =

√
1

qker(A12)(A22)σ(A12)
e−iπAT

11A21ξ·ξ
∫
R(A12)

f(t+A11ξ)e
−iπA22A+

12t·te−2πiA21ξ·tdt,

where, according to the notation of [24],

A =

A11 A12

A21 A22


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is the symplectic matrix such that

W (Ŝf, Ŝg)(x, ξ) = W (f, g)(A(x, ξ)), f, g ∈ L2(Rd), (x, ξ) ∈ R2d.

By Remark 2.4, we have A = S−1, whose blocks are related to the blocks of S by (2.2). Thus,
by (2.4),

Ŝf(ξ) =

√
1

qker(BT )(AT )σ(BT )
eiπDCT ξ·ξ

∫
R(BT )

f(t+DT ξ)e−iπAT (BT )+t·te2πiC
T ξ·tdt

=

√
1

qR(B)⊥(AT )σ(B)
eiπDCT ξ·ξ

∫
ker(B)⊥

f(t+DT ξ)e−iπB+A·te2πiC
T ξ·tdt,

where we used that ker(BT ) = R(B)⊥ and σ(BT ) = σ(B). This completes the proof.

3.2. Metaplectic operators as partial Fourier transforms. Loosely speaking, the main tool
to prove Hardy’s uncertainty principle for metaplectic operators consists of an integral representa-
tion formula obtained by rewriting (3.1) as the Fourier transform of the restriction of f to an affine
subspace parallel to ker(B)⊥. To prove it, we need to decompose ξ = ξ1 + ξ2, where ξ1 ∈ R(B)
and ξ2 ∈ A(ker(B)). For expository reasons, we postpone the proof that such decomposition
exists to Lemma 3.4 below.

Corollary 3.2. Let f ∈ L2(Rd) and ξ = ξ1 + ξ2 be as above. Then, the following integral
representation holds:

Ŝf(ξ)=µSe
iπ(DB+ξ1·ξ1+DCT ξ2·ξ2)

∫
ker(B)⊥

f(t+DT ξ2)e
iπB+At·te−2πi(B+ξ1−CT ξ2)·tdt.(20)

The formula above is understood as the equality of two L2(Rd) functions.

Remark 3.3. If B ∈ GL(d,R), then µS = |det(B)|−1/2 and B+ = B−1, so that formula
(3.2) reads as the well-known integral representation of metaplectic operators with free symplectic
projections:

Ŝf(ξ) = |det(B)|−1/2eiπDB−1ξ·ξ
∫
Rd

f(t)eiπB
−1At·te−2πiB−1ξ·tdt, ξ ∈ Rd.

Proof of Corollary 3.2. Starting from formula (3.1) in Proposition 3.1, and observing that the
change of variables u+DT ξ1 = t (ξ1 ∈ R(B)) leaves ker(B)⊥ invariant by Corollary B.2 (i), we
have:

Ŝf(ξ) =
(3.1)

µSe
iπDCT ξ·ξ

∫
ker(B)⊥

f(u+DT ξ1 +DT ξ2)e
iπB+Au·ue2πiC

T ξ·udu,

=
Cor. B.2(i)

µS eiπDCT ξ·ξ︸ ︷︷ ︸
(1)

∫
ker(B)⊥

f(t+DT ξ2) e
iπB+A(t−DT ξ1)·(t−DT ξ1)︸ ︷︷ ︸

(2)

e2πiC
T ξ·(t−DT ξ1)︸ ︷︷ ︸

(3)

dt.

Let us focus on the exponents of the chirps (1)–(3). Trivially, since DCT is symmetric, (1)
becomes

DCT ξ · ξ = DCT ξ1 · ξ1 +DCT ξ2 · ξ2 + 2DCT ξ1 · ξ2.
As far as (2) is concerned:

B+A(t−DT ξ1) · (t−DT ξ1) = B+At · t−DB+At · ξ1 −B+ADT ξ1 · t+DB+ADT ξ1 · ξ1.



10 ELENA CORDERO, GIANLUCA GIACCHI, AND EUGENIA MALINNIKOVA

Finally, (3) is:

2CT ξ · (t−DT ξ1) = 2CT (ξ1 + ξ2) · (t−DT ξ1)

= 2(CT ξ1 · t−DCT ξ1 · ξ1 + CT ξ2 · t−DCT ξ2 · ξ1).

Consequently,

Ŝf(ξ) = µS eiπ((−DCT ξ1+DB+ADT ξ1)·ξ1+DCT ξ2·ξ2)︸ ︷︷ ︸
(4)

×
∫
ker(B)⊥

f(t+DT ξ2)e
iπB+At·t eiπ((−(DB+A)T ξ1−B+ADT ξ1+2CT ξ1)·t︸ ︷︷ ︸

(5)

e2πiC
T ξ2·tdt.

(21)

A straightforward calculation, using the symplectic relation ADT − BCT = Id in (2.1), the
commutativity between the Moore-Penrose inverse and transposition, and Corollary B.2 (i), allows
us to rewrite the exponent in (4) as

(22) −DCT ξ1 · ξ1 +DB+ADT ξ1 · ξ1 +DCT ξ2 · ξ2 = DB+ξ1 · ξ1 +DCT ξ2 · ξ2.

Next, let us focus on the exponent corresponding to the cross term (5). Applying the symplectic
relation ABT = BAT in (2.1) to x = (BT )+t, where t ∈ ker(B)⊥ as above, we find:

(23) At = BAT (B+)T t, t ∈ ker(B)⊥.

Moreover, using (3.2), and observing that DT ξ1 ∈ ker(B)⊥ by Corollary B.2 (i), we find:

AT (BT )+DT ξ1 · t+B+ADT ξ1 · t− 2CT ξ1 · t = 2B+ADT ξ1 · t− 2CT ξ1 · t.

Using the relation ADT −BCT = Id, we conclude that:

(24) AT (BT )+DT ξ1 · t+B+ADT ξ1 · t− 2CT ξ1 · t = 2B+ξ1 · t.

Formula (3.2) follows by plugging (3.2) and (3.2) into (3.2).

The following lemma justifies the decomposition Rd = R(B)⊕A(ker(B)) in the above corollary.

Lemma 3.4. Let S ∈ Sp(d,R) with blocks (2.2). Then, Rd = R(B)⊕A(ker(B)).

Proof. First, we show that R(B) + A(ker(B)) = Rd, then we prove that the dimensions of the
two spaces sum up to d. Let us denote by S1 and S2 the components of S:

S

x

ξ

 =

A B

C D

x

ξ

 =

Ax+Bξ

Cx+Dξ

 =

S1(x, ξ)

S2(x, ξ)

 .

Since S is surjective, R(S1) = Rd. For x ∈ Rd, we write x = x1 + x2 with x1 ∈ ker(B)⊥

and x2 ∈ ker(B). As a consequence of Corollary B.2, illustrated in Table B1 (v), we have
A(ker(B)⊥) ⊆ R(B) and, consequently, for every x, ξ ∈ Rd,

S1(x, ξ) = Ax1 +Ax2 +Bξ ∈ R(B) +A(ker(B)),

It follows that R(S1) = Rd ⊆ R(B) +A(ker(B)). It remains to show that

dim(A(ker(B))) + dim(R(B)) = d.

If we write dim(R(B)) = r, we only need to check that

dim(A(ker(B))) = d− r.
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Since dim(ker(B)) = d− r, it is enough to prove that the restriction of A to ker(B) is injective.
Let x1, x2 ∈ ker(B), satisfying Ax1 = Ax2.

Ax1 = Ax2 ⇔ x1 − x2 ∈ ker(A) ⊆ ker(B)⊥,

by the straightforward consequence of Corollary B.2 reported in Table B1 (vii). Consequently,
x1 − x2 ∈ ker(B) ∩ ker(B)⊥ = {0}, and we are done.

Example 3.5. In general A(ker(B)) ̸⊥ R(B), as the following example illustrates. Let

P =

0 0

0 1

 , E =

−1 2

−1 1

 .

Then, the symplectic matrix

S = DEV
T
P =

E−1 E−1P

02×2 ET

 =


1 −2 0 −2

1 −1 0 −1

0 0 −1 −1

0 0 2 1

 ,

where DE and VP are defined as in (2.2) and (2.3) respectively, has

ker(B) = ker(P ) = span


1

0

 ⇒ A(ker(B)) = span


1

1

 ,

whereas:

R(B) = span


2

1

 ⇒ R(B)⊥ = span


−1

2

 .

Clearly, even if R2 = R(B)⊕A(ker(B)) as expected, R(B)⊥ ∩A(ker(B)) = {0}.

Lemma 3.6. Let S ∈ Sp(d,R) with blocks (2.2). Then, Rd = ker(B)⊥ ⊕DTA(ker(B)).

Proof. It is clear that the sum of the dimensions of the subspaces is less than or equal to
dim(ker(B))⊥ + dim(ker(B)) = d. It suffices to show that for each x ∈ Rd there is a decom-
position x = x1 + x2 such that x1 ∈ (ker(B))⊥ and x2 ∈ DTA(ker(B)). Moreover, clearly, it is
enough to construct such decompositions for x ∈ ker(B). But by (2.2), we have Id = DTA−BTC
and x = −BTCx+DTAx, where −BTCx ∈ R(BT ) = (ker(B))⊥ and DTAx ∈ DTA(ker(B)).

To set up the Euclidean framework and compute the integrals over ker(B)⊥ above, we restate
Corollary 3.2 using a linear parametrization of ker(B)⊥. We fix an arbitrary parametrization
V : Rr → ker(B)⊥ mapping the canonical basis of Rr to an orthonormal basis of ker(B)⊥. In
this case, the Moore-Penrose inverse of V coincides with V T , and V TV = Ir.
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ker(B)⊥ ⊆ Rd Rr

R(B) ⊆ Rd

V T

V

B

BV

B+

Corollary 3.7. Under the notation of Corollary 3.2,

|Ŝf(ξ)| = µS |ĝ(V TB+ξ1)|,

where ξ = ξ1 + ξ2, ξ1 ∈ R(B) and ξ2 ∈ A(ker(B)), and ĝ is the Fourier transform on Rr of the
function

(25) g(u) = f(V u+DT ξ2)e
iπ(V TB+AV u·u−2V TCT ξ2·u), u ∈ Rr.

Proof of Corollary 3.7. It is a straightforward restatement of formula (3.2), using the change of
variables defined through V . In fact,

Ŝf(ξ) =
(3.2)

µSe
iπ(DB+ξ1·ξ1+DCT ξ2·ξ2)

∫
ker(B)⊥

f(t+DT ξ2)e
iπB+At·te−2πi(B+ξ1+CT ξ2)·tdt

= µSe
iπ(DB+ξ1·ξ1+DCT ξ2·ξ2)

∫
Rr

f(V u+DT ξ2)e
iπV TB+AV u·ue−2πi(V TB+ξ1+V TCT ξ2)·tdt

= µSe
iπ(DB+ξ1·ξ1+DCT ξ2·ξ2)

∫
Rr

g(u)e−2πi(V TB+ξ1)·tdt,

where g is defined as in (3.7). This concludes the proof.

4. The uncertainty principle

In this section, we prove Hardy’s uncertainty principle for general metaplectic operators, re-
gardless of the invertibility of the block B of the corresponding projection.

4.1. Formulation of the main result. In view of the following remark, we may exclude the
case B ̸= 0d in our analysis.

Remark 4.1. The case B = 0d is of little interest, trivial in many respects. Indeed, if B = 0d
in (2.2), then D = A−T by (2.2), and

S =

A 0d

C A−T

 =

A 0d

0d A−T

 Id 0d

ATC Id

 .

Consequently, up to a sign,

Ŝf(ξ) = |det(A)|−1/2e−iπCA−1ξ·ξf(A−1ξ), ξ ∈ Rd,

which is basically a rescaling.

In stating our generalization of Theorem 1.5, we use the decompositions of Rd obtained in
Lemma 3.4 and 3.6.
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Theorem 4.2. Let Ŝ ∈ Mp(d,R) be a metaplectic operator with projection S = πMp(Ŝ) having
block decomposition (2.2). Let 1 ≤ r = rank(B) ≤ d. Consider M,N ∈ Sym+(d,R) satisfying

ker(M) = ker(B),(26)

R(N) = R(B).(27)

Let f ∈ L2(Rd) \ {0}. Assume that for almost every x2 ∈ DTA(ker(B)) and almost every
ξ2 ∈ A(ker(B)) (with respect to the Lebesgue measure on Rr), f satisfies the decay estimates

|f(x1 + x2)| ≤ α(x2)e
−πMx1·x1 , x1 ∈ ker(B)⊥,(28)

|Ŝf(ξ1 + ξ2)| ≤ β(ξ2)e
−πNξ1·ξ1 , ξ1 ∈ R(B),(29)

where α and β are measurable almost everywhere finite functions. Let λ1, . . . , λr be the non-zero
eigenvalues of MBTNB. Then,

(i) λj ≤ 1 for every j = 1, . . . , r.
(ii) If λ1 = . . . = λr = 1, then,

f(x1 + x2) = γ(x)e−π(M+iB+A)x1·x1e2πiC
TAx·x1 , x1 ∈ ker(B)⊥,

for some γ ∈ L2(ker(B)), where x2 = DTAx and x ∈ ker(B).

As a corollary to Theorem 4.2, we obtain:

Corollary 4.3. Under the assumptions of Theorem 4.2, if λj > 1 for some j = 1, . . . , r, then
f = 0 almost everywhere.

Let us comment on the statement of Theorem 4.2.

Remark 4.4. The matrices M and N , which are allowed to be positive-semidefinite, track the
decay of f and Ŝf along the directions of ker(B)⊥ and R(B), respectively. This is encoded in
(4.2) and (4.2), which have fundamental consequences also on the properties of the eigenvalues of
MBTNB, as outlined in Lemma C.1.

Remark 4.5. The spaces DTA(ker(B)) and A(ker(B)) can be replaced with any pair of subspaces
L1,L2 ⊆ Rd complementing ker(B)⊥ and R(B). We will return to this fact in Subsection 4.3,
where we will prove that the directions outside ker(B)⊥ and R(B) cannot contribute actively to
any uncertainty principle for metaplectic operators, see Theorem 4.8 below.

As aforementioned, Theorem 4.2 was proved by Dias, de Gosson and Prata for metaplectic
operators with free projections, i.e., having B ∈ GL(d,R), cf. [11, Theorem 29]. In what follows,
we only need this result for the Fourier transform.

Theorem 4.6. Let M,N ∈ Sym++(r,R) and g ∈ L2(Rr) \ {0} be such that:

|g(u)| ≲ e−πMu·u, u ∈ Rr,

|ĝ(η)| ≲ e−πNη·η, η ∈ Rr.

Let λ1, . . . , λr denote the eigenvalues of MN . Then, the following theses hold true:

(i) λ1, . . . , λr ≤ 1.
(ii) If λ1 = . . . = λr = 1, then

g(u) = Ce−πMu·u, u ∈ Rr,

for some C ∈ C.
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4.2. Proof of the main result. We use the results of Section 3 to deduce Theorem 4.2 from
Theorem 4.6. We claim that for almost every x ∈ ker(B) the following inequalities hold:

|f(x1 +DTAx)| ≤ α̃(x)e−πMx1·x1 , |Ŝf(ξ1 +Ax)| ≤ β̃(x)e−πNξ1·ξ1 ,

where x1 ∈ (ker(B))⊥ and ξ1 ∈ R(B). Let gx(u) be given by (3.7) for ξ2 = Ax. Then, by
Corollary 3.7, we have

|Ŝf(ξ1 +Ax)| = µS |ĝx(V TB+ξ1)|.
We note that B+ is the inverse of B on R(B). Reformulating the decay conditions in terms of
gx, we conclude that for almost all x ∈ ker(B),

|gx(u)| ≤ α̃(x)e−πV TMV u·u, u ∈ Rr

|ĝx(η)| ≤ β̃(x)e−πV TBTNBV η·η, η ∈ Rr.

We wish to apply Theorem 4.6 to gx with matrices V TMV and V TBTNBV . First, we show that
(a) V TMV,V TBTNBV ∈ Sym++(r,R),
(b) V TMV V TBTNBV = V TMBTNBV .
Proof of (a). Since M and N are positive-semidefinite, the products V TMV and (BV )TNBV
are also positive-semidefinite. Moreover, since V and BV are parametrizations of ker(B)⊥ and
R(B), respectively, and ker(M)⊥ = ker(B)⊥ and R(B) = R(N), we have that V TMV and
V TBTNBV = (BV )TN(BV ) define isomorphism of Rr and, consequently, they are positive-
definite matrices.
Proof of (b). This follows trivially observing that V V + = V V T is an isomorphism on ker(B)⊥

and that for every u ∈ Rr, BTNBV u ∈ ker(B)⊥, so that

(V V T )BTNBV u = BTNBV u.

This proves (b).

Applying Theorem 4.6 for x in a set of full measure, we obtain that if λ1, . . . , λr are the
eigenvalues of V TMBTNBV , then

(i) λ1, . . . , λr ≤ 1.

(ii) if λ1 = . . . = λr = 1, then gx(u) = γ(x)e−πV TMV u·u.

To finish the proof of Theorem 4.2, we note that the eigenvalues of V TMBTNBV coincide with
non-zero eigenvalues of MBTNB, see Appendix C, and that for the case (ii) λ1 = ... = λr = 1,
we get

f(x1 +DTAx) = γ(x)e−πMx1·x1e−iπ(B+Ax1·x1−2CTAx·x1).

Since f ∈ L2(Rd), we conclude that γ ∈ L2(ker(B)).

4.3. Considerations about the decay directions. A straightforward argument shows that
the decompositions of Rd:

(30) Rd = ker(B)⊥ ⊕DTA(ker(B)) = R(B)⊕A(ker(B)),

that simplified the proof of Hardy’s uncertainty principle, can be relaxed by replacingDTA(ker(B))
and A(ker(B)) with any pair of (d−r)-dimensional subspaces L1,L2 ⊆ Rd such that the identities:

(31) Rd = ker(B)⊥ ⊕ L1 = R(B)⊕ L2

hold. Providing extensive details on this point would unnecessarily burden the discussion, so we
limit it to a few lines to convince the reader of its validity.
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• Under the assumption (4.3), Lemma 3.4 and Lemma 3.6 hold for L1 in replacing ker(B)
with the very same proofs.

• Observe that Rd = ker(B)⊥ ⊕ DTA(ker(B)) implies also that dim(DTA(ker(B)) =
dim(ker(B)) and, consequently, DTA : ker(B) → DTA(ker(B)) is an isomorphism.

• The decay conditions (4.2) and (4.2) are invariant when applying a linear isomorphisms
to DTA(ker(B)) and A(ker(B)), up to modify α and β accordingly.

However, the same cannot be inferred for ker(B)⊥ and R(B), that cannot be replaced in (4.3)
with any other r-dimensional subspaces of Rd.

This flexibility in choosing the spaces complementing ker(B)⊥ and R(B) in (4.2) and (4.2),
allows us decomposing:

(32) Rd = ker(B)⊥ ⊕DT (R(B)⊥) = R(B)⊕R(B)⊥.

Remark 4.7. It follows by applying Lemma 3.4 to S−1 that DT : R(B)⊥ → DT (R(B)⊥) iso-
morphically, so if K ⊆ DT (R(B)⊥) is compact, then D−T (K) is also compact in R(B)⊥, where
D−T is the inverse of DT |R(B)⊥ .

We are ready to establish the sharpness of (4.2) and (4.2).

Theorem 4.8. Let Ŝ ∈ Mp(d,R) have projection S with block decomposition (2.2). Let 1 ≤ r =
rank(B) < d. Then, for every compact K ⊆ DT (R(B)⊥) there exists a function f ∈ L2(Rd) such

that supp(f) ⊆ {x : x2 ∈ K} and supp(Ŝf) ⊆ {ξ : ξ2 ∈ D−T (K)}.

Proof. As observed above, let us decompose Rd as in (4.3). The integral representation (3.1) ap-
plied to a function that tensorizes as f(x1+x2) = f1(x1)f2(x2), x1 ∈ ker(B)⊥, x2 ∈ DT (R(B)⊥),
gives:

Ŝf(ξ1 + ξ2) = µSe
iπDCT ξ·ξ

∫
ker(B)⊥

f(x+DT ξ1 +DT ξ2)e
iπB+Ax·xe2πiC

T ξ·xdx

= µSe
iπDCT ξ·ξ

∫
ker(B)⊥

f1(x+DT ξ1)f2(D
T ξ2)e

iπB+Ax·xe2πiC
T ξ·xdx

= µSe
iπDCT ξ·ξf2(D

T ξ2)

∫
ker(B)⊥

f1(x+DT ξ1)e
iπB+Ax·xe2πiC

T ξ·xdx,

where ξ = ξ1+ξ2, ξ1 ∈ R(B), ξ2 ∈ R(B)⊥. Consequently, Ŝf vanishes wherever f2 ◦DT vanishes.
The assertion follows by choosing any function f1 ∈ L1(ker(B)⊥) ∩ L2(ker(B)⊥) and

f2(x2) = χK(x2) =

{
1 if x2 ∈ K,

0 otherwise,

the characteristic function on K.

Remark 4.9. The importance of Theorem 4.8 is not limited to Hardy’s uncertainty principle.
Indeed, it provides a negative result for any uncertainty principle for metaplectic operators: the
directions outside ker(B)⊥ and R(B) do not contribute actively to uncertainty principles.

4.4. Examples for Hardy’s uncertainty principle.
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4.4.1. Metaplectic multipliers. A straightforward example concerns metaplectic multipliers, as
defined in Example 2.5 (d). Let P ∈ Sym(d,R) and

mP f = F−1(Φ−P f̂),

where ΦP (t) = e−iπPt·t is a chirp. The associated projection is the matrix UP defined in (2.3),
having:

A = Id, B = P, C = 0d and D = Id.

Since P is symmetric and A is the identity, we have

R(B) = ker(B)⊥ = ker(P )⊥,

and A(ker(B)) = ker(P ). Consequently, conditions (4.2) and (4.2) can be rephrased as:

|f(x)| ≤ α(x2)e
−πMx·x, a.e. x ∈ Rd,(33)

|Ŝf(ξ)| ≤ β(ξ2)e
−πNξ·ξ, a.e. ξ ∈ Rd,(34)

where x = x1 + x2 and ξ = ξ1 + ξ2, as usual.

Corollary 4.10. Let mP be defined as above, and 1 ≤ r = rank(P ) ≤ d. Let M,N ∈ Sym+(d,R)
with

ker(M) = ker(N) = ker(P ).

Let f ∈ L2(Rd) \ {0} satisfy (4.4.1) and (4.4.1), and λ1, . . . , λr be the positive eigenvalues of
MPNP . Then,
(i) λ1, . . . , λr ≤ 1.
(ii) If λ1 = . . . = λr = 1, then

f(x) = γ(x2)e
−π(M+iP+)x·x, a.e. x ∈ Rd,

where γ ∈ L2(ker(P )).

4.4.2. Fractional Fourier transforms. Let ϑ = (ϑ1, . . . , ϑd) ∈ Rd. The fractional Fourier trans-
form Fϑ is a metaplectic operator in Mp(d,R) with projection

(35) Sϑ =



cosϑ1 . . . 0 sinϑ1 . . . 0
...

. . .
...

...
. . .

...

0 . . . cosϑd 0 . . . sinϑd

− sinϑ1 . . . 0 cosϑ1 . . . 0
...

. . .
...

...
. . .

...

0 . . . − sinϑd 0 . . . cosϑd


=

Aϑ Bϑ

Cϑ Dϑ

 .

We stress that here we allow sinϑj = 0. If Bϑ ∈ GL(d,R), we retrieve the fractional Fourier
transform in [24], simply observing that in this case R(Bϑ) = ker(Bϑ)

⊥ = Rd, and writing the
integral representation (3.2) for (4.4.2).

Let J = {j : sinϑj ̸= 0} and J c = {1, . . . , d} \ J . We have:

ker(Bϑ) = {x ∈ Rd : xj = 0, j ∈ J } =: ΓJ c ,

and

ker(Bϑ)
⊥ = R(Bϑ) = {x : xj = 0, j ∈ J c} =: ΓJ .
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We assume that sin(ϑj) ̸= 0 for at least one j ∈ {1, . . . , d}, so that r = rank(Bϑ) ≥ 1. If
M,N ∈ Sym+(d,R) are positive-semidefinite matrices with

ker(M)⊥ = R(N) = ΓJ ,

we need to consider the positive eigenvalues of MBNB. In particular, if M = aIJ and N = bIJ ,
where a, b > 0 and IJ is the diagonal matrix with diagonal entries

(IJ )jj =

{
1 if j ∈ J ,

0 otherwise,

then the eigenvalues of MBNB are λj = 0 if j ∈ J c and λj = ab sin2 ϑj if j ∈ J . Let us also
denote IJ c = Id − IJ , and observe that the products IJ x and IJ cx are the vectors of Rd having
their coordinates indexed by J c and J replaced with 0, respectively.

Considering that ker(C) = ker(B) in this context, and consequently CTAx = ATCx = 0 for
every x ∈ ker(B), Theorem 4.2 for fractional Fourier transforms takes the following form.

Corollary 4.11. Under the notation above, if f ∈ L2(Rd) \ {0} satisfies

|f(x)| ≤ α(IJ cx)e−πa|IJ x|2 , a.e. x ∈ Rd,

|Ŝf(ξ)| ≤ β(IJ cξ)e−πb|IJ ξ|2 , a.e. ξ ∈ Rd,

for some α, β : ΓJ c → (0,+∞), then:

(i) ab sin2 ϑj ≤ 1 for every 1 ≤ j ≤ d.

(ii) If sin2 ϑj = 1/ab for every 1 ≤ j ≤ d, we have

f(x) = γ(IJ cx)
∏
j∈J

e−iπ(a+i cotϑj)|xj |2 , a.e. x ∈ Rd,

for some γ ∈ L2(ΓJ c).

4.4.3. Tensor products of metaplectic operators. For Ŝ1, Ŝ2 ∈ Mp(d,R), we consider the unique

metaplectic operator Ŝ ∈ Mp(2d,R) such that Ŝ(f1⊗f2) = Ŝ1f1⊗ Ŝ2f2 for every f1, f2 ∈ L2(Rd),
cf. [6, Appendix B]. The related symplectic matrix is

S =


A1 0d B1 0d

0d A2 0d B2

C1 0d C2 0d

0d C2 0d D2

 ,

where Aj , . . . , Dj are the blocks of Sj = πMp(Ŝj), j = 1, 2. Consequently, B = diag(B1, B2),

R(B) = R(B1)×R(B2)

and, consequently,

ker(B)⊥ = R(BT ) = R(BT
1 )×R(BT

2 ) = ker(B1)
⊥ × ker(B2)

⊥,

and

A(ker(B)) = A1(ker(B1))×A2(ker(B2)).
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Moreover, if rj = rank(Bj), j = 1, 2, then r = rank(B) = r1 + r2. Let us consider Mj , Nj ∈
Sym+(d,R), j = 1, 2, with

ker(Mj) = ker(Bj) and R(Nj) = R(Bj),

and set M = diag(M1,M2), N = diag(N1, N2) ∈ Sym+(2d,R). Then,

ker(M) = ker(B) and R(N) = R(B),

the positive eigenvalues of MBTNB are λ1, . . . , λr1 , µ1, . . . µr2 , where λ1, . . . , λr1 are the positive
eigenvalues of M1B

T
1 N1B1 and µ1, . . . , µr2 are the positive eigenvalues of M2B

T
2 N2B2.

In this setting Theorem 4.2 can be rephrased as:

Corollary 4.12. Let f ∈ L2(R2d)\{0}. Assume that for almost every (x2, y2) ∈ ker(B1)×ker(B2)
and almost every (ξ2, η2) ∈ A1(ker(B1)) × A2(ker(B2)) there exist α(x2, y2), β(ξ2, η2) > 0 such
that:

|f(x, y)| ≤ α(x2, y2)e
−πM1x1·x1e−πM2y1·y1 , (x1, y1) ∈ ker(B1)

⊥ × ker(B2)
⊥,

|Ŝf(ξ, η)| ≤ β(ξ2, η2)e
−πN1ξ1·ξ1e−πN2η1·η1 , (ξ1, η1) ∈ R(B1)×R(B2).

If λj > 1 or µk > 1 for some j and k, then f = 0 almost everywhere.

5. Dynamical versions of Hardy’s uncertainty principle

5.1. Schrödinger evolutions with quadratic Hamiltonians. We apply the theory above
to generalize the so-called dynamical version of the Hardy’s uncertainty principle exhibited by
Knutsen [20, Theorem 3.1].

First, we exhibit how the symplectic and metaplectic group relate to the Schrödinger equa-
tion with quadratic Hamiltonian H, following the terminology in [20]. The general Hamiltonian
equations determining the time evolution of a point z = (x, ξ) is

(36)
∂xj

∂t
=

∂H

∂ξj
and

∂ξj
∂t

= − ∂H

∂xj

for j = 1, 2, . . . , d. More compactly,
∂z

∂t
= J∇H

with

∇ =

(
∂

∂x1
, . . . ,

∂

∂xd
,

∂

∂ξ1
, . . . ,

∂

∂ξd

)
.

If we consider the Hamiltonian of the form H(z) = 1
2 ⟨Mz, z⟩ in (1), where M is a real-symmetric

matrix, the Hamiltonian equations reduce to

∂z

∂t
= JMz.

Starting at time t = 0 from the point z(0) = z0, the solution to (5.1) is

z(t) = St(z0) with St := exp(tJM).

We now consider the symplectic algebra sp(d,R), that is the Lie algebra of the symplectic group
Sp(d,R), which consists of all matrices X such that

XJ + JXT = 0.
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The matrix JM (and also tJM , for every t ∈ R) belongs to sp(d,R). Conversely, for any
X ∈ sp(d,R), we have that JX is symmetric. Hence, any quadratic Hamiltonian H can be
expressed as

H(z) = −1

2
⟨JXz, z⟩ for some X ∈ sp(d,R).

Since the exponential maps the symplectic algebra into the symplectic group, the operator St =
exp(tX) is symplectic for any fixed t, and, in turn, the family {St}t≥0 is a one-parameter subgroup
of Sp(d,R).

Denoting by mp(2n,R) the Lie algebra of the metaplectic group (the metaplectic algebra), we
observe that the metaplectic algebra mp(d,R) is isomorphic to sp(d,R), which follows from the
fact that Mp(d,R) is a two-fold covering group of Sp(d,R) [10, Chapter 15]. In particular, there
is an explicit isomorphism

F : sp(d,R) → mp(d,R)
so that the diagram

mp(d,R) sp(d,R)

Mp(d,R) Sp(d,R)

F−1

exp exp

πMp

commutes. Therefore, we can describe the solution of the Schrödinger equation (1) with quadratic

Hamiltonians as a lift of the flow t 7→ St
H in Sp(d,R) into the unique path t 7→ Ŝt in Mp(d,R) so

that Ŝ0 = Id.

Proposition 5.1 (Corollary 2.1 in [20]). Let the Hamiltonian H be quadratic, and let t 7→ Ŝt be
the lift to Mp(d,R) of the flow t 7→ St. Then for any u0 ∈ S(Rn), the function

(38) u(x, t) = Ŝtu0(x)

is a solution of the initial value problem

iℏ
∂u

∂t
(x, t) = HDu(x, t), u(x, 0) = u0(x).

We have now the background to extend Theorem 3.1 in [20]. For any t1 ≥ 0, we assume that

πMp(Ŝt1) = St1 , where

(39) St1 =

At1 Bt1

Ct1 Dt1

 .

Theorem 5.2. Let u(x, t) be the solution to the Schrödinger equation (1) with the quadratic
Hamiltonian (1) given by H(z) = − 1

2 ⟨JXz, z⟩, for some X ∈ sp(d,R), ℏ = 1/(2π), and initial

datum u0 ∈ S(Rd). Suppose at time t = 0 and t = t1 > 0 the solution u satisfies the decay
conditions

|u(x1 + x2, 0)| ≤ α(x2)e
−πMx1·x1 , x1 ∈ ker(Bt1)

⊥, x2 ∈ DT
t1At1(ker(Bt1)),

|u(ξ1 + ξ2, t1)| ≤ β(ξ2)e
−πNξ1·ξ1 , ξ1 ∈ R(Bt1), ξ2 ∈ At1(ker(Bt1)),

where BT is the upper-right-side block in (5.1), M,N ∈ Sym+(d,R) are positive-semidefinite
matrices satisfying (4.2) and (4.2) with B = Bt1 . Assume that r = rank(Bt1) ≥ 1 (Bt1 ̸= 0d). If
λ1, . . . , λr are the non-zero eigenvalues of MBT

t1NBt1 , then
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(i) λj ≤ 1 for every j = 1, . . . , r.
(ii) If λ1 = . . . = λr = 1, then,

u0(x1 + x2) = γ(x)e−π(M+iB+
t1

At1
)x1·x1e2πiC

T
t1

At1
x·x1 , x1 ∈ ker(Bt1)

⊥,

for some γ ∈ L2(ker(Bt1)), where x2 = DT
t1Ax and x ∈ ker(Bt1).

Proof. Observe that u(x1 + x2, 0) = u0(x1 + x2) and, using the equality (5.1), u(ξ1 + ξ2, t1) =

Ŝt1u0(ξ1 + ξ2). Consequently, the thesis follows from Theorem 4.2.

The case r = d yields Theorem 1.7 in the introduction.

Remark 5.3. Hardy’s uncertainty principle for metaplectic operators with free projections have
made the proof of Theorem 5.2 very simple. This result improves Theorem 3.1 in [20], where the
assumptions (1.7) are simplified to

|u0(x)| ≲ e−α|x|2 , and |u1(x)| ≲ e−β|x|2 , x ∈ Rd,

and

(40) (2ℏ)2∥B(t1)∥2opαβ > 1,

where B(t1) = Bt1 in our setting and ℏ = 1/(2π). Using our notations:

M =
α

π
Id and N =

α

π
Id.

Recall that ∥Bt1∥op =
√

ρ(BT
t1Bt1) where, if γj, j = 1 . . . d, are the (positive) eigenvalues of

BT
t1Bt1 , the spectral radius ρ is defined by

ρ(BT
t1Bt1) = max

1≤j≤d
|γj | = max

1≤j≤d
γj .

The assumption (5.3) becomes

(41) ρ(BT
t1Bt1)αβ > π2.

Since the eigenvalues λj of MBT
t1NBt1 are given by

λj =
αβ

π2
γj ,

to get u0 ≡ 0 Knutsen’s condition (5.3) requires

(αβ) max
1≤j≤d

γj > π2,

i.e.,

max
1≤j≤d

λj > 1.

Our setting proves the sharpness of the above condition, c.f. (i) in Theorem 4.2. Furthermore, it
displays the form of the solution u0 depending on the values of λ1, . . . , λd, cf. the theses (i) and
(ii) of Theorem 4.2.

5.2. Examples of Schrödinger evolutions.
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5.2.1. Anisotropic harmonic oscillator. A basic example which is covered by Theorem 5.2 is the
Cauchy problem for the anisotropic harmonic oscillator. This case, to our knowledge, is not
considered by the previous literature. For simplicity, we state the case in dimension d = 2, but it
could be generalized to any dimension d ≥ 2. For x = (x1, x2) ∈ R× R, t ∈ R, we study

(42)

{
i∂tu = HDu,

u(0, x) = u0(x),

where

HD = − 1

4π
∂2
x2

+ πx2
2.

By inspection the related quadratic Hamiltonian is given by

H(x1, x2, ξ1, ξ2) =
x2
2 + ξ22
2

,

and the symmetric matrix M is

M =


0 0 0 0

0 1 0 0

0 0 0 0

0 0 0 1

 .

The corresponding element X in the symplectic algebra is

X = JM =


0 0 0 0

0 0 0 1

0 0 0 0

0 −1 0 0

 ∈ sp(1,R).

For shortness, we define

Ω =

0 0

0 1

 .

For the power series exp(tX) =
∑∞

k=0
tk

k!X
k, we distinguish between the matrices with even and

odd exponents. By induction and observing that Ωk = Ω, for every k ∈ N+, they are given by

X2k = (−1)k

Ω 0

0 Ω

 and X2k+1 = (−1)k

 0 Ω

−Ω 0

 .

Thus,

exp(tX) =

∞∑
k=0

(−1)kt2k

(2k)!

Ω 0

0 Ω

+

∞∑
k=0

(−1)kt2k+1

(2k + 1)!

 0 Ω

−Ω 0

 .

Moving the summation inside the matrix (since Ω is diagonal), and writing

exp(tX) = St
H =

At Bt

Ct Dt


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we obtain

(43) Bt =

∞∑
k=0

(−1)kt2k+1

(2k + 1)!
Ω =

0 0

0
∑∞

k=0
(−1)kt2k+1

(2k+1)!

 =

0 0

0 sin t

 .

Using the Taylor series for the sine and cosine functions we work out the other blocks:

At = Dt =

0 0

0 cos t

 and Ct = −Bt.

Thus, the solution u(t, x) = e−itHu0, with initial datum u0 in S(R2), has the propagator e−itH =

Ŝt
H , which is a one-parameter family of metaplectic operators with symplectic matrices

St
H =


1 0 0 0

0 cos t 0 sin t

0 0 1 0

0 − sin t 0 cos t

 t ∈ R.

Observe that the Bt-block (5.2.1) satisfies Bt ̸= 0 if and only if t ̸= kπ, k ∈ N (we consider t ≥ 0).
Moreover, for t ̸= kπ,

ker(Bt) = span


1

0

 ⇒ At (ker(Bt)) = ker(Bt),

whereas:

R(Bt) = span


0

1

 ⇒ R(Bt) = ker(Bt)
⊥.

The matrices M,N ∈ Sym+(1,R) can be written as

M =

0 0

0 a

 and N =

b 0

0 0


for any a, b > 0. For t ̸= kπ, the pseudo-inverse B+

t is

B+
t =

0 0

0 1
sin t

 and B+
t At =

0 0

0 cos t
sin t

 .

Furthermore, the eigenvalues of MBT
t NBt are given by λ1 = 0 and λ2 = ab sin2 t.

Theorem (5.2) applies to this case and provides the following Hardy-type estimate:

Corollary 5.4. Let u(·, t) ∈ S(R2) be the solution of the Schrödinger equation (5.2.1). Suppose
at time t = 0 and time t = t1 > 0, the solution u satisfies the decay conditions

|u(x, y, 0)| ≤ α(x)e−aπy2

and |u(x, y, t1)| ≤ β(x)e−bπy2

,

for every x, y ∈ R, for some constants a, b > 0 and where α, β : R → (0,+∞) are positive
functions. Then,

(i) If ab sin2 t1 > 1 then u ≡ 0.
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(ii) If ab sin2 t1 = 1, then

u0(x, y) = γ(x)e−π(a+i
cos t1
sin t1

+i sin(2t1))y
2

, x, y ∈ R,

for some function γ ∈ L2(R).

Observe that the condition ab sin2 t1 ≥ 1 implies t1 ̸= kπ.

5.2.2. Harmonic Oscillator. The standard harmonic oscillator was treated by Knutsen [20, Ex-
ample 4.2]. The Hamiltonian is

H(z) =
1

2m

(
ξ21 + · · ·+ ξ2d

)
+

m

2

(
ω2
1x

2
1 + · · ·+ ω2

dx
2
d

)
,

where z = (x, ξ). The associated Schrödinger equation reads

(44) iℏ
∂u

∂t
(x, t) =

(
− ℏ2

2m
∆+

m

2

(
ω2
1x

2
1 + · · ·+ ω2

dx
2
d

))
u(x, t).

The matrix exp(tX) was computed in [20, Example 4.2]. The Bt-block reads

Bt =
1

m
diag

(
sin(ωjt)

ωj

)
.

The other blocks are

At = Dt = diag (cos(ωjt)) and Ct = −m diag (ωj sin(ωjt)) .

In [20, Example 4.2] only the free case was considered, that is the values t1 for which
sin(ωjt1)

ωj
̸= 0

for all j ∈ {1, . . . , d}. Here we can improve Corollary 4.2. in [20] as follows.

Corollary 5.5. Let u(·, t) ∈ S(Rd) be the solution of the Schrödinger equation (5.2.2) corre-
sponding to the harmonic oscillator ℏ = 1, m = 1/2. Suppose at time t = 0 and time t = t1, the
solution u satisfies the decay conditions

|u(x, 0)| ≤ Ke−α|x|2 and |u(x, t1)| ≤ Ke−β|x|2

for some constants α, β,K > 0. If

16αβmax
j

∣∣∣∣ sin(ωjt1)

ωj

∣∣∣∣2 > 1,

then u ≡ 0.
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Appendix A.

Here, we state a linear algebra tool, which is already known in the literature, and report its
proof for the sake of completeness.

Lemma A.1. (i) If M,N ∈ Sym+(d,R) and B ∈ Rd×d, then MBTNB has non-negative eigen-
values.
(ii) If M,N ∈ Sym++(d,R) and B ∈ GL(d,R), then the matrix MBTNB has positive eigenval-
ues.
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Proof. If M and N are positive-semidefinite, then BTNB is positive-semidefinite for every B ∈
Rd×d. By [18, Theorem 7.6.2], MBTNB has non-negative eigenvalues. This proves (i).

To prove (ii), observe that if M1 and M2 are positive-definite d× d matrices, then the eigen-
values of M1M2 are real and positive. In fact, as already observed in [11, Sec. 2.1], the prod-

uct matrix M1M2 has the same eigenvalues as the positive-definite matrices M
1/2
1 M2M

1/2
1 and

M
1/2
2 M1M

1/2
2 . Consequently, if M and N are positive-definite and B ∈ GL(d,R), then BTNB

is also positive-definite and the product MBTNB has positive eigenvalues.

Appendix B.

In this section of the Appendix, we list many important relations between the blocks of a
symplectic matrix. The result from which they can be inferred is the following restatement of
[24, Property 1], using that R(BT ) = ker(B)⊥.

Lemma B.1. Let S ∈ Sp(d,R) have block decomposition (2.2). Then,

(i) D−T (ker(B)⊥) = R(B), where D−T denotes the pre-image under DT ,
(ii) D(ker(B)) = R(B)⊥.

Lemma B.1 has three straightforward implications.

Corollary B.2. Let S ∈ Sp(d,R) have block decomposition (2.2). Then,

(i) DT (R(B)) ⊆ ker(B)⊥.
(ii) D : ker(B) → R(B)⊥ is an isomorphism.
(iii) R(B)⊥ ⊆ R(D).

Proof. (i) SinceD−T (ker(B)⊥) = R(B) andDT (D−T (ker(B)⊥)) ⊆ ker(B)⊥, we findDT (R(B)) ⊆
ker(B)⊥.
(ii) ker(B) and R(B)⊥ have the same dimension and D : ker(B) → R(B)⊥ is surjective by Lemma
B.1 (ii). Consequently, D is also injective.
(iii) Let ξ ∈ R(B)⊥. By the surjectivity claimed in (ii), there exists x ∈ ker(B) such that ξ = Dx.
Hence, ξ ∈ R(D).

Analogous considerations can be obtained for other blocks of S, by applying Corollary B.2 to
SJ , JS, JSJ and their inverses, as illustrated in Table B1.

Appendix C.

Here we prove the following:

Lemma C.1. Let S ∈ Sym(d,R) be such that B ̸= 0d in its block decomposition (2.2). Let
M,N ∈ Sym+(d,R) be such that (4.2) and (4.2) hold, i.e.,

(45) ker(M) = ker(B), R(N) = R(B).

Let r = rank(B), and V : Rr → ker(B)⊥ be a parametrization of ker(B)⊥. Assume that V TV =
Ir. The following statements are equivalent:

(i) λ is an eigenvalue of V TMBTNBV .
(ii) λ is an eigenvalue of MBTNB|ker(B)⊥ .

(iii) λ is a non-zero eigenvalue of MBTNB.

Let us collect a few remarks.
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Reference matrix Corresponding relations

(i) S =

A B

C D

 DT (R(B)) ⊆ ker(B)⊥.

D : ker(B) → R(B)⊥ is an isomorphism.

R(B)⊥ ⊆ R(D).

(ii) SJ =

−B A

−D C

 CT (R(A)) ⊆ ker(A)⊥.

C : ker(A) → R(A)⊥ is an isomorphism.

R(A)⊥ ⊆ R(C).

(iii) JS =

 C D

−A −B

 BT (R(D)) ⊆ ker(D)⊥.

B : ker(D) → R(D)⊥ is an isomorphism.

R(D)⊥ ⊆ R(B).

(iv) JSJ =

−D C

B −A

 AT (R(C)) ⊆ ker(C)⊥.

A : ker(C) → R(C)⊥ is an isomorphism.

R(C)⊥ ⊆ R(A).

(v) S−1 =

 DT −BT

−CT AT

 A(ker(B)⊥) ⊆ R(B).

AT : R(B)⊥ → ker(B) is an isomorphism.

ker(B) ⊆ ker(A)⊥.

(vi) S−1J =

 BT DT

−AT −CT

 C(ker(D)⊥) ⊆ R(D).

CT : R(D)⊥ → ker(D) is an isomorphism.

ker(D) ⊆ ker(C)⊥.

(vii) JS−1 =

−CT AT

−DT BT

 B(ker(A)⊥) ⊆ R(A).

BT : R(A)⊥ → ker(A) is an isomorphism.

ker(A) ⊆ ker(B)⊥.

(viii) JS−1J =

−AT −CT

−BT −DT

 D(ker(C)⊥) ⊆ R(C).

DT : R(C)⊥ → ker(C) is an isomorphism.

ker(C) ⊆ ker(D)⊥.

Table B1. Block relations derived by applying Corollary B.2 to S and the
reference matrices listed in the second column.

Remark C.2. (a) We are considering the action of MBTNB ∈ Rd×d only on ker(B)⊥.
(b) The assumptions (C.1) of Lemma C.1 are not merely conditions under which the conclusion
of Lemma C.1 follows easily. They are indeed necessary for MBTNB to map ker(B)⊥ to it-
self. Actually, under these assumptions, MBTNB is an isomorphism of ker(B)⊥ to itself, as
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composition of isomorphisms. Namely,

ker(B)⊥ R(B) = R(N) = R(NT ) = ker(N)⊥,B

so that:

ker(N)⊥ R(N) = R(B) = ker(BT )⊥ R(BT ) = ker(B)⊥ = ker(M)⊥,N BT

and, finally,

ker(M)⊥ R(M) = R(MT ) = ker(M)⊥ = ker(B)⊥.M

(d) The eigenvalues {λ1, . . . , λr} of MBTNB|ker(B)⊥ are all positive real numbers, since they are

non-negative and MBTNB|ker(B)⊥ is an isomorphism.

Proof of Lemma C.1. We prove that (i) ⇒ (ii). Let λ be an eigenvalue of V TMBTNV and
x ∈ Rr \ {0} be such that V TMBTNBV x = λx. We show that there exists y ∈ ker(B)⊥ so that
MBTNBy = λy. For, let y = V x. Since R(V ) = ker(B)⊥, y ∈ ker(B)⊥ \ {0}. We have:

MBTNBy = MBTNBV x.

Since R(M) = ker(B)⊥, as displayed in Remark C.2 (b), and V V T is the identity on ker(B)⊥,

MBTNBV x = V V TMBNBTV x,

so that:

MBTNBy = MBTNBV x

= V (V TMBTNBV x)

= V (λx)

= λV x

= λy.

Next, we prove that (ii) ⇒ (i). For, let λ be an eigenvalue of MBTNB|ker(B)⊥ , and let y ∈
ker(B)⊥ \ {0} be such that MBTNBy = λy. Consider x = V T y ∈ Rr \ {0}. Since V is a
parametrization of ker(B)⊥,

ker(V T ) = R(V )⊥ = ker(B),

so V V T is the identity on ker(B)⊥. Therefore,

V TMBTNBV x = V TMBTNBV V T y

= V TMBTNBy

= V T (λy)

= λ(V T y)

= λx.

This concludes the proof.
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