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Abstract

Euclidean spanners are important geometric objects that have been extensively studied since
the 1980s. The two most basic “compactness” measures of a Euclidean spanner F E| are the
size (number of edges) |E| and the weight (sum of edge weights) ||E||. The state-of-the-art con-
structions of Euclidean (1+ ¢)-spanners in R? have Oq (n - €~%*1) edges (or sparsity Oq(e~41))
and weight Oy (€"%loge™) - | Emst|| (or lightness Og(e~?loge™1)); here Oy suppresses a factor
of d°@ and | Emst|| denotes the weight of a minimum spanning tree of the input point set.

Importantly, these two upper bounds are (near-)optimal (up to the dO@ factor and dis-
regarding the factor of log(e~!) in the lightness bound) for some extremal instances [Le and
Solomon, 2019], and therefore they are (near-)optimal in an existential sense. Moreover, both
these upper bounds are attained by the same construction—the classic greedy spanner, whose
sparsity and lightness are not only existentially optimal, but they also significantly outper-
form those of any other Euclidean spanner construction studied in an experimental study by
[Farshi-Gudmundsson, 2009] for various practical point sets in the plane. This raises the natural
question of whether the greedy spanner is (near-) optimal for any point set instance?

Motivated by this question, we initiate the study of instance optimal Fuclidean spanners.
Our results are two-fold.

e Rather surprisingly (given the aforementioned experimental study), we demonstrate that the
greedy spanner is far from being instance optimal, even when allowing its stretch to grow.
More concretely, we design two hard instances of point sets in the plane, where the greedy
(1 + xe)-spanner (for basically any parameter 2 > 1) has Q,(e71/2) - | Eqpa| edges and weight
Q(e71) - || Erignt ||, where Eg,a and Ejjgne denote the per-instance sparsest and lightest (14 ¢)-
spanners, respectively, and the 2, notation suppresses a polynomial dependence on 1/z.

e As our main contribution, we design a new construction of Euclidean spanners, which is
inherently different from known constructions, achieving the following bounds: a stretch of
1+ ¢-200087(4/9) with O(1) - | Espa| edges and weight O(1) - || Eignt||. In other words, we show
that a slight increase to the stretch suffices for obtaining instance optimality up to an absolute
constant for both sparsity and lightness. Remarkably, there is only a log-star dependence on
the dimension in the stretch, and there is no dependence on it whatsoever in the number of
edges and weight. In general, for any integer £ > 1, we can construct a Euclidean spanner

in R? of stretch 1 + € - 29 with O (log(k)(e_l) —l—log(k*l)(d)) - |Espa| edges and weight
o (log(k)(e_l) + log(kfl)(d)) - | Eright ||, where log™ denotes the k-iterated logarithm.
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1 Introduction

A Buclidean t-spanner of a set of point X C R? is an edge-weighted graph H = (X, E, w) having
X as the vertex set, such that the weight w(z,y) of any edge zy € FE is given by the Euclidean
distance ||xy|| between the endpoints x and y, and for any z,y € X, there is a path in H of weight
at most t - ||zyl|; such a path is called a t-spanner path. The parameter t is called the stretch of the
spanner. The most important “compactness” measure of a Euclidean spanner is its number of edges
or its sparsity, which is the ratio of the number of edges of the spanner to the number of points.
Another basic compactness measure of a Euclidean spanner is its weight (i.e., total edge weight) or
its lightness, which is the ratio of its weight to the weight of a Euclidean minimum spanning tree
(MST).

The pioneering work by Chew [Che86] showed that one could construct a spanner with constant
stretch and constant sparsity for any point set in the plane. Since then, Euclidean spanners have
been extensively and intensively studied. Over more than three decades, Chew’s result has been
strengthened and generalized, culminating with the following result: For any parameter € € (0, 1)
and for any finite point set in R? one can construct a (1 4 €)-spanner with sparsity Ogy(e=4*1)
and /or lightness Og4(e~%log(e~!)); here Og4 suppresses a factor of d°(4). The sparsity upper bound of
Og4(e~%+1) is realized by various classic constructions, such as the Theta-graph [Cla87, Kei88, [RS91],
Yao graph [YaoR82], and the greedy spanner [ADDT93|; the upper bound arguments, which were
given already in the 90s, are short and simple. (We refer the readers to the book by Narasimhan
and Smid [NSO7] for a comprehensive coverage of spanner constructions that achieve a similar
sparsity bound.) On the other hand, the lightness upper bound of Og(e~?log(e!)) is much more
complex, and it was proven rather recently by Le and Solomon [LS22]; in contrast to the sparsity
upper bound, the lightness upper bound was proved only for the greedy spanner. In the same
paper [LS22], it was shown that, for any d > 1 and for any n = Qg(¢~?log(e~!)), there is a set X
of n points in RY such that any (1 + ¢)-spanner for X must have sparsity Q4(e~9*1) and lightness
Qq(e%). Their results imply that the greedy spanner is existentially optimal for both sparsity and
lightness and the Theta- and Yao-graphs are existentially optimal just for sparsity; by existentially
optimal we mean (near-)optimal in an existential sense to be formally defined below.

Existential optimality. Let A be a polynomial-time algorithm that takes a point set X € R?
and e € (0,1) as input, and outputs a Euclidean (1 + ¢)-spanner for X, denoted by A(X,¢). Let
C(G) be a cost function imposed on a graph G. For our purposes, function C either counts the
number of edges (corresponding to sparsity) or the total edge weight (corresponding to lightness).
We say that algorithm A is ezistentially optimal for C with optimality ratio x (for the Euclidean
space R?) if, for every positive integer n, there exists an n-point set P, in R? such that

for any n-point set X,, € R? we have C(A(Xy,¢€)) < k- opta(Py,€),

where opta (P, €) is the cost of the optimal (1 + €)-spanner for P, under C. Here the point set
P = P, serves as a “hard” or “extreme” instance; that is, for existential optimality of algorithm A,
it suffices to show the existence of a single hard instance (for any n), where the cost of A on any
n-point set is no worse (by more than a factor of ) than the optimal cost on the hard instance P.
The notion of existential optimality in the context of graph spanners was explicitly formulated by
Filtser and Solomon [ES20], though the general idea of existential optimality was implicitly used
long before. Here, we tailor their definition to the Euclidean space R9.

Ideally, we would like to design an existentially optimal algorithm A with x = 1, but this is too
much to ask for: No known (polynomial time) algorithm in the spanner literature is existentially
optimal with k = 1 (or even close to that). The known constructions are existentially optimal with



optimality ratio x = d°@ or k = 20(4) . O.(1), where O(1) is a constant that depends only on
€; thus the optimality ratio of all known constructions is a constant (and typically a large one)
that depends at least exponentially on the dimension d. We shall henceforth say that algorithm
A is existentially optimal for C if the optimality ratio x is a constant that depends only on the
dimension d; importantly, £ must not depend on € and on the size n of the input point sets.

The hard instance used by Le and Solomon [LS23], denoted here by S, is basically a set of
n evenly spaced points on the boundary of a d-dimensional unit sphereﬂ Let us start with the
sparsity (so that the function C counts the number of edges). Le and Solomon [L.S23] showed that
opta(Sp, €) > ag-e 1S, | for some ag = 2794, For the Theta-graph construction, denoted here
by ©, it is known [Cla87, [Kei88, RS91] that for every n-point set X € R%, we have C(O(X,,¢)) <
Bq - € 41| X,| for some By = 29D, Thus, for every n-point set X € R%:

C(O(Xn,€)) < Ba-(1)ag) - optg(Pn,€) = 2°@opt - (P, €) ,

implying that Theta-graphs are existentially optimal for sparsity. By the same argument, both Yao-
graphs and greedy spanners are existentially optimal for sparsity [ADD793|. Next, for lightness
(now the function C counts the weight), Le and Solomon [LS23] showed that opto(Sy,€) > aq -
e~ ||MST(S,)|| for some ag = 279 where MST(S,,) is a Euclidean minimum spanning tree of
Sp. Combining this lower bound with the lightness upper bound of the greedy spanner by [LS23], it
follows that the greedy (1+€)-spanner algorithm is existentially optimal for lightness with optimality
ratio 209 log(e~1). It is worth noting that removing the log(e ') factor in the lightness optimality
ratio of the greedy algorithm remains an open problem.

Thus, the hard instance by Le and Solomon [LS23] allows one to “declare” that their spanner
construction, if achieving Og(e~%*1) sparsity and/or Og(e~?) lightness, is (existentially) optimal
and hence they could redirect their effort on optimizing other properties. However, existential
optimality, while interesting in its own right, is a rather weak notion of optimality: it only requires
that the algorithm has to perform as well as the optimal spanners (up to a factor of k) for the
hard(est) instance. The hard instance might be impractical; indeed, this is the case with the
aforementioned hard instance by Le and Solomon [LS23] (basically a set of evenly spaced points
on the boundary of a sphere), which is very unlikely to appear in practice. On the other hand, on
practical point sets, an existentially optimal algorithm A might perform poorly compared to the
optimal spanner. In fact, it is conceivable that for a wide range of point sets, including various
random distributions of points, the spanners produced by an existentially optimal algorithm A have
more edges than the instance optimal spanners by a factor of Qg(e~9t1). In extreme cases where €
is chosen so that e~%*1 = ©4(n), A could end up having ©4(n?) edges while an optimal spanner has
only O4(n) edges. Indeed, the experimental work by Farshi and Gudmundsson [FG09] showed that
several existentially optimal algorithms (with respect to sparsity), including the Theta- and Yao-
graphs, produce spanners with a much larger number of edges than the optimal spannersﬂ This
naturally calls for a focus on a stronger notion of optimality, namely instance optimal spanners.

Instance optimality. The notion of instance optimality was introduced by Fargin, Lotem, and
Naorc [FLNO3] in the problem of choosing top k items in sorted lists. We adapt this notion in
our context as follows. We say that a polynomial-time algorithm A is instance optimal for C with
optimality ratio r if for every finite point set X € R?, it holds that

2For sparsity, one has to use multiple vertex-disjoint copies of the sphere that are well-separated from each other.

3In [FG09], the optimal spanners (in terms of sparsity and other cost functions) were not computed explicitly;
however for every instance, one can take the best spanners over the collection of algorithms studied by Farshi and
Gudmundsson as an upper bound for the cost of the optimal spanners.



C(A(X’ 6)) < K- OptC(X7 6)7

where optc (X, €) is the cost of the optimal (1 4 €)-spanner for X under C.

An instance optimal algorithm with ratio « is, in fact, an approximation algorithm with an
approximation factor k. The reason we chose to use the terminology of instance optimality rather
than that of approximation is that the existential bounds in low-dimensional Euclidean spaces are
already “good” in the sense that they are independent of the metric size, namely =@ for stretch
1 4+ € and dimension d. This stands in contrast to the existential bounds in general graphs that
depend on the graph size, and for which there is a long line of influential work on approximation
algorithms from both the upper and lower bounds sides; see Section [I.2] for more detail. We stress
that improving bounds that are independent of the metric size is a completely different challenge,
requiring new tools and techniques. By using the “instance-optimality” terminology, we wish to
deviate from the line of work on approximation algorithms in general graphs and put the main focus
on (1) the side of the upper bound (i.e., the “optimality” aspect) and (2) how the instance-optimal
bounds compare to the existential-optimal bounds. Moreover, we hope that our work will initiate
a systematic study on instance-optimal spanners in other graph families for which the existential
bounds are independent of the graph size, such as unit-disk graphs, planar graphs, and bounded
treewidth graphs.

By definition, an instance optimal algorithm is also existentially optimal, but the converse is
of course not true; indeed, designing an instance optimal algorithm appears to be significantly
harder. First, designing an instance optimal algorithm with ratio x = 1 is NP-hard for both
sparsity [KK06, GKK™10] and lightness [CCY13]. Thus, to get a polynomial time algorithm, we
shall allow the ratio x to grow beyond 1, to any constant that depends only on the dimension d;
we refer to such an algorithm as instance optimal. Even under this relaxation, no such algorithm
is known to date, even in the plane! This leads naturally to a fundamental question in Euclidean
spanners, summarized below.

Question 1.1. Can one design a polynomial-time instance optimal (1+¢€)-spanner algorithm
with a ratio kK = Og(1) for sparsity and/or lightness?

The greedy spanner. A natural candidate of an instance optimal algorithm is the (path) greedy
spanner [ADD™93|. As mentioned above, in the Euclidean space R?, it was shown to be ezistentially
optimal for sparsity, and also for lightness up to a factor of log(e~!) [LS22]. In addition, Filtser
and Solomon [FS20] showed that greedy spanners are existentially optimal for very broad classes
of graphs: those that are closed under edge deletions, which include general graphs and minor-
closed families. They also showed that greedy spanners (and also an approximate version of the
greedy spanner [DN97, [GLN02]) are existentially (near-)optimal for both sparsity and lightness
in the family of doubling metrics, which is wider than that of Euclidean spaces. Experimental
results [SZ04, [FG09) [CS22] also showed that the greedy spanners achieve the best quality in multiple
aspects.

For general graphs, it was known that the approximation factor of the greedy spanners is O(n)
for stretch ¢ < 3 [FS20,/ABS™20] while an algorithm with a better approximation was known [KP94].
However, for higher stretch (¢t > 5), the greedy algorithm achieves the best-known approximation
ratio. Furthermore, there are works showing that the greedy spanner provides rather good bicriteria
approzimation algorithms in general graphs [GW22|,[Won23| BBGW24] for a related problem, called
minimum dilation graph augmentation: augmenting a graph as few edges as possible to reduce the
dilation (a.k.a. stretch).



Consequently, it appears that a preponderance of work on the greedy spanners all point in the
same direction, i.e., to a conjecture that the greedy algorithm gives a good bicriteria instance optimal
spanner. In this work, we demonstrate that the greedy spanner is far from being bicriteria instance
optimal for points in R?. More concretely, we design two hard instances of point sets in the plane,
where the greedy (1 + xe)-spanner (for basically any parameter x > 1) has Q,(e7/2) - | Epa| edges
and weight Qg (e71) - | Etight ||, where Eqpa and Ejigne denote the per-instance sparsest and lightest
(1 + e)-spanners, respectively, and the €2, notation suppresses a polynomial dependence on 1/z.

Bicriteria instance optimality. Given that the greedy spanner is far from being instance
optimal, even in the plane, and even when allowing its stretch to grow from 1+¢€ to 1+ xe for x > 1,
and given that the greedy spanner appears to outperform any other known spanner construction
in terms of both sparsity and lightness, the natural conclusion is that a new spanner construction
is in order. In light of our hardness result for the greedy spanner, it seems acceptable to allow the
stretch to increase from 1 + € to 1 + xe, for some reasonably small x. This leads to the following
question: Could standard techniques in geometric optimization, such as Arora’s technique [Aro98],
be applied to construct instance optimal spanners? Arora’s technique has been instrumental in
solving problems such as the Euclidean TSP and Steiner tree. In our problem, however, the major
difficulty is that we aim at optimizing the cost of the spanner while guaranteeing a stretch bound
of 1 +¢. Alas, Arora’s technique, as well as other known techniques, are not suitable for achieving
both criteria. Thus, it appears that a new technique for achieving both criteria is in order.

The above discussion motivates us to consider bicriteria instance optimal spanners: We say that
an algorithm A is (¢, x)-instance optimal if for every point set X € R? A(X, ¢)is a (14c-¢)-spanner
for X, and C(A(X,€)) < k- optc(X,e).

Question 1.2. Can one design a polynomial-time (c, k)-instance optimal spanner algorithm
with ¢ and k both bounded by O4(1) (independent of €) for sparsity and/or lightness?

While Question asks for constants ¢ and £ (depending only on the dimension d), what was
previously known is embarrassingly little. Even in the basic setting of the Euclidean plane, the
only positive result is a direct corollary of existentially optimal spanners, which gives a bicriteria
(¢, k)-instance optimal spanner algorithm with ¢ = O(1) and k = O(e~ 1) for sparsity and x =
O(e™2) for lightnessﬂ To the best of our knowledge, no prior result achieves sublinear (respectively,
subquadratic) dependence of x on e~ ! for sparsity (resp., lightness) in the Euclidean plane. On
the other hand, there is a lot of work on approximating spanners in general graphs, which we will
review in more detail in Section A short takeaway is that the approximation factors in this
setting depend on n (the number of vertices), while in our setting, the approximation factor is
independent of n (the number of points). Therefore, the techniques for general graphs do not seem
applicable to RY.

1.1 Owur Contribution

Hard instances. We first construct point sets in R? for which the greedy (1 + €)-spanner is far
from being instance optimal in terms of sparsity or lightness, even if we relax the stretch from 1+ ¢

4Note that in the regime of parameters derived from existentially optimal spanners, having ¢ = 1 is the same as
having ¢ = O(1) since one can apply the standard scaling trick: € < ¢/c. Scaling reduces the stretch from 1+4ce to 1+¢
while adding a factor of ¢ for sparsity and ¢? for lightness to x. The same trick, however, does not work for instance
optimal spanners: if one scales € to €/c, then one now essentially compares against the optimal (1 + €/c)-spanner
instead of the optimal (1 + €)-spanner.



to a larger value 1 + xe.

Theorem 1.1 (Sparsity lower bound for greedy). For every sufficiently small e > 0 and 1 < x <
o(e™1/3), there exists a finite set S C R? such that

6_1/2
|Egr(:r)| > Q < 563/2 > ’ |ESpa’7

where Egy(5) is the edge set of the greedy (1 + xe)-spanner, and Eqp, is the edge set of a sparsest
(14 €)-spanner for S.

Theorem 1.2 (Lightness lower bound for greedy). For every sufficiently small ¢ > 0 and x €
[2,e71/2/48], there exists a finite set S C R? such that

-1

) || Eright ||,

where Eg, (4 5 the edge set of the greedy (1 + we)-spanner, and gy is the edge set of a minimum-
weight (1 + €)-spanner for S.

E >Q ————
L

Main results. Our main contribution is on the algorithmic front: we design a bicriteria (c, k)-
instance optimal spanner algorithm with ¢ = 2000g™(d/€) anqd x = O(1), thus resolving Question
up to the exponential log-star term 2008 (4/9)) ' which is bounded by O(log(k))(d/e) for any constant
k; here and throughout log®®) denotes the k-iterated logarithm function (i.e., log™ () = log(z) and
log®™ () = log(log®* 1 (x)) for any integer k > 2). This result is obtained as a direct corollary of
the following general theorem.

Theorem 1.3 (General tradeoff upper bound). Let X C R be any set of n points, and k > 1 an

integer. For any e € (0,1), there is an algorithm that returns an Euclidean (1 4+ 2°®)¢)-spanner
H = (X,E) for X, such that

|E| =0 (log(k)(e_l) + log(k_l)(d)> | Espal and
1E] = 0 (1og® (e ™) +10g® D (@) ) || B

where Egpa, Elight € ()2() are the edge sets of the optimal (1 + €)-spanners of X for sparsity and
lightness, respectively. In other words, our algorithm is bicriteria (QO(k),log(k)(e_l) + log(k_l)(d))—
instance optimal for both sparsity and lightness.

Furthermore, our algorithm can be implemented in ¢ =@

nlog?(n) time.

We now highlight the two extreme points on the tradeoff curve. First, by setting k = O(1)
(for any constant) in Theorem we obtain an (O(1),log® (e71) 4 log* 1) (d))-instance optimal
spanner algorithm. This result is also interesting from the perspective of existential optimality. By
scaling € < €/c, we get an existentially optimal algorithm for both sparsity and lightness with ratio
k = O(log® (e1) + log* =V (d)) for any constant k. Recall that all known existentially optimal
spanner algorithms have an exponential dependence on d in the optimality ratio or the stretch
blow-up, while we achieve a sublogarithmic dependence on d. In particular, recall that the state-
of-the-art existential optimality ratio for lightness is Og(log(e™1)) = d°@ . log(e!); our result
improves exponentially both the dependence on €' and the dependence on d.

By setting k = log*(d/€) in Theorem we obtain the following main corollary of the general
tradeoff. Remarkably, our optimality ratio « in Corollary does not depend on the dimension d,
while our stretch blow-up ¢ only depends sublogarithmically on d.



Corollary 1.1 (Almost instance optimality). There is an algorithm for constructing spanners that
are (c, k)-instance optimal for both sparsity and lightness, where ¢ = 20008°(d/) and x = O(1).
Furthermore, our algorithm can be implemented in e @Dnlog?(n) time.

Remark. An important feature of the classic greedy spanner algorithm is that it is existentially
optimal with respect to both sparsity and lightness. Our spanner algorithms (provided by Theo-
rem and Corollary also have this feature, but in the stronger sense of instance optimality:
it simultaneously approzimates both the sparsest spanner and the lightest spanner. We note that for
the same point set X and stretch factor, the sparsest spanner for X and the lightest spanner could
be completely different. In fact, the sparsest spanner could have a huge lightness while the lightest
spanner could have a huge sparsity. Thus, a priori, it is unclear whether there exists an algorithm
that is instance optimal with respect to both sparsity and lightness.

1.2 Related Work on Approximate Spanners in General Graphs

There is a long line of work on approximating minimum ¢-spanners of both undirected and directed
graphs. We briefly review the current best results in these regimes. For undirected graphs, the
greedy algorithm [ADDT93] provides a t-spanner with approximation ratio n?/(+1) for odd t and
n?/t for even t. Dinitz, Kortsarz, and Raz [DKRIH] showed that for any ¢ > 3 and for any
constant € > 0, there is no polynomial-time algorithm approximating a t-spanner with ratio better
than 21987/t assuming NP ¢ BPTIME(2POWe(m)  For t = 2, Kortsarz and Peleg [KP94]
(see also [EPO1], [DK11]) designed an algorithm with approximation ratio O(logn), matching the
lower bound given by Kortsarz [Kor0O1] (assuming P # NP). For ¢t = 3, Berman, Bhattacharyya,
Makarychev, Raskhodnikova and Yaroslavtsev [BBMT11] achieved approximation ratio O(n'/3).
Dinitz and Zhang [DZ16] obtained the same approximation ratio for stretch ¢ = 4. For ¢ > 5, the
approximation ratio achieved by the greedy algorithm remains the state-of-the-art.

For directed graphs, Dinitz and Krauthgamer [DK11] gave an O(y/n)-approximation algorithm
when ¢ = 3. The approximation ratio for ¢ = 3 was later improved to O(n'/?logn) for the
unit-weight case [BBMT11]. For general ¢, there have been significant efforts to improve the ap-
proximation ratio. Bhattacharyya, Grigorescu, Jung, Raskhodnikova, and Woodruff [BGJ"12]
provided a O(n'~/*)-approximation algorithm for directed graphs for ¢ > 2. Berman, Raskhod-

~ 1
nikova, and Ruan [BRR10] improved the approximation ratio to O(t - nl_W). For ¢ > 3, Dinitz
and Krauthgamer [DK11] achieved the approximation ratio of O(n?/3). Berman, Bhattacharyya,
Makarychev, Raskhodnikova and Yaroslavtsev [BBM™11] later improved the approximation ratio

to O(y/nlogn).

2 Technical Overview

Our construction and sparsity analysis. Let us begin with analyzing the sparsity of an
arbitrary (1 + J)-spanner (X, E') against a sparsest (1 + €)-spanner (X, Eqp,); one can think of the
parameter ¢ as O(e), though in practice it is a parameter used by our algorithm that starts at
around e and ultimately grows to O(e) and even beyond O(e). A basic approach is to charge the
edges in E to edges in Egp,. Our first idea is to design a fractional charging scheme, rather than an
integral one. Taking any edge (s,t) € E, since (X, Egpa) is a (1 + €)-spanner, there exists a path =
in (X, Espa) between s and t such that ||7|| < (1 + €)||st||. Thus, we can charge the edge (s,t) € E
to each edge e € Eg,, along the path m with a fractional cost of ||e||/||st||, meaning that the sum
of fractional costs of these edges amounts to at least 1 (and also at most 1 + €), thus the total
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Figure 1: In this example, a spanner might include the orange edges, while the optimal spanner
takes the blue edges. Then the middle blue edge would receive a large amount of charges from the
orange edges.

fractional costs of all edges in Eqp, is at least |E|. Therefore, if we could argue that the fractional
costs received by any edge e € Egp, is at most A, that would directly imply that |E| < X - |Egpal.
However, such a charging scheme by itself is insufficient, unless it is accompanied with a “good”
spanner. Alas, there are hard instances for which the known spanner constructions fail. As a (sim-
plistic) example, consider a point set X € R? that contains two point sets {zito<i<1) e Wito<i<a /e

where z; = (0,i - €),y; = (10,7 - €), as well as a pair of middle points z = (3, %),w = (3, é) See
Figure [1| for an illustration. Our spanner could wastefully include edges x;y; for all 4, j, creating
a bi-clique between {z;}o<;<1//z and {yi}o<i<1//e; we will show later on that the greedy spanner
exhibits this kind of wasteful behavior (on more subtle instances). On the other hand, the instance
optimal (1 + €)-spanner for this point set will only include edges z;z, zw, wy;, Vi. Getting back
to the aforementioned charging scheme, we see that all bi-clique edges would charge to the same
middle edge zw, and so this charging scheme would inevitably fail. The main problem here is not
the charging scheme, but rather the wasteful behavior of known spanner constructions.

To outperform the known spanner constructions on hard instances, we design a new spanner
algorithm, which deviates significantly from the known constructions. Our construction is guided
by a novel charging scheme; we build on the basic idea of fractional charging as explained before,
but in a much more nuanced way, which takes into account the angles formed by the edges, the
locations of the endpoints, and other geometric parameters. To keep this technical overview simple,
we will not go into most details of the charging scheme; refer to Section for the full details.

Start with an arbitrary (1 + d)-spanner. To improve sparsity (and lightness), our basic strategy
is to look for helper edges, such as edges zw in the example above, add them to our spanner, and
then prune unnecessary edges whose distances are already well-preserved by zw together with other
existing shorter edges in the spanner. More specifically, we will go over all edges st € E of the
original spanner in a non-decreasing order of their lengths (i.e., weights), and look for helper edges
zw in the (1 + €)||st||-ellipsoid around edge st that satisfy the following two properties:

L lzw] = Q(][st]]); and
2. both z and w are bounded away from the endpoints s and ¢; that is, ||sz||, ||[wt|| > Q(]|st|]).

If such a helper edge zw exists, then we add it to E. The key observation is that any other edge
s't" € E with roughly the same length as st and charging to common edges as st can now be pruned
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Figure 2: The blue path between s and ¢ is a (1 + €)-spanner path 7 in (X, Egp,). The solid blue
edge e is an edge of 7, so it receives a fractional charge of ||e||/||st|| from st. When processing edge
st, we find a helper edge zw in the (1 + €)||st||-ellipsoid around st. After adding the helper edge
2w to E, we are able to prune other spanner edges s’t’ which are charging to e, as well, because we
can now connect s’ and ¢’ using the red path in (X, E).

from E. Indeed, due to our charging scheme, if s't’ and st charge to the same edge, it means that
these two edges should be similar in a strong geometric sense, which allows us to reason that edge
zw could serve as a helper edge for s't’, as well. Consequently, by adding a single helper edge zw
while processing edge st, we are able to prune away from our spanner all edges that are “similar”
to edge st, which leads to a significant saving. See Figure [2| for an illustration. So far, we have only
discussed the pruning of edges s't’ that are of roughly the same length as st. We then generalize
the above insight to show that for every length scale and for every edge e charged by st, at most
one edge from that length scale may charge to edge e. Since the fractional charge of edge s't’ to
edge e, namely ||e||/||s't'||, decays with the length of s't/, we can bound the total contribution of all
such edges s't’ to the fractional cost of edge e, over all length scales, by a geometric sum.

This strategy of using helper edges zw as described above is effective when helper edges exist;
alas, they do not always exist. When helper edges do not exist, we will show that there must exist
an edge e along the (1 + €)-spanner path 7 in Egp, such that ||e|| > Q(||st||); that is, 7 is making
at least one long stride at some point when connecting s and ¢t. In this case, we will charge the
edge st only to this single long edge e. However, since this long edge e does not qualify as a helper
edge (property 2 of a helper edge does not hold), we cannot apply the aforementioned argument,
and it is now possible that many different edges s't’ € E of length O(||e||) will charge to the same
edge e. In this case, we will apply a more aggressive pruning, which greedily finds all edges e whose
addition to E could prune sufficiently many edges st with length O(]|e||). Roughly speaking, this
greedy pruning procedure works as follows: for any index j > 0, let L; € E be the set of edges
whose lengths are in the range [1.017,1.017F!). We start with an upper bound on the sparsity
« > |E|/|Espal, and for each length scale [1.017,1.01771), we will greedily add substitute edges
e = zw € Lj to the spanner, whose inclusion in E could help in removing at least /100 existing
edges from L; without increasing the stretch by too much. After such a pruning procedure, we
are able to decrease our upper bound a on the ratio |E|/|Espa| by a constant factor, ignoring the
new substitute edges, whose sparsity is constant. By working carefully, we demonstrate that this



pruning procedure can be iterated until the sparsity upper bound has reduces from « to O(log «v),
while the stretch increases only slightly.

Thus far we have presented the informal descriptions of two different pruning phases. Our
spanner construction employs these two pruning phases on top of the original (14 4)-spanner (X, F)
that we start from, one after another, to reduce the sparsity upper bound from « to O(log o) while
increasing the stretch from 146 to 1+ O(J). We remark that there is a delicate interplay between
the two pruning phases, which requires our algorithm to pay special care to additional subtleties,
and in particular to explicitly distinguish between two types of edges; aiming for brevity, we will
not discuss such subtleties in this high-level overview, but the details appear in Section (refer
to Definition in particular for the definition of the two types of edges). Finally, to achieve the
stretch and sparsity bounds claimed in Corollary we apply the two pruning phases iteratively
until the sparsity upper bound reduces to a constant. The full details of the construction, the
stretch analyais and the sparsity analysis appear in Sections and respectively.

Our spanner algorithm and the underlying charging scheme heavily rely on Euclidean geometry.
However, surprisingly perhaps, both of them are completely unaffected by the dimension of the
input point set. (Our algorithm runs in low polynomial time in any dimension; however, the fast
implementation of our algorithm described below does depend on the dimension.) The dependencies
on the dimension in Corollary (ignoring the fast implementation running time) stem only from
the sparsity and lightness dependencies on the dimension in the original spanner (X, F).

Lightness analysis. It turns out that the same spanner construction algorithm described above
also approximates the instance-optimal lightness. More specifically, relying on the fact that the
sparsity and lightness bounds of the initial (e.g., greedy) spanner (X, E) are both ¢ ©(@ we can
prove that the instance-optimal lightness bound in the resulting spanner is (basically) the same as
the sparsity bound. While our lightness analysis builds on the sparsity analysis, it has to drill quite
a bit deeper in order to overcome another significant technical challenge, which we highlight next.
The full details are in Section When comparing our (14 6)-spanner (X, F) against the optimal
(now in terms of weight) spanner (X, Ejight), for any edge st € E, let = denote a (1 + €)-spanner
path in (X, Ehght) between s and t. While in the sparsity analysis we charged the edge st € E to
each edge e along 7 with a fractional cost of ‘l‘;“ , so that the total fractional costs of these edges is
at least 1, such a charging is not suitable for the lightness analysis. Instead, we shall charge edge
st to each edge e along m with a cost of ||e||, so that the total costs of these edges is at least ||st||,
thus the total costs of the edges in Ejigys is at least | E||. Therefore, if we could argue that the total
costs received by any edge e € Ejjgp is at most A, that would directly imply that ||E| < X- || Eiigne |-

By adapting our techniques from the sparsity analysis, we can bound by O(1) the number of
times any edge e € Ejjgne gets charged from the same edge set L; (i.e., the edges whose lengths
are in the range [1.017,1.01771)). However, the total amount of charges over all length scales (or
indices j) increases by a factor of O(log @), where ® is the spread of the point set. Using a standard
trick, this blowup can be reduced to O(logn), but this is still insufficient for achieving instance-
optimality. This is how lightness is different from sparsity, as charges of sparsity are decreasing
geometrically as j increases, while charges of lightness remain the same for all scales j.

To bypass the logarithmic blowup, let us go over all edges in F in a non-decreasing order of
lengths and allocate their charges to edges in FEjgpy in an “adaptive” manner. Consider any edge
st € E as well as a (1 + €)-spanner path m between s and ¢ in (X, Ejight). If most edges of m have
only been charged a small number of times by edges in E shorter than st, then we can safely charge
st proportionally only to those edges (we charge any such edge e a cost of say 10||e||). Otherwise,
there exists a set of edges zjwi, zowo, ..., zyw; on 7 such that:
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Figure 3: The blue path represents a (1 + ¢)-spanner path 7 between s and ¢ in (X, Eiignt ), and the
blue solid edges are the ones already receiving heavy charges from shorter edges in F. Then, for
each blue solid edge z;w;, we can find a longer red solid edge a;b; € F that charged to z;w;. Thus,
we can stitch together all these red solid edges with existing edges in E to create a good spanner
path between s and ¢, and so edge st does not need to stay in E anymore.

I
o > i1 lziwill = Q([|st]]); and
e cach edge z;w; has been charged multiple times already.

In this case, we can prove that for each such edge z;w; of 7, there exists an edge a;b; € FE,
which charges to z;w; and is much longer than ||z;w;|| yet much shorter than ||st||. Using this key
insight carefully, we prove that existing edges in E can be used to “stitch together” all the edges
a1by, agba, ..., a;b; into a good spanner path (of small stretch) between s and ¢ in (X, F), making
the direct edge st unnecessary in F, and so we can show that st could not have been added to F.
See Figure [3| for an illustration.

Fast implementation. Next, we highlight three main technical difficulties behind achieving a
near-linear time implementation of our spanner construction (in low-dimensional spaces). Recall
that our implementation takes e~ ?@nlog?(n) time; see Section |5| for the full details.

The first difficulty is to efficiently locate all the substitute edges. (Recall that the substitute
edges are needed if helper edges do not exist, and they are used for a more aggressive pruning
of edges.) A straightforward implementation would enumerate all possible choices of a substitute
edge xy, and count how many edges any such edge xy can prune from the current spanner if it is
added to the spanner. Such an implementation would require quadratic time to find a substitute
edge each time. Instead, we will build a hierarchy of nets (as in [CGMZ16]), and for each edge
st € E, its substitute edge will be restricted to €||st||-net points nearby. Using the standard packing
bound in R?, the total number of possible substitute edges for st is bounded by ¢ 9@ Then, we
can initialize and maintain an efficient data structure in e ?@nlog(n) total time, which counts
the number of edges assigned to each possible substitute edge; using this data structure, we can
repeatedly select the best substitute edges in e~ 9@nlog(n) total time.

The second difficulty stems from the need to find a helper edge zw for any existing edge st € FE.
A straightforward implementation of this task takes quadratic time by checking all possible helper
edges zw. To narrow down our search space, we will again build an €||st||-net and only look for
net points around the segment st in search of a helper edge zw. Using the packing bound, we can

show that the total number of candidate edges is at most e 9@,
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Figure 4: The red edges are in both the optimal and the greedy spanner; the blue edges are only
in the optimal spanner, and the orange edges are only in the greedy spanner. This point set fools
the greedy algorithm not to add the blue edges, so that it later has to add all orange edges, which
form two bi-cliques, incurring quadratic sparsity.

As the third difficulty, we need to go over all edges in st € E in a non-decreasing order of
lengths and, for each one, decide if we should keep it in the new spanner. Here, we need to
quickly determine if the distance between the two endpoints s and ¢ in the new spanner is already
well-preserved, which entails an (approximate) shortest path computation. If we directly apply
Dijkstra’s algorithm to compute shortest paths, then the total time for such computations over all
edges st € E would be quadratic. To reduce the runtime, we will adopt the approach from [DN97]
used for constructing an approximate version of the greedy spanner. Roughly speaking, to compute
an (approximate) shortest path between s and ¢, we build a cluster graph that contracts clusters of
radius €l|st||, and then look at the cluster centers near s and t; importantly, we only apply Dijkstra’s
algorithm locally on these cluster centers. Relying again on the standard packing bound in R¢, we
can prove that the number of cluster centers around s and ¢ is also at most €94 which allows us
to reduce the running time of an (approximate) shortest path computation to 0,

Lower bounds for greedy spanners. Our hard instances for the poor performance of the
greedy algorithm build on the dramatic difference between the sparsity of Euclidean spanners with
or without Steiner points [BT22, [LS22]: O(e(~¥+1/2) versus O(e~**!). We modify the previously
known worst-case instances for Euclidean Steiner spanners: Two large sets uniformly distributed
along two parallel lines, and a small set of middle points between the two lines (a schematic example
is in Figure[4} see Figures[9] and [L0] for more accurate illustrations). In previous work [BT22, [LS22],
the middle points played the role of “Steiner points” (recall that a Steiner spanner does not have
to maintain the stretch factor for paths to and from Steiner points). We include the middle points
in the input. Importantly, the optimal (i.e., sparsest) spanner can take advantage of the middle
points as convenient “via” points between the two large point sets (similarly to Steiner spanners),
but the greedy algorithm misses their potential and is forced to add the complete bipartite graph
between the two large point sets on the two lines; see Theorems and for details. The main
challenge is the analysis of the greedy spanner. We heavily use geometry in the design and analysis
of the lower bound instances to maintain a tight approximation of the stretch between point pairs
during the greedy process.

Our lower bounds for sparsity use edges of comparable weight, and immediately give the same
lower bounds for lightness. However, we can obtain stronger lower bounds for lightness with a
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surprisingly simple point set: Uniformly distributed points along a circular arc (not the entire
circle!). Due to the uniform distribution, we can easily analyze the greedy algorithm with stretch
(1 + ze) for any x, 1 < 2 < O(e'/?): The greedy algorithm includes a path along the circular
arc; and then at a certain threshold, it adds a large number of heavy edges of equal weight.
However, an optimum (i.e., lightest) spanner can use a much smaller number of “shortcut” edges
instead (similarly to the helper edges in our upper bound construction). In our basic example
(Theorem , a single shortcut edge of Giigne trades off against O(e~ ') almost diametric edges of
Glgr. For a lower bound for (14 x¢)-spanners (T heorem, we use a hierarchy of shortcut edges.

3 Preliminaries

Let x = 10* be a large but fixed constant independent of n, d, and €; and assume that € > 0 is
relatively small compared to k™! and d~'. More specifically, we assume the following relation:

¢ . 90(og™(d/€)) - =5 (1)

For any vector e € R%, let ||e| denote the the Euclidean length (i.e., f2-norm) of e. For a graph
H, let V(H) and E(H), resp., denote the vertex set and the edge set of H. For any set of edges
E C ()2(), let ||E|| be the total length of the edges in F; and the weight of a graph H = (X, E) is
defined as ||H|| = || E||.

For any pair of points s,t € R?, let st denote the segment that connects s and ¢, and let st or
t — s be the vector directed from s to t. We will sometimes use the notation s ~~ ¢ for the shortest
(spanner) path between s and ¢ in a graph H when H is clear from context.

For any pair of vectors e, es € RY, their angle /(e1, ez) is defined as:

Z(ey,e2) 4f arccos <M>

lex]] - llez]l

For a polygonal path 7 and two vertices p, g of 7, let 7[p, ¢] be the sub-path of 7 between p and
q. For an edge e and a line st, let proj,(e) be the orthogonal projection of e onto the line st. We
generalize [BT22, Lemma 4], originally stated for a polygonal path 7, to the setting where 7 is a
sequence of edges; we include the proof for completeness.

Lemma 3.1 (Lemma 4 in [BT22]). Consider a sequence of edges m (not necessarily a polygonal
path) whose projection on a line is segment ab. Let E(m,ab,0) be the set of edges e €  such that
Z(e,ab) < 0. If |||l < (14 ¢€)||labl|, then ||E(m,ab,2+/€)|| > 0.5||ab]|.

Proof. Assume otherwise that ||E(m,ab,2+/€)|| < 0.5||abl|. Then, since the projection of 7 on line
ab is equal to the segment ab, we have:

> lIproig(e)ll > flab]

ecm

which implies

Yo leroig(@l = llabl = Y [Iprojay(e)l|

ecm\E(m,ab,2/€) e€E(m,ab,21/€)

>labll = > el

e€E(m,ab,2\/c)
= [labl] = | E(7, ab, 2V/e).
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Recall that for every edge e € m \ E(m,ab,2+/€), we have Z(e,ab) > 24/e. Using Taylor estimate
1/cos(z) > 1+ 22/2, and thus for any edge e € 7\ E(m,ab, 2\/€), we have

e 2 L > o) 1+ 20

Combined with the previous inequality, we obtain

7l Yoo e+ D> el

e€E(m,ab,2+/€) eenm\E(m,ab,2+/€)
> || E(r, ab, 2V/e)[| + (1 + 2¢) - (Jlab]| — | E(, ab, 2V/€)))
> (14 2€)]|ab|| — 2¢|| E(, ab, 2V/e)]|
> (14 €)l[adl],

which is a contradiction. O

Given a finite point set X C R?, let Gepa = (X, Espa) and Giighy = (X, Eiigns) be the (1 4 €)-
stretch Euclidean spanners of X with the minimum number of edges and the minimum weight,
respectively. We will use the following statement, which bounds the sparsity and lightness of the
greedy spanner; although more precise bounds are known (which explicate the constants in the
O-notation), as mentioned, the bounds in the following statement will suffice for our purposes.

Lemma 3.2 ([CDNS95, RS98, NS07]). If H = (X, E) is the greedy (1 + €)-spanner for X C RY,
then |E| < n-e 9@ and |E| < IMST(X)| - € ©D, where MST(X) is a Buclidean minimum
spanning tree of X.

4 Instance-Optimal Euclidean Spanners

4.1 A Greedy-Pruning Algorithm

We are given a set X C R? of n points and a sufficiently small € > 0 satisfying Equation . Initially,
let H = (X, E) be an arbitrary (14 ¢)-spanner on X (for example, the greedy spanner). According
to Lemma we may assume that H has n - e 9@ edges and weight at most [|[MST(X)]| - e~ 9@,
Next, we will successively modify H to improve its sparsity and lightness while keeping the stretch
under control. In each iteration, we will prune some of the edges in H and add new edges. In each
iteration, we maintain an upper bound on the current stretch of H and its approximation ratio
compared to optimal (1 + €)-spanners w.r.t. sparsity and lightness. Specifically, we assume that H
is a (1+9)-spanner for some § > ¢; the assumption 6 > € (or 6 = Q(e)) will be crucial in the analysis
of stretch and lightness later on. Furthermore, we assume that o > max {|E|/|Espal, || E|/ || Etight|| };

initially when E is a greedy spanner, we have § = ¢ and o = ¢ (@ The total number of iterations

will be log*(d/e) + O(1).

One iteration consists of two phases which construct two spanners: First H; = (X, Ej) and
then Hy = (X, E2). At the end of an iteration, we will reassign E < Es. During the process, edges
in By and E5 that come from E will be called old edges, and all other edges in Fy and Es will be
called new edges.

Classification of edges in E. As a preliminary step, the algorithm will distinguish between
two types of edges in E. For an edge st € E and a point 2 € X, let proj(x) denote the orthogonal

13



Figure 5: The two sets As; and B,; are drawn as two orange regions in the ellipsoid around st.
For simplicity, in this figure we assume that s and ¢ lie on the x-axis with coordinate 0 and 1,
respectively (and all the numbers shown designate z-coordinates).

projection of x on the straight line passing through s and ¢. Let I's; be the ellipsoid defined by
Do = {w € RY: o] + ot < (1 + )]st }

with foci s and t. We define the following two regions (see Figure [5| for an illustration):

— proj 3 1.3 1 t — proj 5 1 5 1
h e e ool (1813, L) Jopoi@l [ 15 1))

st 8 50’8 ' 50 st 8 508 ' 50
def a. lls=projg(@)| _[5 1 5 1] [t—proju(=)| 3 1 3 1

Boy €Ty ymlperd, BP0 o2 — 2y - ) BZ PR o 12— 2y —
st = Dat {x st 8508 ' 50 5] 8 50'8 ' 50

Definition 4.1. If A;; N X or Bs; N X is empty for an edge st € E, then st is called a type-(i)
edge; otherwise, it is called a type-(ii) edge. Let EW and B | resp., denote the set of type-(i) and
type-(ii) edges in E.

First pruning phase. Initially, we set £y - E and 3 41,01, Without loss of generality, assume

that all pairwise distances in X are at least 1. Next, we perform O(log «v) sub-iterations of pruning.
In the i-th sub-iteration, go over all indices j = 0,1,2,.... For each index j, let L; C E be the set
of old edges whose lengths are in the range [37, 37*1). In the j-th iteration, enumerate all pairs of
vertices {z,y} € ()2{) such that ||zy|| > 87/25, and define a set of type-(i) edges

Poy={st € L;nEL0ED szl + ] + gt < (1+)- st}

If |Ppy| > 5%, then add zy to E; as a new edge, and remove all type-(i) edges in P, from Ej.

= ig?
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Second pruning phase. To construct Fy, initially set Fy < Ep \ EU) Then, enumerate all
type-(ii) edges of Fj in an increasing order of edge weights. For each such edge st € E1 N E@),
first check whether the stretch between s and ¢ is approximately preserved in the graph (X, E»);
that is, whether

distzr, (s, 1) < (1 + &25) - ||st|.

If so, move on to the next old edge in Ej. Otherwise, since st is type-(ii), there exists a pair of
vertices a € Ast,b € Bs;. Then add one such edge ab to Ey as a new edge, and st to E» as an old
edge; we call ab the helper edge associated with st. After these procedures, move on to the next
type-(ii) edge in Ej.

Updating the parameters. After the two pruning phases, reassign E < FE5. Before moving on

to the next iteration, we need to update the upper bound on the stretch ¢ and approximation ratio

a. Specifically, update 6 + A(k,9) def (1+06)-(1+&6)-(1+k%25) —1, and a < O(loga). The

whole algorithm is summarized in Algorithm

Algorithm 1: GreedyPrune(Xe¢)
K < 5000, 8 < 1.01,a < (1/€)9D § e

=

2 let H = (X, E) be a greedy (1 + ¢)-spanner on the point set X C R%;
3 for k=1,2,...,0(log"(d/e)) do
/* the first pruning phase */
4 FE, +— E;
5 fori=1,2,...,0(loga) do
6 for j=0,1,2,... do
7 define L; = {e € E : |le|| € [87, 87T1)};
8 while there exists zy € ()2() such that ||lzy| > 87/25, and | P, | > 5%, where
Py ={st€ LN By NEW : ||sz|| + [lzy]| + [lyt] < (L+e) - [lst]} (see
Definition ;
9 add zy to E7 as a new edge, and remove P, , from Eq;
/* the second pruning phase */
10 | Fy« B\ E®@,
11 for edge st € E1 N E® in non-decreasing order in terms of of norm do
12 if disty, (s,t) > (14 k26)|st|| then
13 Ey «+— FEy U {St};
14 L find a € Ast,b € By and add ab to F» as a new helper edge;
15 E + E5,0 + A(k,0),a + O(log a);

16 return E;

4.2 Stretch Analysis

Before analyzing the stretch of our spanner, we first need to bound the value of § throughout all
O(log*(d/€)) iterations of pruning.

Claim 4.1. Throughout all O(log*(d/€)) iterations of pruning, we have § < k= and A(k,d) <
(k +1)26.
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Proof. We show by induction on ¢ that right before the i-th iteration of pruning, we have § <
(k + 1)2(i_1)e. For the basis step, recall that at the beginning when E was initialized as a greedy
(1 + €)-spanner, we have § = e. For the induction step, suppose that 6 < (xk + 1)2(i_2)e < k? (by
Equation (1)) right before the (i — 1)-st iteration. Then, at the end of the (i — 1)-st iteration, we

have updated ¢ as:
Ak, 0) = (140) - (1 +Kd) - (1 + x%6) — 1

1
1+ (k+1)8 + 6%) - (1 + k%6) — 1
14+ (k+2)0)-(1+£%0) -1

K2+ Kk +2)0 + K2 (k + 2)0°

< (k+1)%

< (k+1)% (k4+1)2072¢

= (k+1)20" Ve,

Therefore, at the end of the (i — 1)-st iteration, and so also at the beginning of the ith iteration,
we have 0 < (k + 1)2“_1)6, which completes the induction step. It follows that throughout all
O(log*(d/e)) iterations we have A(k,d) < (k4 1)9008"(d/€)e < k=5 where the last inequality
follows by employing Equation again. O

N

(
(
(
=
(
(

Next, let us show an upper bound on the stretch during the execution of the first pruning phase.

Claim 4.2. At the end of the first pruning phase, for any edge st € FE, we are guaranteed that
distgr, (s,t) < (1 + K0) - ||st||. Also, at the end of the second phase, for any edge st € By N E, we
have that distp, (s,t) < (1 + K26) - ||st]].

Proof. The first assertion holds trivially for all edges that remain in F; until the end of the first
phase; this includes all type-(ii) edges and possibly some type-(i) edges. We henceforth restrict the
attention only to edges that get pruned from E; during the first phase, and for each such edge e we
consider the index j such that e € L; N Ey UE®. We will prove that the stretch of each edge e = st
that is pruned from E is in check (i.e., distg, (s,t) < (1 + k9) - ||st||) by induction on 7, j > 0. We
stress that the induction is applied on the final edge set E; at the end of the first pruning phase
(when the last sub-iteration ends).

As the basis when j = 0, all edges in E()NLg would be added to E; and never pruned (otherwise
their stretch would be at least 2), so the stretch between the endpoints of any type-(i) edge in Lyg is
1. Now, for j > 1, let us assume distg, (s,t) < (14 k9) - ||st|| for every edge st € Ly, for every k < j.
Consider any type-(i) edge st € L; which was removed from E; during the first phase. Then, by
the algorithm, there must exist an edge xy € Fy such that ||zy| > 57/25 and

szl + [lzyll + [lytl]l < (L + €)lst]].

Note that this edge will not be removed later on during the first phase since we only prune old
edges. As ||zy|| > 87/25 and ||st|| < 87!, we have

i< (14 e Yty < It
wtll = {1+e=g55 ) st < 755

Since we assumed (X, F) is a (14 ¢)-spanner for X, there exist two paths v; and 2 in E connecting
s,z and y,t such that

max{||sz|[, [lyt[|} < (1 + €)l|st]| —

Il < (1 +8) s,
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72/l < (1 +0)[yt]l-

Therefore, every edge e = s't’ on the paths 7, or 75 has length at most

146 ||st||
st|| <
B2 Il B

In other words, e belongs to some set Ly for k < j. Using the inductive hypothesis, disty, (s',t') <
(14 K0)||s't||, and consequently we have the following inequalities which conclude the induction

lell < (1 + &) max{{|sz[], [yt]} <

distgr, (s,t) < distg, (s, ) + ||zy|| + distg, (y, t)
< (14 &6) (A +€)llstll — [lzyl]) + [[zyll
= (1 +¢€)(1 + rd)|[st]| — rdllzy]

< ((1 L+ Ro) 25‘;) lstll < (1 -+ x8)]lst],

where the penultimate inequality holds as |lzy| > ﬁ”st” and the last inequality follows from
Equation (1) and Claim which yield €(1 + kd) < %.

During the second pruning phase, if an old edge st € F; was not added to Fo, there must exist
a path 7 between s and ¢ consisting of edges in E5 such that ||7|| < (14 k26) - ||st||. Since the set
FE5 grows monotonically, the path 7 is preserved for the remainder of the phase. ]

Corollary 4.1. For every st € ()2(), we have:
dist, (s,t) < (14 A(k,0)) - ||Ist]| < (1 +(k+ 1)25) - st

Note that he second inequality in the corollary above holds as § < £~° by Claim

4.3 Sparsity Analysis

We first analyze how the number of edges in F changes in one iteration, and then consider k
consecutive iterations at the end of this subsection. To analyze sparsity, we devise a charging
scheme W, that maps (fractionally) edges in E to edges in Egp,. In fact, the charging scheme charges
(possibly fractionally) edges from E to edges in a subdivision of Egp,. We also stress that the total
number of edges in the subdivision of Eg,, to which we charge is at most & - |Egpa| = O(| Espal).

Charging scheme from E to FEg,,. For each edge st € F, find a path 7,; in Eg,, between s
and ¢ such that ||7s4|| < (1+¢) - ||st]|. If st € E®, then by definition A, or By, is empty. Since
Ts¢ is a path connecting s,t with total weight at most (1 + €)||st||, the entire path 7, should lie
within the ellipsoid I's; and thus there must be a single edge e on 7, that crosses the region A,
or B, ;. In this case, ¥ charges the edge st to edge e € Egpa.

Next, assume st € E(#). To charge type-(ii) edges to Egpa, we subdivide each edge e € Egpa
evenly into x sub-segments with at most x — 1 Steiner points. Let Y O X be the point set
containing all original points and Steiner points, and let Esga C (g) denote the set of subdivided
edges (clearly, |Eqpa| = O(|EY,])). Our charging scheme will be from type-(ii) edges to edges in

Es}f)a. We distinguish between two cases, depending on the path 7.
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(a) Suppose mg; N Agy or mey N By, is empty; that is, the polygonal path ms; does not contain
vertices in Ag; or By, Then, since 7y, lies in I's; entirely, there must be an edge e = s't’ in
ms that crosses Ag; or Bgy. If e only crosses one of the two regions (say As;), then we have

. 3 1
s = proi(s)1 < (2= ) - ot

3 1 o 5 1
(3 o5) st < rola(t) — el < (2= ) - st

Let z € Y Ne be the Steiner point in Ag; on the segment e that is closest to s’; such a point

z must exist since each sub-segment of e has length at most @ < % Then, ¥y charges st

to segment 2t which has length at least (5 — 1) ||st[| > %.

If e crosses both regions A, and By, then let z; € Y Ne be the Steiner point in Ay, that
is closest to s’, and let zp € Y Ne be the Steiner point in By, that is closest to t'. Then, ¥q

charges st to segment 2122 which has length at least (5 + 5= — 2) [|st]| > ”STt”.

(b) Otherwise, we will charge st fractionally to a set of edges in Eg;)a' Move along 7, from s to t
and let p be the last vertex in A, and let ¢ be the first vertex in Bg¢. As [|mg| < (14€)-||st]]
and [|proj,(p) — projy(q)|| = (1/4 — 1/25)|[st|, we know that:

17s,¢[ps alll < llprojs(p) — projs(g)|l + € - [|st] < (1 + 10¢€) - [[projs; (p) — projs(9)ll-

Therefore, applying Lemma [3.1], we know that

1B (s tp, gl 5t, 2V 10€)[| > 0.5 - [[proj (p) — projs(a)]

Then, for each edge e € E(mg4[p,q], st,2v/10¢), ¥y charges a fraction of ||projst(p2).!6|:l|roj5t(q)|| of
edge st to edge e.

By design of our charging scheme ¥y, we can upper bound the angle between any type-(ii) edge
st and the edge e it charges to.

Claim 4.3. If a type-(ii) edge st charges to an edge xy € Eg;a, then angle Z(st,xy) is at most

15y/€. Furthermore, for all z € {x,y}, the projection projy(z) of z onto line st lies on the segment

~ ls=projsy (=)l =13 _ 1 5 1
st and satisfies st € [8 — 558 T 50].

Proof. The second assertion of the statement holds by the design of our charging scheme, so let us
focus on the first assertion. If st charges to zy as in case-(b), then the assertion holds by design.
Otherwise, assume st charges to zy as in case-(a). Define § = Z(st, xy). Since both x and y are on
the path 7,4, let us assume w.l.o.g. that x lies between s and y on 7, and then we have

ellstl = [lmsell = llstll = l[szll + [lzyll + llytl] — [lst]

> [lzyll = llprojse (zy)|| = (1 — cos 8) ||y
62 62
> < eyl > o5 - [lstl-

Here we have used the fact that 1 — cos® = 2sin?(6/2) > 6%/8 and |zy| > ”;é”. Therefore,

0 < 15\/c. O

We need to argue that ¥ is a valid charging scheme from F to Eqp, U Esllf)a.
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Claim 4.4. Every edge in E is fully charged to edges in a subdivision of Egspa; that is, the total
charges produced by any edge in E s at least 1.

Proof. According to the charging scheme, every type-(i) edge is fully charged to an edge in Egp,. As
for type-(ii) edges, in case (a), we are also using an integral charging (i.e., charging to a single edge)
to edges in Eg;a. In case (b), the fractions of st charged to various edges in E(ms4[p, q], 2v/10¢) sum

to at least 2 - 3 ||pq||/|[pg|| = 1 by Lemma and so st is also fully charged fractionally to some
Steiner edges in Egpa. O

Next, let us analyze the sparsity of the first pruning phase.

Claim 4.5. During the first pruning phase, the number of new edges added to Ey is at most
O(|Espalloga).  After the first pruning phase, the number of type-(i) edges in Ey is at most
O(|Espal)-

Proof. During the first pruning phase, we show by induction on 4 that at the beginning of the i-th
sub-iteration, |Fy N E®| is at most |Fspa| a/2'". For the basis when i = 1, this bound holds as
a 2 |El/|Espal-

For the inductive step, to bound !El N E(i)‘ after the i-th sub-iteration, we need to utilize our
charging scheme for type-(i) edges. Suppose, for the sake of contradiction, that there are more than
| Espala/2'" type-(i) edges remaining in E; N E®) after the i-th sub-iteration. Then, by the pigeon-
hole principle, there exists a set F' of more than a/2!~! type-(i) edges currently in F; charging to
the same edge xy € Egpa. By our charging scheme, for each such edge e € F', we have

lzyll < (T +e)llell < (1+€)25 - [lay|] < 258 - [layl].
Therefore, by the pigeonhole principle there exists an index j > 0 such that

o o
|FNLj| > m > g
The last inequality holds since x = 10* > log(253). Now, consider the sub-iteration during the
first pruning phase when we were processing edges in Lj;.
To reach a contradiction, it suffices to show that at that time, it must be that P, , 2 F'N L;.
In fact, for any edge st € F'N L;, by the charging scheme, we know that xy is on a (1 + €)-spanning
path of Eg,, between s and ¢, hence the triangle inequality yields

[sz]l + llzyll + [lytl] < (1 + €)llst]].

Note that for each edge e = st € F N L;, we have |lzy|| > 87/25. Therefore, the algorithm could
have added zy to E; as a new edge and remove the entire set P, ,, leading to a contradiction. This
completes the proof of the induction step.

It remains to bound the number of new edges added to E;. In the i-th sub-iteration, each time
we add a new edge to E7, we decrease ‘El N E(i)| by at least 2?’{. Since ’El N E(i)‘ was at most
| Espal /2071 at the beginning of the i-th sub-iteration, we could add at most O(|Espa|) edges to Ey
in this sub-iteration. It follows that at most O(| Espa|log o) new edges are added to E in total. [

Next, let us analyze the sparsity of the second pruning phase. Let us begin with a basic
observation which follows directly from the algorithm description.

Observation 4.1. Every type-(ii) edge st € Fo N EU) must have a helper edge ab when it was
processed and added to Ey during the second pruning phase.
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Figure 6: Both sit; and sste are charging to e which is drawn as the cyan edge. If s1t; was
added to FEs together with a helper edge ab, then sats could not be added to Es later on since
(sg ~> a)oabo (b~ tg) will be a good path in Hy.

The following lemma is the key behind the charging argument.

Lemma 4.1. Fiz any edge e € EY . and level index j > 0. Then, after the second pruning phase,

spa

there is at most one type-(ii) edge in Eo N L; that is charged to e.

Proof. Assume for contradiction that there are two distinct type-(ii) edges sit1,s2t2 € Eo N L;
charging to the same edge e € Eg;a. Let r be an arbitrary endpoint of e. Without loss of generality,
assume ||sit1]] < ||sat2]|, and so edge sit; was processed before edge sata. By Observation a
helper edge of sit1, say edge ab, was added to Fs.

Write D = ||sit1]]. Let ¢ and w be the orthogonal projections of @ and r on the line s;t1; let
f, g, and h be the projections of a, r, and b on line sot9; and let p and ¢ be the projections of ¢
and w on line saty; see Figure [6] for an illustration in the 2-dimensional case. By the design of our
charging scheme and Claim we know that g should land on segment sats and [jcw|] < 0.29- D,
and Z(s1t1, sata) < Z(sit1,e) + Z(e, sate) < 30y/e. As soto is also charged to e, we know that
[s2g]l/|Is2t2]l € [2 — 5. 2 + &]. Thus, by the triangle inequality, we obtain

[s2pll = [Is29 = llgall — llpall
> 0.355D — sin (£(s1t1, s2t2)) - ||rw]| — [|cw]|
> (0.355 — 2v/e - sin(30v/€) — 0.29) D
> 0.06D.

Note that the last inequality holds for sufficiently small e. Thus, ||s2f|| > ||s2p|| — ||pf]] > 0.06D —
sin(Z(s1t1, s2t2)) - 2¢/eD > 0.06D — 60eD > 0.05D. This also shows that both f and p should land
on the segment sots.

On the other hand, using the triangle inequality for the projections of segments cp, cw,wq on
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the hyperplane orthogonal to line soto, we have:

llepll < llwgl| + [lew]| - sin(30V/e)
< [wq|l + 30V/e[[cw]]
< |lwg|| + 8.7\/eD
<||rg|l + |lrw|| + 8.7\/eD
< 12.7v/eD.

Here, we have used the fact that |cw| < 0.29D and |rg||, |rw|| < 2v/eD. Therefore, |af| <
llac|| + ||ep|| < 14.7\/eD. Symmetrically, we can show that ||bh| < 14.7/eD and |t2h| > 0.05D.

Finally, let us show that (sg ~» a)oabo (b~ t2) can make a good path from s to ty in He. By
the above calculations, as |[s2f|| > 0.05D and |af| < 14.7\/eD, we have

laf 1
Viis2fI2 + llafl? + [ls2f] (2)

ls2all = lls2f1l = V/Is2 112 + llaf > = lls2f 1| =

< 217eD?/0.1D = 2170€D.

Symmetrically, we can show that h also lands on the segment soty and
||bta|| — || hta]] < 2170eD. (3)
Also, since Z(ab, fh) < 15,/€ by Claim we have

IRl
cos(15y/€) ~
< (1+115¢€)|| fh|| < ||fh|| + 120eD.

lab]] < < (1+112.5¢ + O(€)) - || fh]

The last inequality is because ||fh| < ||sat2] < 8D.
By Corollary we have

distp, (s2,a) < (14 (k+ 1)25) - || s2all,

dlstHQ(b t) < (14 (k +1)20) - ||bta]].

Therefore, using Equations (2)) and combined with Claim (i.e., § < k°), at the time when
edge saty was being processed by the second pruning phase, we have

str, (s2,a) + ||ab|| + distg, (b, t2)
L+ (5 +1)%) - [[szall + (1 + (5 + 1)%6) - |lbt2]| + flab]

C“S’CH2 (82,t2) di
(L4 (5 +1)%5) - (||sata + 2860eD — ||abl|) + [|ab]|
(1
(1
(

<
<
<

< (1+ &20)||sata|| + ((26 + 1)3||sata|| + (1 + (& + 1)%5) - 2860€D — (k + 1)*5]|ab]|)
< (L4 &%0)||satal + (26 + 3000 — 0.2(x + 1)?) 5| sato]|
< (1+ H25)||82t2||

The penultimate inequality holds as ||ab|| > 0.21||sit1|| > 0.21871||sata|| > 0.2||sat2||, § > € and
Kk = 10%. Therefore, saote could not have been added to Es, leading to a contradiction. O

Corollary 4.2. The total number of type-(ii) edges added to Es is at most O(|Egpal)-
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Proof. Consider any subdivided edge e € Eg;a within an edge in Fgp,. By Lemma for each
J >0, at most one type-(ii) edge in L; N E5 charged to e. By the fractional charging scheme, the
total amount of charges that e receives across all j > 0 is a geometric sum which is bounded by
a constant. Note that we analyze integral (case (a)) and fractional (case (b)) charges separately:
Integral charges are incurred by edges on a constant number of levels, since by the charging scheme
every edge charged to e must have weight ©(||e||); the fractional charges to e could be incurred by
edges on possibly many levels, but our charging scheme guarantees that the fractional charge to e
decays geometrically with the level, hence the sum of fractional charges is bounded by a geometric
sum. O

Putting it all together. Corollary together with Claim yields |Ea| = O(|Espal log o).
Also, by Corollary the stretch of Hs is at most 1 + (k + 1)25. Therefore, starting with (X, E)
being a (1 + €)-spanner with § = € and o = e 9@ if we iterate these two pruning phases k times,

we end up with a spanner with (1+e€- QO(k))—stretch and O (log(k)(l/e) —I—log(kfl)(d)) - | Egpal
edges, which concludes the sparsity bound of Theorem Note that Algorithm [1| (Algorithm

GreedyPrune) repeats the two pruning phases for k¥ = O(log*(d/¢)) iterations, the result of which
provides a spanner with the stretch and sparsity bounds of Corollary [T.1]

4.4 Lightness Analysis

Similarly to the analysis of sparsity, we devise a charging scheme from edges in E to edges in Ejgpt.

Preparation. Since we deal with edge lengths, we use more refined geometric properties. For
each edge st € E, let ms; be a path in Ejjgne between s and ¢ such that ||7,|| < (1 +¢€) - [|st]]. For
technical reasons, we wish that all points on the path 7, are monotonically increasing in terms of
their projections on the directed line 3, which is not necessarily the case in general. Therefore, as
a preliminary step, we construct a sub-sequence of edges p,; C 7, from s to ¢ in R? such that

(1) the projection of ps; on the line st is a segment that covers the entire segment st;
(2) every point on segment st is covered at most twice by the projection of ps; on line st.

To define this sub-sequence pg¢, consider the following iterative procedure which uses a curser
variable z starting at z < s, as well as a partially constructed sub-sequence p C 7,; from s to z.
In each iteration, let xy be the last edge on ms; whose projection on st contains the projection of
z on st; namely proj,(z) € projy(zy). Then, extend ps; by pst < pst U {zy} and reassign z < y.
By the construction, it is easy to see that both requirements (1)-(2) on ps; are met. Using ps¢, we
describe a charging scheme Wy that discharges the weight of the edges of E to edges in Fjighg.

Charging scheme from E to FEjg. The charging scheme Wy is almost the same as Wg, except
that we are using ps, in lieu of 74 for type-(ii) edges.

If st € E@, then by definition As; or B is empty. Since 7y, is a path connecting s,¢ with
total weight at most (1 + €)||st||, the entire path 7z should lie within the ellipsoid and thus there
must be a single edge e on 7, that crosses the region A, or By;. In this case, ¥ charges weight
||st|| to such an edge e € Elight-

Next, assume that st € E(@ . To charge type-(ii) edges to Ejgn, we subdivide each edge
e € Ejgny evenly into x sub-segments by adding at most x — 1 Steiner points on e. Let Y 2 X be
the point set containing all original points and Steiner points, and let Eﬁ/ght - (}2/) denote the set
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of s

ubdivided edges (clearly, || Elignt|| = ||Eﬁ/ght||) Our charging scheme will be from type-(ii) edges

to edges in Eﬁ/ght. We distinguish between two cases, depending on the path pg ;.

(a)

Suppose that ps; N Ag; or ps N By is empty; that is, the edges in ps; do not have any
endpoints in As; or B,;. Then, since ps; lies in I'; ; entirely and st C proj;(ps,), there must
be an edge e = st in ps; C my, that crosses Asy or Bsy. If e only crosses one of the two
regions (say As:), then we have:

. 3 1
s = i) < (§ = 55 ) sl

301 o 5 1
S — ) st 'y —t S — ) st

Let z € Y Ne be the Steiner points on segment e which is in A, but the closest one from s';

such a point z must exist since each sub-segment of e has length at most @ < ”;—é“ Then,
[Ist]

Uy charges the weight |st| to segment zt’ which has length at least (5 — 1) ||st| > 5.

If e crosses both regions A, and B, then let 21 € Y Ne be the Steiner point in A; which

is the closest one from s’, and let zo € Y N e be the Steiner point in B+ which is the closest

one from t'. Then, Wy charges weight ||st|| of st to segment z129 which has length at least
1, 1 _ 2 t

(i + 35 — 2) llstl) > Bl

Otherwise, we will distribute the weight |/st|| among multiple edges in Ejign;. Move along

ps¢ from s to t and let p be the last vertex in As; and let ¢ be the first vertex in By;. As

|[7sll < (1+¢€)-|st]|, we know that

1ps,¢[p, gl < l[projs: (p) — projst (@)l + € - [lstl] < (1 + 10¢) - [[projs;(p) — projs:(a)ll,

where pg ¢[p, ¢ def ps,t s [P, q] refers to the sub-sequence of p,; between p and ¢g. Therefore,
Lemma [3.1] yields

| E(ps,tlp, al, st,2V10€)|| > 0.5 - ||proj;(p) — projs:(q)]|-

Then, for each edge e € E(ps+[p, ql, st,2v/10¢), let ¥y charge an amount of % -||st|| from
st to edge e. 7

For some technical reason, we need to be more formal about the properties of charging schemes.

Definition 4.2 (weight charging). A replete weight charging scheme ¥ from an edge set A to edge

set

B is a mapping ¥ : A x B — R U{0} such that:

o for any f € B, if Y(e, f) > 0, then (e, f) > min{||f], |le] };

* X rep V(e f) = lle|| for any e € A.

We

say that e charges to f under ¥ if ¥(e, f) > 0.

We can show that ¥y : F x (Ehght U Ehyght> — R* U {0} is replete under Definition for
A=F and B = Ejign; U By,
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Claim 4.6. The charging scheme V1 is replete, and every edge e receives O(||e||) amount of charges
from any edge st € E; furthermore, both endpoints of e are in X if st is type-(ii) and case-(b).

Proof. If st is a type-(i) edge, then by the design of ¥; we know that ||st|| > |le]] > I;thl So the

amount of charges e receives from st is between ||e|| and 2543 ||e||. If st is a type-(ii) edge in case-(a),

then we have ||st]| > |le|| > %. Finally, if st is a type-(ii) edge in case-(b), the on one hand notice

that ||pse[p, qlll < [Imsell = llspll < (1+€e— (2 =) |Ist] < [Ist]. Consequently, e is receives at
least ||e|| charges from st under ¥;. On the other hand, by the design of ¥y, the amount of charges

e has receives from st is at most

2||e]]
1_ 1
17

[lell

1ps,¢[p, alll

The second half of the statement holds since the charging scheme in case-(b) does not involve
any Steiner points in the super-set Y. O

lstll < < 10]le]l.

Similar to the sparsity analysis, we show that each edge e in Ejjgpn receives O (le||) amount of
charges from type-(i) edges after the first pruning phase, and so this phase increases the weight by
O(|| Exigns | log av).

Claim 4.7. After the first pruning phase, the total weight of new edges added to Ey is O (|| Eyign|| log ).
Furthermore, the total weight of type-(i) edges in Ey is O (|| Eiignt || log ).

Proof. During the first pruning phase, we show by induction on ¢ that at the beginning of the i-th
sub-iteration, ||E1 N E(i)‘} is at most || Eyignt | a/2°"1. For the basis when i = 1, this bound holds
as @ > || B/ | Eigul

For the inductive step, to bound HE1 N E(i)H after the i-th sub-iteration, we need to utilize
our charging scheme W of type-(i) edges. Suppose otherwise that the total weight of all type-(i)
edges remaining in E1 N B is at least || Eygy|| /2! after the i-th sub-iteration. Then, by the
pigeon-hole principle, there exists a set F of more than 253 - a/2"1 type-(i) edges currently in E;
charging to the same edge xy € Ejjgn. By our charging scheme, for each such edge e € F', we have

eyl < llell <258 - [lzyll.

Therefore, there exists an index j > 0 such that

(67 «

| il = 2i—1. logg 253 = 2k

Now, consider the time during the first pruning phase when we were processing all edges in L;.
To reach a contradiction, it suffices to claim that at the moment, it must be that P, , O FFNL;.

In fact, for any edge st € F'N Lj, by the charging scheme, we know that

szl + llzyll + [lytl] < (1 + €)l|st]].

Therefore, the algorithm could have added zy to E7 as a new edge and remove the entire set P, ,
leading to a contradiction. This completes the proof of the induction step.

It remains to bound the total weight of new edges added to E;. In the i-th sub-iteration, each
time we add a new edge e to Ey, we have decreased the weight ||F; N E(i)‘} by at least 5= - |||

2k
Since ||E1 N E® || was at most || Eyigns|la/2"~" at the beginning, we could increase the weight of E
by at most O(|| Elignt||) in this sub-iteration, and thus by at most O(||Eiignt|| log o) overall. O
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Now, let us analyze the second pruning phase. Using the same calculation as in Lemma [£.1], we
can prove the following claim for type-(b) edges.

Claim 4.8. Fiz an edge e € Eliyght and a level j > 0. After the second pruning phase, V1 charged
the weight of at most one type-(ii) edge in Eo N Lj to e.

Charging scheme from FE> N FE to Efi/ght. However, Claim is not enough to establish a
lightness bound because an edge in Eﬁ/ght could be charged multiple times across all different levels
j > 0, and the charges need not form a geometric sum as in the case of sparsity. To bound the
lightness of Es, we describe another charging scheme WUy, from Fy N E) to Eﬁfght, that works
simultaneously with the second pruning phase. During the construction of the charging scheme Ws,
we will maintain the following invariant.

Invariant 4.1. The charging scheme Wy is replete, and it charges every edge e € Elitht at most Kk
times, and each time e receives at most 20 |le|| amount of charges.

At the beginning when Fy N E(® = (), no edges have been charged to Ejighy under the new
charging scheme. The algorithm goes over all edges st € F1 N FE and decides whether st should stay
in Fs or not. For an edge st of type-(b), let F' C El}i/ght be the set of edges to which the charging

scheme ¥ distributed a positive portion of the weight ||st||, that is, F' = {e € Efi/ght 1 Wy (st,e) > 0}.
Claim 4.9. ||F| > & ||st[|.

Proof. Since st is type-(b), by definition, F' contains all edges in the sub-sequence ps; from the last
vertex p € A, to the first vertex ¢ € By;. Therefore, the orthogonal projection of F' on st has
length

. 1 . . 1 1 1 1
Ioroa ()l = Ioroda(s) — proial = 5 - (§ = 55 ) <lstl > 15 - sl

Therefore, ||| > [[projy, ()] > ]lst]l =

Let S C F be the subset of edges that ¥, has already charged s times by edges prior to
processing edge st. If ||S|| < 1||F||, then the charging scheme W, distributes the weight [|st|
among F'\ S proportionally to their weight. Formally, for each edge e € F'\ S, if U; charged X of
the weight ||st|| to e, then let Wy charge an amount of [|F||/||F \ S| - A < 2\ to e; that is,

2l
Uy (st,e) « W'\Ijl(s@e) ec F\S
0 ed F\S.

Note that % WUy (st,e) <2W¥;(st,e)). By Claim this maintains Invariant

Next, let us consider the harder case where ||S|| > 3 ||F||. In fact, we will show that st could
not have been added to Fq; that is, this case never occurs.

Lemma 4.2. If |S|| > 1 ||F|, then edge st would not be added to Eo; that is, we already have
disty, (s,t) < (1 + K26) - ||st].
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Putting it all together. Assuming Lemma we can show that every edge e € Eﬁfght receives
at most 20x||e| charges under Uy (cf. Invariant [4.1). Together with Claim we can show
that ||E2|| = O(||Eight||log ). Also, by Corollary the stretch of Hy is at most 1 + (k +
1)26. Therefore, starting with (X, E) being a (1 + €)-spanner with § = € and a = e 9@ if we
iterate these two pruning phases k times, we end up with a spanner with (1 +€- ZO(k))—stretch

and O <log(k)(1/e) + log(k_l)(d)> - || Eright || total weight, which concludes the lightness bound of

Theorem Note that Algorithm [1] (Algorithm GreedyPrune) repeats the two pruning phases for
k = O(log*(d/e¢)) iterations, the result of which provides a spanner with the stretch and sparsity
bounds of Corollary

Proof of Lemma We break down the proof of Lemma [4.2] into a sequence of claims.

Claim 4.10. For each e € Efi/ght that Wy has charged exactly k times, there exists an edge x(e) € Fa
that U1 has already charged to e such that k|| < |x(e)|| < L||st||; furthermore, the angle between
x(e) and e is bounded by Z (x(e),e) < 2v/10e.

Proof. According to Claim all edges in Fy that charge to e under ¥y are on different lev-
els L;. Therefore, by our construction of Ws, the total number of levels that conver the range
[LIst]l, xllell] < [Elstll, Istl]] U [llell, xlle]l] is at most 2[logg k] < k. By the pigeonhole principle,
there exists an edge x(e), as claimed.

For the second half of the statement, since y(e) charges to e under ¥y and ||x(e)|| > &lle]|, it
must be of type-(ii) in case-(b). Hence, we have / (x(e),e) < 2v/10¢ by design of ¥j. O

Let P = {x(e) : e € S}. By Definition and Invariant we know that [|P] > ||.5].
Next, we will prove that st is not added to Fs in the second pruning phase. The proof consists
of two steps. At a high level, in the first step, we will select a subset of edges Q C P such that
|QIl = Q(||st]]); in the second step, we will stitch these edges into an st-path in E of total length
at most (1 + x28) - ||st||, thus implying that st would be excluded from FEj.

To construct @ starting with @ = (), iterate overall all indices i = O(log @), . .., 0 decrementally
while adding edges to Q. In the i-th iteration, scan the segment st from s to t. Whenever we hit
the projection proj(x(e)) of some edge x(e) € PN L;, add x(e) to @, and remove all edges from
P that lie in the buffer region of x(e); that is, all edges x(f) € P whose projections projy(x(f)) on
st are at distance at most 23'*! from proj,, (x(e)).

From the construction process of (), we see that the edges in () have pairwise disjoint projections
on the line st. After we have constructed the edge set (), we can order the edges in () according to
their projections from s to ¢t as Q = {a1b1, agba, ..., asbs}. Next, let us define a candidate path ~
between s and ¢ in the current Hs (that does not yet include st).

Definition 4.3 (path stitching). We define the st-path
v = (s~ aj)oaib;o(by ~ az)oagbso...0(by_1 ~ ay) o aghyo (by ~t),

which contains the edges a;b; for all 1 < i < ¢ — 1, and where (x ~> y) denotes the shortest path
from x to y in the current graph Hs.

To reach a contradiction, our goal is to show that ||v|| < (1 + x25) - ||st||. First, we show that
the total length of the edges in @ is Q(||st]|).

Claim 4.11. Q| > 5% |Ist]].
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Figure 7: Auxiliary lines and points ¢;, d;, p;, qi, 4;, and v; to assist our analysis.

Proof. By Claim and our assumption in Lemma we have ||S|| > 3 [|F|| > o|lst]|. So it
suffices to show that ||Q|| > ||9]|. According to the construction of @, for every edge e € S, either
x(e) € P was added to @, or x(e) was removed from P because its projection projy(x(e)) on line st is
at most 23*! far away from the projection proj . (x(f)) of another edge x(f) € QN(L; U Liz1 U---)
for some level ¢ € {0,...,0(loga)}. In the latter case, let us associate this edge x(e) with x(f),
and let Py be the set of all edges associated with x(f) under this definition. Since the construction
procedure of () enumerates all indices 7 from large to small, then |x(e)| < B - |x(f)| for all
x(e) € Py. Since each point on segment st is covered by projections of at most two edges in F, the
total length > o cp, [[Projs:(x(€))| is bounded by 145+,

Noticing that Z (e, x(e)), Z (e, st) < 2/10¢, we have Z(x(e), st) < 4v/10e. Therefore, we have
Iprojs; (x ()]l = cos(4v/10¢) - [[x(e)| = (1 = 80e + O(e*)) - Ix(e)ll = B~ [x(e)ll-

The last inequality holds when e is below a certain constant threshold. Therefore, we have 145+ >
" orer, 1Pl (] > 8715, e, IXO o Sy orep, Ix(e)] < 14842 < 15]x(f)]l. In other
words, each edge x(f) added to @ precludes a set of edges in P from joining @) which have total
weight at most 15]|x(f)]|, that is,

P=QuU U Pyey = U ({X(e)} U Px(e)) )
x(e)eQ x(e)e@

IPl= > (Ix@l+I1P@l) < > 16]x(e)] =16]Q].
x(e)eQ x(e)eQ

We can conclude that 1 1 ]
> —||IP|| = =S| > —
Q12 L I1Pl 2 I8l 2 =
To analyze the total length of -, let us subdivide the path into multiple parts and analyze
each part separately. For each edge a;b; € @), assume that e; = z;w; is the edge in S such that
x(e;) = a;b;. Draw two (d — 1)-dimensional hyper-planes perpendicular to line st through z; and w;
which intersects lines st and a;b; at ¢;, d; and p;, ¢;, respectively. See Figure [7] for an illustration.

|lst||. O

Claim 4.12. Both ¢; and d; lie on the segment a;b;; furthermore, min{||a;c; ||, ||d;bi||} > 0.25 ||a;b;|.
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Proof. Tt suffices to focus only on the inequality |a;c;|| > 0.25||a;b;||. Let ¢ = proj,,(2:) be the
projection of z; on line a;b;. As a;b; is charging to z;w;, point c; should land on the segment a;b;.
Since Z(aib;, st) < 44/10€ and z;c; lies in the hyperplane perpendicular to st, we have

=

67 z

Tamdl bH < sin(4v/10€) - |Jciz]| < 4v/10¢€ - || ez,
Z

leicill =

which yields
Jeic < <2
= /T = 160e
As z; lies in the ellipsoid {z € R?: ||a;z|| + ||biz|| < (1 + €)||asbi|| }, we have ||z;c}|| < 2v/€ - [|a;bi]|.

Therefore, [|e;c|| < P8 [|aibi]| < 20e]|aibil|. As [laicill/[|aibi]| € [0.355,0.665], we have

- [laibi]l-

HCLZ‘CiH > Hazc;H — HClC;H > 0.355”%[)2‘“ — QOeHaibiH > O.25HaibiH. O

Claim 4.13. Let u; = projg(a;) and v; = proj,(b;); see Figure @ Then, both u; and v; lie on
segment st. Furthermore, we have ||su;||, |lvit]|] > $||st]| and ||lasu;||, ||bvs|| < 5v/€ - ||st]].
Proof. By the charging scheme Wy, we know that p; lies on st and ||sp;|| > (2 — ) ||st||. Therefore,
we have

3 1

uwmzwmwwWw><8—)ww—wm>ww

Similarly we can prove that [|v;b|| > % ||st||, and so both u; and v; lie on segment st.
As for the length of a;u;, let M be the projection matrix onto the hyperplane perpendicular to
st, then the triangle inequality combined with [|a;b;|| < 1||st|| yields

laguill = | M (@€, + &2, + 20, + b | < 1M - @il + leazal + |zl
< 4VT06 - [lasbi]| + Ve - labi]l + v/e - st]] < 5ve - [Ist]l =

Next, we are going to show that stitching edges a;b; and a;11b;+1 via a shortest path b; ~~ a;41
in Hy does not incur too much error compared to ms¢[b;, a; 1] in Elight- Refer to Figure

Claim 4.14. For any inder i, we have
leidil] — lIpigill < 100ellpsgill < (lziwsl| = [Ipigill) + 100€][psgi]-
Proof. As Z(cidi, pigi) < 4v/10€, we have

sz@hH

cidi|| <
lesdil < cos(4v/10e) —

< (1+80e + O(€%)) |[pigi|| < (1 + 100€)||pigi|l-

Hence, we have

leidil| = [lpigill < 100€[pigil| < (l[ziwil| — [lpigill) + 100e||pigi]|. O

Claim 4.15. For any indez i, we have

|dibi © bjait1 o aiyicivi|l — llgipit1l] < 4 - (Jwizig1|| — |gipi+all) + 195€ - || gipiv1 |-
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Figure 8: Comparing the error of the stitched path with the error of p ;.

Proof. Without loss of generality, assume that ||a;b;|| > ||a;+1bi+1]|. Then, by the design of buffer
regions, we know that ||v;u;11]] > 2||a;b;||, and ||viuit1] < ||gipisill < 2||viviza])-
Since Z(a;b;, st) and Z(a;4+1bi+1, st) are bounded by 4v/10e, it follows that

1
ol = ol < (o = 1) -l < (806 O(e) - gl < d1el il ()
1
laitrciill = [[uivipiva < <COS(4\/@ - 1) Nwir1pigal|
< (80 + O(€?)) - luis1pis1|l < 41ellgipiyal- (5)
It remains to compare ||bja; 1| — ||viwit1| against [|w;zit1]| — ||gipi+1]]- Let M be the matrix of the

R
orthogonal projection onto the hyperplane perpendicular to line st. Define h; = ||M - b;a;4+1]| and
ho = ||M - w;zi+1]||. First, we bound the difference between h; and hs using the triangle inequality

— ;
|h1 — ha| < ‘M (biair1 — wiziJrl)‘

—
= ’M (wid; 4 dib; + @iprcind + Citlzi)

< Ve flaibi|| +4v10e - [|aibi|| + 4v10€ - [|aiv1bita]l + Ve - [|aiv1bit]]
< 15Vellviui1]|.

Next, to compare ||b;a;+1|| — ||vivi+1]|| against ||w;zi+1]| — ||gipi+1]|, we use the Pythagorean theorem
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combined with the identity /z — /y = \/;;?\J/g and the definition of hy and hs:

[biit1]l = llouitall = y/llviwita | + AT — v |

< Mot + 203 +2(hs — ho)? = vz

_ 2h3 + 2(hy — ha)?

 Vlviwi [P+ 283+ 2(h1 = ha)? + [[viuia |

< 2h2 + 225¢ - ||vjuii1]?

= Vllviuia [P + 23 + 225¢ - w2 + [Jviui|

2h3
< Z + 112.5€ - |Jvui 1 |
VA lapie |2 + 13 + Hlaipiaa]
4h3
< - = + 112.5¢ - ||vjuip1]|
VN aipivill? + b3 + [l gipit]
<4 ([lwizis1ll = [[gipisal]) + 113 - €l|vuia |- (6)

Taking a summation of Equations to @, we can conclude the proof; see Figure [8| for an
illustration. O

Similarly, we can prove an upper bound on the lengths of the prefix and suffix of the path ~.
Claim 4.16. The following inequalities hold:
Isa1 o ajer]] < (1 + 113¢€)]|sp1]],
[[debe © bet|| < (1 + 113€)||git |-

Proof. Let us focus on the first inequality; the second one can be proved in a symmetric manner.
Since Z(ay1b1, st) < 44/10¢, then we can show that

larer || = lluaps || < <COS(41\/@ - 1> Nlurpr]| < (80€ + O(e?)) Jurpr]| < 100e - Jurpr].  (7)
According to Claim we have ||ajuy|| < 5v/€ - ||st|| < 15+/€||su1||. Therefore, we obtain

[sar]l = l[sual] < 113€ - [|sual. (8)

Adding Equations and finishes the proof. O

Let 0 be the polygonal path defined as:
0= saq © CL1b1 o blag o agbg ©---0 bg_lag o) azb[ o bgt

from s to t, passing through all edges in @ = {a1b1,...,apbe}. Taking a summation over all indices
i€ {l,...,4} and using Claim Claim and Claim we have
101 = llstll < 4([lms,ell — lIstll) + 195€ - ||st]| < 200€ - ||st]],
or equivalently,
16]] < (1 4 200¢) - [|st]]. 9)

To compare the weight of paths 8 and v, we need to argue that each edge of 8 is closely approximated
by a shortest path in the current graph Hs. (Note that we cannot directly apply Corollary here,
because we are analyzing the state of Hs during the execution of the second pruning phase, not at
the end.)
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Claim 4.17. Any edge e of 0 from {sai,a1by,--- ,aebg,bet} has length at most

llell < 0.9]lst]| < { lstll-

1
+ A(k, 0)
Proof. By the design of our charging schemes, ¥; and ¥o, the projections of all p; and ¢; are on
the segment st; and more importantly

3

1
ool el > (5 = 55 ) - sl > 03,

Therefore, we have
1
Isall = lspoll = llwapill = llspall = llaxball = 0-3[|stl} — —list]] > 0.2 [st].

Similarly, we also have bt > 0.2 ||st||. Since [|6]] < (1 + 200¢)||st| by Equation (9)), the length of
any edge e € {say,aby,...,arby,bet} is bounded by

lle|l < (14 200e — 0.2)||st]| < 0.9 ||st|| < - st] ,

1
1+ A(k,9)
as claimed. O

According to Corollary all edges in the path 6 will be preserved up to a stretch factor of
(1 +06)(1 + xd)(1 + k26) = 1 + A(k,8) in Hy when the second pruning phase finishes. Since the
second phase adds edges to Fy in non-decreasing order of length and by Claim [4.17] each edge in
0 is already preserved in Hs at the time when the algorithm examines edge st.

Therefore, using Claim and recalling the definition of 7 (cf. Definition , we have

~

-1
71l = 1101 + (dista, (s, a1) — | saull) + (distr, (¢, be) — [[tbel]) + > (distr, (b, ai1) — [biaisal])

i=1

-1
< 0]l + A(~, 6) - (Hsa1l| + [[tbel| + > Hbiai+1”>

=1

4
= (101l + Ak, 9) - (H@H - Haibi”>
i=1

1
< 161+ 80.0)- (161 - 53511

< ((1 +200€)(1 4 A(k, 8)) — A§;65)> sl

1
— (142 1+2006— — )-A
( + 200€e + < + 200e 32()) (/@',(5)) IIst]]

200 1 ,
< |1 1+2 —_— ] - 1)%9 t
< < + < + 200¢ + CFSIE 320) (k+1) > ||st|

< (14 K2)|st].

Here we have used x = 10%, Claim Equation @, and the inequalities ¢ < § < x™® and
A(k,8) < (k+1)25. This concludes the proof of Lemma
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5 Fast Implementation

In this section, we provide a fast implementation of our algorithm. For the input spanner, we use
the construction of Gudmundson et al. [GLN02]. We follow the original two pruning phases with
some modifications. In the first pruning phase, we only add edges in the net-tree spanner of Chan
et al. [CGMZ16]. In the second pruning phase, we modify the technique of Das and Narasimhan in
[DN97|] when checking each type-(ii) edge in E; and use the hierarchical net structure in [CGMZ16]
to find a helper edge.

5.1 Net-Tree Spanner

An r-net of a metric (X,0) is a subset N of X such that the distance between any two points in
N is greater than r and for every point in X, its distance to the closest point in N is at most
r. Let ® be the aspect ratio of X and r; = 2 with i being any positive integer. A hierarchy
X =Ny2D N1 DNy D -2 Nigo is a hierarchical net of X if N;yq is a rj41-net of N;.

Consider a hierarchical net X = Ng O N1 2 Ny D -+ D Niggp of X. A net tree T of X is a
tree that connects each point in NV; to its closest net point in N;y;. If a point appears in multiple
nets, we treat each appearance as a copy. For each point u € N;, we use the notation (u, %) for the
node of the net tree corresponding to u at level 1.

From the net-tree T of X, Chan et al. [CGMZ16] construct a (1+4¢)-spanner for X by connecting
all pairs of net points in N; at distance at most (% + 32) r;. We call such pairs cross edges. We
refer to the spanner construction in [CGMZ16] as a (1 + €) net-tree spanner G of X. We use edges
in G to guide our construction. The key to our construction is the approzimate edge of each pair.

Definition 5.1. For each uv € ()2(), let iy be the lowest level such that there exists a cross edge
w'v' such that (v, i) and (V' iy,) are the ancestors of (u,0) and (v,0), respectively. The edge u'v'
is called the approximate edge of uv and iy, is the approximate level of uv.

We show that the approximate edge of uv has both endpoints close to those of uv. For any
graph F'| let V(F') and E(F') denote the vertex set and the edge set of F, respectively. For any
point x € R% and r > 0, let B(x,r) be the Euclidean ball centered at = with radius 7.

Claim 5.1. For an edge uv of length r, let u'v' € E(G) be the approxzimate edge of uwv. Then,
u' € B(u,er) and v' € B(v,er).
Proof. Let i be the approximate level of uv and let (u”,i— 1), (v”,i — 1) be the ancestors of (u,0),

(v,0) in the net-tree at level ¢ — 1. The net-tree spanner construction yields u'v' € E(G). Using
the triangle inequality, we get

4 2
ol 2 ) = ) = oo > (3 432) rica =470 2 2 (10
€ €
Using geometric series, we obtain |Juu/|| < 2 - r; < €|luv]|, consequently v’ € B(u,er). Similarly, we

can show that v' € B(v,er). O

5.2 Fast Implementation

We are given a set X C R? be a set of n points, and a sufficiently small € > 0 satisfying Equa-
tion . We start with a spanner with sparsity € 9@ and lightness ¢ 9. Such a spanner can
be constructed in O, g(nlogn) time [GLN02]. Our construction consists of k < log* (d/e) + O(1)
iterations of two pruning phases. Assume that at the beginning of the current iteration, we have a
(1 + 0)-spanner H = (X, E). We use the same notation for H;, Hy, E; and E» as in the original
algorithm.
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Classification of edges in E. For each edge (s,t) in £, we define the approximate set Af,
of As; as follow: Let h be the approximate level of (s,t) and N(Ag:) be the set containing all
net points w € N, at level h such that B(w,2ry) N Asy # 0. Let Ay, = U,en(a,,) Blw,2rn).
Since r, < §||st||, then for every x € A{,, we obtain W €[2-g—e2+:+¢ and

W € [f R 3 R % + e] Similarly, we define B;,t based on the region B,;. An edge
(s,1) is type-(i) if A%, or By, is empty. Otherwise, (s,t) is a type-(ii) edge. We also denote the set

of type-(i) and type-(ii) edges by E® and E(9, respectively.

First pruning phase.  Recall that for every pair {z,y} C X, if |Pyy| > 57 (for each sub-
iteration i), we delete every edge in P,,. However, since the total number of pairs we need to
check is ©(n?), this step would lead to a quadratic running time for each iteration. Thus, instead
of considering all pairs of vertices {x,y} C X, we only consider the edges in the net-tree spanner
G. Assuming that ||zy| > 57/25, we define an approximate set

Phy={st e Lyn By 0 B s sl + ayl + el < (1+50)lst] } (11)

> then

The difference between P, and P, , is the distortion (1+ e versus 1+ 5¢). If [P} | > 57,

add zy to Eq as a new edge, and remove all type-(i) edges in ﬂ/w from E1.

Second pruning phase.  For each type-(ii) edge in E1, we check whether the distance between
two endpoints is already preserved by edges in E3. This can be done in nearly linear time using
the technique in [DN97]. Our method is similar to [DN97], except we only consider each edge for
©(logn) levels before contracting it.

Let B1; = {st € By : 20 < ||st|| < 2"} and Ey; = {st € Ey : 20 < ||st|| < 2¢F1} for
1€ [O,IOg(I’ + 1], E27<Z’ be the union of EQ’O, E2’17 e Eg}i_l and H2’<7: = (X, E27<i). For each i, we
build a cluster graph F; with vertex set X. We greedily construct the set of balls with radius 2! in
Hj ; (each ball is a cluster) such that the distance between any two centers in Hp «; is at least €2t
and the set of balls covers X. Let {C1,Cy,...} be the set of clusters. Note that one point might
belong to multiple clusters. There are two types of edges in Fj: inter-cluster and intra-cluster.
Intra-cluster edges are edges between a point v and a center v of a cluster C' such that u € C. The
weight of wv is distg, (u,v). We add all intra-cluster edges to Fj. An inter-cluster edge is an edge
between two cluster centers. There is an edge between two cluster centers v; and v if and only if
distp, (vj,vj) < 2% or there exists an edge in E5 «; from a point in Cj to a point in Cj/, where C}
and Cj are the clusters corresponding to the centers v; and vj. The inter-cluster edge v;v; has
weight dist, (v, v;) in the first case and minuec; wec;, uwe B, (dista, (u, v;) + distm, (w, vjr) 4 [luw||)
in the second case. We use Dijkstra’s algorithm to compute all the intra-cluster and inter-cluster
edges.

Our implementation of the second pruning phase runs in log ® + 1 iterations. At iteration i, we
first build the cluster graph F; from Hs ;. We consider edges in F1; in increasing order of length.
For each st € Ey;, if st is not type-(ii), we simply add st to Ep. Otherwise, we check all paths
from s to ¢ within O(1) hops in F; that contains at most 2 intra-cluster edges. If the length of the
shortest of those paths is less than or equal to (1 + x26)(1 + €)||st||, skip that edge. Otherwise,
we add st and its helper edge to Fy. After an edge st is added to Es, we add inter-cluster edges
between the centers of all clusters containing u to the centers of all clusters containing v. For any
center ¢, of a cluster containing s and any center ¢; of a cluster containing ¢, we add an edge csct
of weight distg, (cs, s) + ||st|| + distg, (¢, ct).
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However, computing all intra-cluster edges for all F; is expensive since one will have to run a
single source shortest path (SSSP) algorithm for all cluster centers. Instead, we contract all edges
. The total weight of all those edges in any path in Fj is 2%€2.
Hence, for every path of length at least 2%, the total weight of contracted edges is 51gn1ﬁcant1y smaller
compared to the total length. We then construct the graph F similar to F;. Let i’ = i —log (ne~?)
and E) <i = ! E2 k» we compute the graph Fj ! as follow: ﬁrst contract all edges in Ey - and

second, compute F’ from Fj _; similar to Fj. Instead of checking distz, (u,v) < (14 £26)[uv]| as in
the original algorithm, we check whether distp (s,t) + €22? < (1 + €)(1 + x25)||st||. If true, we skip
the edge st. Otherwise, we keep st and add its approximate helper edge to Fs. The approximate
helper edge is any edge between a net point in N(A,;) to a net point in N(Bjy).

After the iteration (including two pruning phases), we update 6 + A’(k,0) = (1406)(1+x0)(1+
5¢)(1 + K26)(1 +¢€) — 1 and a + loga.

5.3 Analysis
5.3.1 Stretch

We prove that Claim still holds in our implementation. After the first pruning phase, for any
edge st € E, we are guaranteed that disty, < (1+ x6)(1 + 5e) - ||st||. Throughout the execution of
the second phase, for any edge st € By N E, we have disty, (s,t) < (1 + 28)(1 +€) - ||st]|.

Claim 5.2. Throughout the execution of the first pruning phase, for any edge st € E, we are
guaranteed that disty, (s,t) < (14 k6)(1 + 5e) - ||st||. Also, throughout the execution of the second
phase, for any edge st € E1 N E, we have disty,(s,t) < (1 + £26)(1 + ¢€) - ||st||.

The bound on the stretch after the first pruning phase can be proven using the same argument
as in Claim We then focus on the second pruning phase. Claim shows that if there is a
good approximation path from s to ¢ in the cluster graph F;, there is a good approximation path
from s to t in the current greedy spanner of Fs.

Claim 5.3 (Lemma 3.2 and Lemma 3.3 [DNO7]). Let st be a type-(ii) edge in Ey such that 2° <
|st]| < 2+t for some i and F; be the cluster graph constructed above. Let P be the shortest path

from s to t in Hy and Pgo be the shortest path from s tot in Fy,. Then, 1 < ”H];C”H <1+ 06(e).

We observe that the distance in F is approximately the distance in Fj.
Observation 5.1. For all z,y € X, we have distg/(s,t) < distp,(s,t) < distp:(s,t) + 202,
Now Claim combined with Observation implies the following.

Claim 5.4. Let s and t be two points such that 2' < ||st|| < 271, and Let F! be the cluster graph

constructed above. Let P the shortest path from s to t in Hy = (X, E2) and P/, be the shortest path

/ 1.2
from s tot in F. Thenlﬁ%ﬁl—}—e.

Proof. Let Pc be the shortest path from s to ¢ in F;. By Observation [5.1] we have || P4 < ||Pol| <

. '62
| PL|| 4 2%€*. Combined with Claim we obtain 1 < 1Fcl+2'¢ < 1+ O(€). The last term O(e)
can be reduced to € by scaling the clus er radius by a sultalble constant. O

We have the following corollary:

Corollary 5.1. Let st be a type-(ii) edge in Ey such that 2° < |st|| < 201, If disty,(s,t) <
(1 + K26)||st||, then st is not added to Es.
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Proof. By Claim M the path from s to t in F! has length at most (1 + €)disty, (s, t) — €22¢ <
(1 4+ K26)(1 + €)||st|| — €22'. Hence, st is not added to E3 by our algorithm. O

Then, for any edge st not added to Es, the distance from s to ¢ in the spanner is at most
(1+k26)(1+¢)||st| + €22 By proper scale of the cluster radius, we got distg, (s,1) < (14 x26)(1+
€)|Ist]|. This completes the proof of Claim

Recall that after each iteration, we update 6 = A’(k,d) with A'(k,0) = (1+0)(1 + x0)(1 +
5¢)(1 + K26)(1 + €) — 1. Observe that

A(k,8) < (14 €)(1+5€)(1+6)(1 + kd)(1 + x%6) — 1

) ) (12)
<A+7)(1+6)(1+rO)(1+rK%6) -1 < (k+1)%

for sufficiently small e. Therefore, after the update at the end of the i-th iteration, we have
§ < (k4 1)%e. After O(log*(d/€)) iterations, the stretch is bounded by (k + 1)00g™(d/€)¢ < =5,

5.3.2 Sparsity

The charging scheme for sparsity is similar to ¥y. The only change we make for a fast implemen-
tation, compared to the original ¥, is that we use A;J and Bé,t instead of As; and B, ;. For each
edge st € E, let 75 be a spanner path in Eg,, between s, t. If st is a type-(i) edge, then A, or By,
is empty, implying that Ay or By is empty since A}, and B{, contain A,; and B, respectively.
Therefore, there must be a single edge e in 7, ; that crosses the region Ag; or B, ;. We charge the
edge st to e. If st is a type-(ii) edge, there are two cases:

L. If either 7y, N Ay, or mey N By, is empty. In that case, there is an edge e = s't' on 75, that
crosses either AL, or By, (and hence cross either A, or By;). If e only crosses one of the two
regions (say Ag;), then we have

1
Ioroa(5) = prfa(s)1 < (5 = 55 ) - sl

3 1 ] ) 5 1
(8 - 50) st < lIproj,y(#)) — proj,, (1) < (8 - 50) lstll-

Recall that for each edge e € Fyp,, we divide e evenly into x sub-segments by adding at most
k — 1 Steiner points on e and Y is the union of X and the set of added Steiner points. Let

z € Y Ne be the Steiner points in As; on segment e that is closest to s; such a point z must

exist since each sub-segment of e has length at most llell %

[
K
which has length at least (5= — 1) [|st|| > %.

Then, charge st to segment zt’

If e crosses both regions A4, Bsy, then let 21 € Y Ne be the Steiner point in A,; which is the

closest one from ', and let z9 € Y Ne be the Steiner point in By, which is the closest one from

[

t'. Then, charge st to segment 21z which has length at least (I + 5= — 2) ||st|| > 5.

2. Otherwise, we charge st fractionally to set of edges in Egp,. Move along 7 ; from s to t and let
p be the last vertex in A}, and let ¢ be the first vertex in Bg ;. As [|m|| < (1 +¢) - [|st]|, we
know that

17s.¢[p alll < llprojs(p) — projs: ()l + € - [|stl

) l[projs:(p) — projg(a)ll
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for sufficiently small e. Therefore, Lemma [3.1] yields

1B (s 1P, gl st, 2V 10€)[| > 0.5 - [[projs; (p) — projs:(q)]-

. 2
;]_‘he(ril, for each edge e € E(ms4[p, q, st,2v/10¢), charge a fraction of Hprojst(p)H—e[!rojst(q)|| of edge st
o edge e.

We then have our modified Claim

Claim 5.5. If a type-(ii) edge st charges to an edge xy € Eg;a,

15y/€. Plus, the projection proj(z) of z onto line st lies in the segment st and satisfies
(2L —€ 24+ & +¢€| forall z € {z,y}

then angle Z(st,xy) is at most

lls—proj.: (2l
LU nbhc7-1 A NMPA LR E
(B

The difference between Claim and Claim is the region of the projection of each edge that
st charges to. The region changes from [% — %, g + 5%] to [% — 5% — €, g + % + e]. This is due to
the design of our algorithm.

For sufficiently small €, Claim [£.4] still holds for our algorithm. We now show that Claim

also holds.

Claim 5.6. During the first pruning phase, the number of new edges added to Ei is at most
O(|Espalloga).  After the first pruning phase, the number of type-(i) edges in Ep is at most
O(|Espal)-

Proof. We show by induction that during the first pruning phase, by the beginning of the i-th
sub-iteration, |E; N E®| is at most |Espala/2". Suppose otherwise for the sake of contradiction.
Using the same argument as in the proof of Claim we obtain that there exists a set F' of more
than o /271 edges charged to the same edge e = zy in Eg, and there is an index j such that at
least 57~ edges in L; have been charged to e. Let 2y’ be the approximate edge of zy. We show
that P/, , O F'NL;. For any edge st € F N L;, by the charging scheme, we get

2y

szl + lzyll + llytll < (14 €)lst]-
By Claim we have [|z2|], ||lyy'|| < €|lzy||. Then, using the triangle inequality, we have

s’ Il + Nyl + 1yt < szl + eyl + [lytl + 2llz2’]| + 2]lyy'|
< (L e)lstl] + deflzy|| < (1 +5e)|st]-

Thus, the edge z'y’ must be added to our spanner and hence, all edges in F'N L; are removed,
which is a contradiction. O

Observation also holds in our construction. We then prove an analogue of Lemma

Lemma 5.1. Fiz any edge e € Es?a and level index j > 0. Then, after the second pruning phase,
there is at most one type-(ii) edge in Eo N L; that is charged to e.

Proof. Assume that two type-(ii) edges sit1, sat2 € Ep N Lj are charged to the same edge e € Esiga;
and w.lo.g. |[sit1|| < [[sa2t2||. We prove that sota could not have been added to Ep since there
is already a good approximation path from so to t3 at the time we consider soty. Let r be an
endpoint of e, and let ¢, w be the projections of a,r on sit1, and let f,g,h be the projections
of a,r,b on soty and p,q be the projections of ¢, w on sots. Let D be the length of syt;, by the
design of our algorithm, we still have [|cd|| < (0.29 4 2¢)D and Z(s1t1, sat2) < 30y/e. Since soto
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also charges to e, we have ||sagl|/||s2toll € [2 — 25 —€,2 + 55 + €|. Using the same argument as

in the proof of Lemma we have that ||seal| < ||saf| + 2170eD, ||bt2|| < ||ht2]| + 2170eD and
labl] < || fh|| + 120eD. Then, we also have:

distg, (82, a) + HCLbH + disty, (b, tg) < (1 + Ii25)‘|82t2||.
Therefore, (sat2) cannot be added to Eo due to the design of our algorithm. O

Corollary is then carries over. We conclude that the total number of edges of our spanner
after a single iteration is O(|Egpa|loga). Therefore, after k iterations, the output spanner has
O(log™ (70| Eqpa|) = O((log™ (1/€) + log" " (d))| Egpal) edges.

5.3.3 Lightness

For the lightness, we keep the same charging schemes, V1 and W9, only changing regions A,; and
Bt to AL, and By, respectively. Using the same arguments as in the proof of sparsity, Claim
Claim and Claim still hold. It remains to prove that each edge e € Ehyéht receives O(|le||)
charges under the charging scheme Ws. For any single edge st € E, we also let F' C Efi/ght be the
set of edges that st charged to under the charging scheme V.

Claim 5.7. ||F|| > 5]|st]|.

Proof. The projection of F onto line st is proj,,(F), whose length is at least 3 (3 — o= — 2€) ||st[| >

o llstll- O

Let S be the subset of edges that are already charged by [g;] times by edges before st. If
IIS]] < 0.5]|F||, we re-distribute the charge similar to the original proof. We now consider the case
when [|.S]| > 0.5||F||. We now prove Lemma (4.2 for our implementation. Using the same proof as
Claim for each edge e in S, there exists an edge x(e) charging to e such that = [|st|| > ||x(e)|| >
k|le]|. We define the set P = {x(e) : e € S} and construct the set Q@ = {a1b1,azbs,...,apby} similar
to the proof of Lemma We obtain [|Q|| > 535]|st|| by using the same argument as in the proof
of Claim 111

For each edge a;b;, let e; = zw; be the corresponding edge in S that a;b; charged to and
x(e;) = aib;. Let p; (¢;) and ¢; (d;) be the intersection of the hyperplane perpendicular to st
through z; (w;) with st and a;b;. We then prove Claim

Claim 5.8. Both points ¢; and d; lie on the segment a;b;; furthermore, min{||la;c;|, ||dibil|} >
025Halbl||

Proof. Let c; be the projection of z; on a;b;. Since Z(a;b;, st) < 2v/10¢, we also obtain ||¢;ci|| <
10¢€l|a;b;|| as in the proof of Claim Since |la;c;||/|la;bi|| € [0.355 — €,0.655 + €], we have

laieill > laiclll - llesclll > (0355 — ljasbill — 10easbyll > 0.25 asbyl.
Similarly, ||d;bi|| > 0.25||a;b;||. O
We then prove an analogue of Claim

Claim 5.9. Let u; = projg(a;),v; = projg(bi). Then, both u; and v; lie on segment st. Furthermore,
Isusll, lvitll > gllstll, and llazusll, Ibivsl| < 5v/€ - |st]].
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Proof. We have ||sp;|| > (2 — 25 — €) ||st||. Therefore,

Similarly, ||v;b|| > %||st||, implying that u; and v; lie on segment st. Using the same argument as
in the proof of Claim we obtain [|a;u;|| < 5v/€ - ||st]]. O

The proof of Claim Claim and Claim carry over. Using the proof of Lemma
we obtain disty, (s, t) < (14 k26), implying that st is not added to F2, a contradiction.
Therefore, the total weight of the spanner after a single iteration is O(||Eijght log cv). After k

iterations, the total weight is O(log® (¢=O(@)) . | Eright || = O(log™ (1/€) +1og* =V (a)) - || Etight ||-

5.3.4 Running Time

We first show that for each edge st, we can determine whether st is type-(i) or type-(ii) in constant
time.

Claim 5.10. For every edge st, determining whether st is type-(i) or type-(ii) can be done in e~

time.

Proof. Let h be the approximate level of st. Consider the net Nj, at level h. Recall that A}, =
UweN(As,t) B(w, 1), where N(A,) is the set of net points w € Nj, such that B(w,rp) N Ag¢ # 0.
Then, to determine whether an edge is type-(i) or type-(ii), we find all the net point w € N} such
that B(w,rp) N Agy # 0 or B(w,rp) N Bsy # 0. To find them, we first find the ancestor (s',h)
of (s,0). Then, observe that the ellipsoid I's; is in B(s,2||st||). By the packing bound, there are

¢~ 9@ net points in B(s,2|st||). For each net point w, checking whether B(w,r) N Agy # 0 or
B(w,rp) N Bsy # 0 takes constant time. Thus, the total running time of determining the type of
an edge is ¢ (@), O

The net-tree spanner G can be constructed in O 4(nlogn) time [HPMO6]. The first pruning
phase can be implemented in e ©@n time as follows: Start with a spanner that has sparsity ¢ 0
and lightness e (@ for each edge xy in G with ||zy|| > /25, we find all type-(i) edges st in L;
such that [|sz| + [|zy|l + [lyt]| < (14 5¢)|st]|. We compute |P, | as follows: For each type-(i) edge
st, we find all edge 'y’ in G such that ||z'y/|| > 37/25 and st € P, . Let v = log 37/25, and
observe that any cross edge z'y’ € E(G) satisfying st € P, , can only belong to O(log e 1) levels
of the net-tree, between levels v — loge™! and 7 + loge~!. Furthermore, any of those cross edges
must have two endpoints in the ellipsoid with foci s and ¢ and focal distance (1 4 5¢)||st||. By the
packing bound, for each level from v — loge™! to v + loge™!, there are ¢ 9@ net points inside
such an ellipsoid. Thus, the total number of edges we need to check is at most e (@, The overall
running time of the first pruning phases over the entire algorithm is e=©@n - log* (d/e).

Then, we prove that the second pruning phase can be implemented in Oq4(n log?n) time.
Assume that we are at the i-th checking iteration. All intra-cluster and inter-cluster edges in
F! are computed by running Dijkstra’s algorithm. For each cluster center v, we run Dijkstra’s
algorithm to find all shortest paths from v with length at most 2¢. Let Hé <; be the graph Hs -

after contracting all edges of length at most % For any two vertices u and v for which uv € E(F}),
let w(u,v) be the weight of uv in F]. Then, we bound the time required to compute those single
source shortest path trees. We show that each point belongs to at most ¢ ©(@
distance O(2¢).

trees of maximum

38



—0(d)

Lemma 5.2. Each point in F] belongs to at most € single source shortest path trees.

Proof. Recall that Fy <; is the set of edges with weight within [1,2¢), Eé < is the set of edges with
weight within [6221,22') and Hy <; = (X, Ea <;). For any vertex u € V/(Hj _;), let M(u) be the set

n
of points in X that are contracted to u. For any point u, let N(u) be the set of cluster centers s

such that distHéKi(s, u) < 2'. We prove that |N(u)| = e 9@ for every u € V(Hj ;)

Let s be an arbitrary vertex in N(u). We prove that for every v € M(u) and s’ € M(s),
distHéKi(s’,u’) < 271 Observe that there exist some ug € M(u) and sy € M(s) such that
disty, _,;(uo,v0) < 2. Furthermore, since the path from u’ to ug has at most n contracted edges,
disty, (v, ug) < n - 62% = ¢?2'. Similarly, distg, _, (s, s0) < €22 Thus, distg, _,(u/,s") < 2" +
2€22" < 27F1 Since disty, _, (v, §') > [[u''||, we have [Ju's'|| < 27+,

We continue with bounding the distance between two points in N (u).

Claim 5.11. Let sy and s2 be two arbitrary vertices in N(u). For any sy € M(s1) and sh, € M(s2),
2t

il > T

Proof. From our construction of clusters, we have distg, _, (s}, 55) > distp; <¢(51’82) > €2'. Sup-
pose, to the contrary, that ||s]sh| <
>
14+(k+1)28 '
length at most €2, implying that disty, (s, s5) = disty, _,(s],55). Since the distance in the contract

graph Hj ; is dominated by the distance in Hs <;, we have disty; _ (s1,52) < distp, _, (s, sh) < €2,

Wil)%' By the stretch argument, we have disty, (s}, s5) <

(1 + (k + 1)%0) = €2°. Hence, the shortest path from s} to s} contains only edges of

However, by our construction, distg; - (s1,82) > €2¢, a contradiction. O
,<i

Let N(u) = {s1,52,...,5} and s, s5,...,s, be arbitrary vertices in M(s1), M(s2),..., M(s1),
respectively. By Claim[5.11} ||s}, s} [l > Wﬁ:l)% for any hy # hg. On the other hand, ||Jusy,|| < 201

for any h € [1,1]. Therefore, by the packing bound, we have

9i+1 -0(d) o)
N =< . =€ .
IN(w)=1< (eQZ/(1+(n+1)25)) ¢

This completes the proof of Lemma O

Lemma implies that each edge is considered at most e~ times in the construction of
all single source shortest path trees. Since the running time of Dijkstra’s algorithm for a con-
nected graph of m edges is bounded by O(mlogm), the total construction time of all graphs F/ is
e O9Dnlog(n/e?)logn = e O @nlog? n.

For each query st, we prove that the shortest path from s to ¢ in F] contains a constant number

of edges. Here, we abuse the notation of s and ¢ for vertices in F7.

Claim 5.12. For any two points s and t in X such that 2° < ||st| < 2L if distp:(s,t) <

(1+ €)(1 4 K2%8)||st||, then there exists a shortest path Pf, from s to t in F! comprising a constant
number of edges. Furthermore, only the first and the last edge in P}, are intra-cluster.

Proof. Let P/, = (s = v1,v2,...v, = s) be a shortest path from s to ¢ in F] with the least number
of intra-cluster edges. Observe that P/, contains at most 2 intra-cluster edges. Otherwise, if there
is an intra-cluster edge vpvp 11 such that 1 < h < I, then vy or vp1 is not a cluster center. Assume
that vp41 is not a cluster center. Hence, vp11vp42 is also an intra-cluster edge and wvy49 is a
cluster center. However, by our construction, there is an edge from vy to vpio with weight at
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most diStH2y<i(Uh, Uh+2) < diStH27<i(Uh, Uh—i—l) + diStH2!<Z. (Uh, Uh+1) = W(Uh, Uh+1) + W(Uh-',-l; Uh+2).
Replacing vpvp4+1 and vp410p4+2 by vpvR42 in Pé, we obtain another shortest path from s to t with
fewer intra-cluster edges, a contradiction.

Furthermore, the intra-cluster edges can only be vive and/or v;_jv;. Consider the sub-path
Q = (vg,v3,...v_1). We have w(vp,vpi1) + W(vni1,vnp2) > 2¢ for any 1 < h < | — 3, since
otherwise there is an edge from vy, to vpyo by our construction. Then, we have:

[1/2]-1

QI > Y (W(van, vant1) + W(vansivanta)) > (11/2] — 1) - 2',
h=1

On the other hand, since || P}|| < (14-€)(1+x%5)||st]| < 8-27, we get that ([1/2]—1)-2° < [|Q| < 8-2°.
Thus, [ < 19. O

For each vertex u, let Clusters(u) be the set of clusters containing u. From Claim for

any edge st € Ei(z), among all shortest paths from s to ¢ in F], there exists a path P/, such that
all edges that are incident to neither s nor t in P/, are inter-cluster. For each pair (s,t), we only
need to check the shortest paths from the centers of all clusters in Clusters(s) to the center of all
clusters in Clusters(¢) containing a constant number of inter-cluster edges. By the packing bound,
the total number of inter-cluster edges incident to a vertex is bounded by e 9@, Thus, the total
time complexity of checking each edge st is also e (@),

To find a helper edge, we find two net points: one in N(A,;) and one in N(Bg;). (Recall that
N(As,;) contains all net points w € N, such that B(w, erp,)N A+ # 0 with h being the approximate
level of st.) Then, we add the edge between those net-points to E. Since the number of net points
in N(Agy) (resp., N(Bsy)) is € 9@ one can find a helper edge in e~°@ time per edge.

Therefore, the total time complexity of a single run of the second pruning phase is e (@ n log? n.
This bound absorbs the time complexity of a single run of the first pruning phases. After summation
over all log* (d/e) iterations, the construction time of our spanner is log* (d/e) - € % @Dnlog?n =
e 9nlog? n.

6 Lower Bounds for the Greedy Spanner

In this section, we construct point sets in the plane for which the lightness and sparsity of the greedy
spanner far exceed the instance-optimal lightness and sparsity, respectively. In Section [6.1} we first
construct hard examples against the greedy (1 + €)-spanner and (1 + 1.2 €)-spanner (Theorem ,
and then generalize the ideas to work against the greedy (1+z¢)-spanner for all z, 1 < x < o(e~1/3),
by refining both the design of the point set and the of the greedy algorithm (Theorem [L.]). Since
both the greedy and the sparsest spanner use edges of comparable weight, this construction already
establishes the same lower bound for lightness (Corollary [6.2). In Section we lower bounds for
lightness with a stronger dependence on €, and a weaker dependence on x: The points sets in these
constructions are uniformly distributed along a suitable circular arc (Theorems and .

6.1 Sparsity Lower Bounds

We begin with lower bound construction in Euclidean plane against the greedy (1 + €)-spanner.
The same construction also works well against the greedy (1 4 ze€)-spanner when 1 < x < 1.2.

Theorem 6.1. For every sufficiently small € > 0, there exists a finite set S C R? such that

|Egr| = |Egr(1-2)| 2 9(5_1/2) | Espal,
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where Egy is the edge set of the greedy (1+¢€)-spanner, Ey. (1.2 is the edge set of the greedy (1+1.2¢)-
spanner, and Eqp, is the edge set of a sparsest (1 + €)-spanner for S.

Proof. Let € > 0 be given. We construct a point set S as follows; refer to Fig.[9] All points are in
an axis-aligned rectangle R of width 1 and height tan «;, where « is determined by the equation

1
cos o

=1+e (13)

This means, in particular, that the diagonal of R is exactly 1+ €.Using the Taylor estimate —— =

Ccos T
1+ %2 + O(x*), we obtain a@ = v/2e + O(€). Using the Taylor estimate tanz = z + O(x3), this
implies that the height of R is tana = O(a) = O(/e).

! by
o
tanl% . A Q) aa 3125

Qg bk
= Qal )
g L(pat,cp) P a—"c & q

R
77777 ) a
- 1 |

Figure 9: Lower bound construction for the sparsity of the greedy algorithm. Greedy adds all red
and blue edges, but it does not add any edges between ¢ and the points in the left and right sides
of R. However, it adds all edges between A and B.

Now we can describe the point set S. Along the left and right edges of R, resp., place points
A=A{aiy,...,ar} and B = {by, ..., b} such that a; and b; are the upper-left and upper-right corners
of R, the distance between any two points is at least 2¢, and diam(A) = diam(B) = tan(a/10).
The set .S comprises AU B and three additional points: the center ¢ of R, and points p and ¢ in the
interior of R such that p, ¢, ¢ lie on a horizontal line and Zca1p = a and Zcb1qg = a. This completes
the description of S. Note that |S| = 2k + 3. We have k = @(M) = O(afe) = O(e71/?),
consequently |S| = ©(e~1/2).

Optimal sparsity. We construct a (1+¢)-spanner H for S with O(|.S|) edges (i.e., sparsity O(1)).
Let H contain the vertical paths (aj, as,...,ax) and (b, ba, ..., bg), the horizontal path pcocq, and
all edges between {p,c,q} and AU B. Clearly, H has O(|S|) edges. To show that H is a (1 + ¢)-
spanner, consider a pair of points that are not adjacent in H. If both points are in A (or both are
in B), then they are on a vertical path in H. The point pair {p, ¢} is connected by the horizontal
path pc o cq. It remains to consider the pairs {a;, b;} for a; € A and b; € B. We show that the
path a;c o cb; has weight at most (1 + €)||a;b;||. On one hand, A and B lie on two parallel lines at

distance 1 apart, hence ||a;b;|| > 1. On the other hand, |ja;c| < [|aic|| = 5= = € and similarly,
lebsll < flebil] = 5= = LE¢. Consequently, [lascl| + [bjell < lare]|+ [brcf < 1+ < (1+¢) ity

as required.

Greedy sparsity. Now let us consider the greedy algorithm on the point set S. The same
analysis works for the greedy (1 + €)-spanner and the greedy (1 + 1.2¢)-spanner (for short, the
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greedy spanner). First observe that the greedy spanner contains all edges of the vertical paths
(a1,as,...,ar) and (by,be, ..., bx), and the horizontal path pcocq. It also contains all edges between
p and A, and all edges between ¢ and B (since the distance between any two points in A and any
two points in B is at least 2¢). However, the greedy algorithm does not add any of the edges
between ¢ and AU B, because for every a; € A, the path a;p o pc has weight less than (1 + €)]|a;c||.
Indeed, both segments a;p and cp make an angle at most a with a;c. Combined with , this
already implies [la;p|| + ||pc|| < (1+¢€)||aic||. Similarly for every b; € B, the path b;q o gc has weight
at most (14 ¢€)||bjc||.

Finally, we show that the greedy algorithm will add all |A| - |B| = Q(e~!) edges between A and
B. On the one hand, for any a; € A and any b; € B, we have

1 a? €
b € ——— =14+ _—+0(a*) =1+ — + O(?). 14
laibill < Costazioy =1 F 200 T 0@ = 1H 45 +OL€) (14)
On the other hand, when the greedy algorithm considers adding edge a;b;, the shortest a;b;-path
in the current greedy spanner is a;popcocgogb;. For a; = a; and b = by, the length of this path is
(1+€)?2=1+2¢e+e> (1+¢)|abi]. In general, for i,5 € {1,...,k}, the length of this a;b;-path
is minimized for a; = aj and b; = by, that is,

llaipll + llpgll + [lgbs |l = |larpll + gl + ||lqbk]|- (15)

By construction, Aaibie, Aajcp, and Abjcq are isosceles triangles, and so |laip| = ||pc| =
lleg|| = ||b1¢]|. Due to the choice of o, we have ||ajc||+]||bic| = 1+¢€ and ||a1p||+||pc||+]|cq||+]|b1gl] =
(14 €)% =1+ 2¢+ €2 This implies [|a1p|| = [[pc| = |legl| = [|brg] = 1 + & + O(€?).

Note that a1p and app have the same orthogonal projection to the z-axis, and so

la1p|| cos(20) = ||axpl| cos Z(pag, cp). (16)
1

Since |lajag|| < tan{; < g - tana for all sufficiently small e > 0, then Z(pak,p) < e This,

combined with ([L6]), the Taylor estimate cosz =1 — %2 + O(z*), and a = v/2¢ + O(€), yields

cos(2a)
|axpll > ||a1p\|m
2
= |laip|| (1 — 202 + O(a*)) (1 + 9% + O(a4)>
= (i + % + 0(3)) (1 —4e+O(e?)) <1 + %6 + 0(62)>
1 €
= + 6 + 0(62).

Overall, using and , we obtain

laipll + llpall + llabjll = [laxpll + llpall + [labx|l
= 2[|axp]| + 2|[pc|
1 € 1 €
Y 2 o2 € 2
> <4+16+O(e )>+ (4+2+O(6 )>
5
=1+ +0()
> (1+1.2¢€) (1 +€/100 + O(e?))
> (1+1.2¢€)[aibj]|
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for sufficiently small € > 0. This shows that the greedy algorithm must add edge a;b; for all a; € A
and b; € B. Consequently, the greedy (1 + €)-spanner and the greedy (14 1.2 €)-spanner both have
at least |A'| - |B'| = Q(e™!) edges. O

The construction above implies a lower bound for the lightness ratio, as well. We obtain a
better bound in Section [6.2]

Corollary 6.1. For every sufficiently small € > 0, there exists a finite set S C R? such that
| Egrll = | Egr(i.2)|l = 9(6_1/2) || Eright ||

where Eg, is the edge set of the greedy (1+¢)-spanner, Egi(1.2) 1s the edge set of the greedy (14+1.2-¢)-
spanner, and Eygy; is the edge set of a minimum-weight spanner for S.

Proof. For ¢ > 0, consider the point set S constructed in the proof of Theorem We have
shown that S admits a (1 + €)-spanner H with O(e~'/2) edges, each of weight O(1). Consequently,
|Bienll < |EGH)]| = O(e172).

We have also shown that the greedy (1+¢)- and (1+1.2¢)-spanner each contain Q(]S]?) = Q(e 1)
edges, each of weight Q(1). Consequently, their total weight is (e ~1), which is Q(e™/2)|| Eyigng||. O

The lower bound construction generalizes to the case when the stretch is (1 4+ xe) for some
1 <z < o(e"/?), and we compare the sparsest (1 4 ¢)-spanner with the greedy (1 + xe)-spanner.

Theorem 1.1 (Sparsity lower bound for greedy). For every sufficiently small e > 0 and 1 < x <
o(e~Y/3), there exists a finite set S C R? such that

6_1/2
|Egr(x)| > Q < 563/2 > ’ |ESP3’7

where Egy(y) is the edge set of the greedy (1 + xe)-spanner, and Eqp, is the edge set of a sparsest
(1 + €)-spanner for S.

Proof. Let € > 0 and 1 < z < o(e~'/3) be given. We construct a point set S as follows; refer to
Fig. Let R be an axis-aligned rectangle R of width 1 and height tan a;, where « is determined
by the equation

=1 . 1
COS ¥ +€ ( 7)

This means, in particular, that the diagonals of R have length precisely 1 + ¢. Using the Taylor
estimate —L— =1+ %2 + O(z*), we obtain o = v/2¢ + O(¢). Using the Taylor estimate tanz =
x 4 O(x3), this implies that the height of R is tana = v/2e + O(e) = O( /).
Denote by a; and b; the upper-left and upper-right corners of R, respectively, and let ¢ be the
center of R. Next, place points p and ¢ below the segments a;c and bic, resp., such that
Jarpl = llpell = lleall = llabrll = 51 + zllarc] = 71+ 2e)(1 + ) = (14 (a+ Ve + O().

Note that Aajcp and Abicq are isosceles triangles, where 8 := Zca1p = Zpcay = Lbiecq = Zgbic
and 3 = v/2xe+ O(xe€). Let R, be the rectangle with one side a;c and the opposite side containing
p; and similarly let Ry be the rectangle with one side b;c and the opposite side containing q.

Now we can describe the point set S. Along the left side of R, and the right side of Ry,
resp., place equally spaced points A = {ay,...,a;} and B = {by,...,bx} such that the distance

between any two points is at least 2ze, and diam(A) = diam(B) = 201/5 tana. Our point set is

S =AUBU/{¢,p,q}. Note that |S| = 2k + 3. We have k = @(f/?s‘e) = O(=7z;) = O(e~1/2/23/?),
consequently |S| = O(e~ /2 /23/2).
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Figure 10: Lower bound construction for the sparsity of the (1 4 x¢€)-greedy spanner. The locus of
all points p such that |la1p|| + ||pc|| = (1 + ze€)||aic|| is an ellipse with foci a; and ¢. The greedy
(1 + ze)-spanner contains all red and blue edges, as well as all edges between A and B.

Optimal sparsity. We construct a (1+¢)-spanner H for S with ©(|S]) edges (i.e., sparsity O(1)).
Let H contain the paths (a1, a9, ...,ax) and (b1, ba, ..., bg), the edges of the triangle Acpg, and all
edges between {p,c, ¢} and AU B. Clearly, H has ©(|S]) edges.

To show that H is a (1 + €)-spanner, consider a pair of points that are not adjacent in H. Any
pair of points in A (resp., B), are connected by a path of collinear edges. Consider a point pair
{ai,b;}, where a; € A and b; € B. We show that the path a;cocb; has weight at most (1+€)]|a;b;]|.
This clearly holds for ¢ = j = 1, where |laic|| + ||cb1]| = (1 + €) = (1 + €)||a1b1|| by the choice of .
In particular, ¢ € £(ay,b1), where E(f1, f2) denotes the ellipse with foci f; and fo and great axis
(L+e)||fifz2]l. Forall i € {1,...,k}, the segment a;b; is horizontal and ||a;b;|| > ||a1b1||, therefore
E(a;, b;) is obtained from &£ (a1, b1) by a vertical translation and scaling; hence ¢ € £(a;, b;). Finally,
for all j > 4, we have |la;b;|| > |la;b;||, and £(as, b;) is obtained from &£(a;,b;) by a rotation about
a; and scaling; and so ¢ € &(a;,bj). Overall, we have ¢ € £(a;,b;) for all i,j € {1,...,k}, which
implies ||a;c|| + [|bjc|| <14 € < (14 €)||aibj||, as required.

Greedy sparsity. Now let us consider the greedy (1 + we)-spanner Gy (z) = (S, Egr(y)) on the
point set S. The greedy algorithm sorts the point pairs in S by weight: It adds all edges of the
paths (a1,...,ax) and (b1,...,b;) to Ga(y)- It then considers the edges between p and A (resp.,
q and B) by increasing weight: We claim that it adds all these edges to Gy (). By symmetry,
it is enough to show that if the greedy algorithm has already added a;p for some 1 < i < k/2,
then it also adds a;—1p. That is, |la;—1a;| + ||aip| > (1 + x€) ||a;—1p||. Since ||a;—1a;|| > 2ze by
construction, then a;_; lies outside of the ellipse with foci a; and p, and great axis (1 + ze)|a;p||.
Thus the greedy spanner contains all edges between A and p, and between B and q.

Next, we show that the greedy algorithm does not add any edge between A and {c,q}. We
claim that for any point a; € A, the paths a;p o pc and a;p o pc o ¢q have stretch at most 1 + xe.
This clearly holds for the path aip o pc by the definition of p. An easy calculation shows that it
holds for all other point pairs in A x {c,q}. Symmetrically, the greedy (1 4 xe€)-spanner has no
edges between B and {p, c}.

Finally, the greedy algorithm considers pairs {a;,b;} for a; € A and b; € B sorted by weight.
We show that for all such pairs, we have |a;p o pc o cq o qbj|| > (1 + x€)||a;b;||, and the greedy

algorithm must add the edge a;b; to Gy (y). This is clear for the pair {a1,b;}, where the definition
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of p and ¢ gives
lapopcocgogby] = (1+ze)(1+€) =1+ (z+1)e+ O(ze?) > (1 + z€)||arby]|. (18)

In general, consider an arbitrary point pair (a;, b;) € A x B. The distance between a; and b; is
maximized for a; = aj and b; = by, where

t 2
lasb;|| < llarbl =1+2- 231\1/‘;1 sina < 1+ \(06 V2% +0(E?) =1+ g +O(2).

We give a lower bound for ||a;popcocqoqbj|| using Equation and the differences ||a1p|| — ||aip||
and [|b1q|| — ||brq||- By symmetry and monotonicity, it is enough to give an upper bound for
llaipl] — |laxp||- Let r denote the bottom-right vertex of R,; see Figure The Pythagorean

theorem for the right triangles Aaypr and Aagpr, combined with the identity |/y — 2z = \/%:\Zﬁ’

yields

la1pll = lawpll = Vllarr(? + prl? = /llarr | + [lpr]?
_ larr|® — flaxr|?
Vilaxrl2 +[lprl? + llaer | + pr[?
(laraxll + llaxr|)? — [lar|?
la1pll
_ llarar]* +2 - flavag | - flarr]
laxpll
2 - |lazag]| - flaxr|]
laipll

2 1(1+¢€)tanp

(14 €)(1 + ze)
tana - tan 8
10y/x(1 + xe)

_ mlﬁ (V2e+0() (Vawe + O(e)) (1 - ze+ 0@

< % +O(2).

Overall, for all a; € A and b; € B, we have

laip o pe o cq o aby| = llarp o peocqoabil — (llarpl — ) = (Ilorall - I;al)
> [laipopee cqo gbi =2+ (Jlawpll - axpl))
> (14 (@ + e+ O(e?)) - 2- (g +0()

5
> (1 + ze) (1 + % + 0(63/2))
> (1 + ze)llasb;||

>1+ <:c+ 3> e+ O(?)
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for all sufficiently small € > 0 and = o(e~'/3). This shows that the greedy (14z¢)-spanner contains
edges a;b; for all a; € A and b; € B. In particular, we have |Espa| = O(|S]) and |Egy(,)| = Q(|S?).
Consequently, |Egy(y)| > Q([S]) - |Espal > Q(eil/z/x?ﬂ) - | Espal-

The construction above has |S| = O(e~%/2/x3/2) points. However, we can obtain arbitrarily
large point sets with the same property as a disjoint union of translated copies of the construction
above: Both Ggpa and Gg,(;) would have only one extra edge per copy, so the bound ]Egr(x)] >
Qe 12 /23/2) - | Egpa| carries over. O

Corollary 6.2. For every sufficiently small e > 0 and 1 < x < 0(6*1/3), there exists a finite set
S C R? such that

172
HEgr(z)H > (:U?’/2 : HElightuv

where Eg, (5 s the edge set of the greedy (1 + xe)-spanner, and gy is the edge set of a minimum-
weight (1 + €)-spanner for S.

Proof. For € > 0, consider the point set S constructed in the proof of Theorem [I.1] We have shown
that S admits a (1 4 €)-spanner H with O(|S|) = O(e~/2/x%/?) edges, each of weight O(1).

We have also shown that the greedy (1 + we)-spanner has Q(]S|?) edges, each of weight Q(1).
Conseauently, || Eg(s /|| gt | = Q(1S]) > (e 1/2/292) 0

6.2 Lightness Lower Bounds

Theorem 6.2. For every sufficiently small € > 0, there exists a finite set S C R? such that
-1
[ Egell = 1 Egell = Q™) - [| Erignell,

where Eg, is the edge set of a greedy (1 + €)-spanner, Ey, is the edge set of the greedy (1+1.01¢)-
spanner, and Eyg is the edge set of a minimum-weight (1 + €)-spanner for S.

Proof. Let € > 0 be given. We construct a point set S as follows; refer to Fig. The points in S
lie on a circular arc C, which is an arc of length a+ 3 of a circle of radius 1 centered at the origin o,
for angles a < 3 to be specified later. For any s,t € C, let C(s,t) denote the subarc of C' between s
and ¢, and let arc(s,t) = ||C(s,t)|| denote the length of the circular arc C(s,t). First, we place four
points piq,...,ps € C such that arc(pi,p2) = «, arc(pa,p3) = 5 — «a, and arc(ps, ps) = a. Now we
construct the point set S as follows: Place a large number of equally spaced points along C(p1, p2)
and C(p2,ps), and then populate C(ps, ps) with the rotated copy of the points in C'(p1,p2). Note
that, by construction, S contains a large number of point pairs {s,t} C S with ||st|| = ||p1ps]|.

Let P be the spanning path of S that connects pairs of consecutive points along the circle. For
s,t € S, let P(s,t) denote the subpath of P between s and t. If the points in S are sufficiently
dense along C, the length of P(s,t) will be arbitrarily close to arc(s,t). In the remainder of this
proof, we assume that ||P(s,t)|| = |larc(s,t)| + O(€?) for all s,t € S.

Using the Taylor estimates for sine and the bound arc(s,t) < 28 = O(¢'/?), the difference
between arc(s,t) and the length of the line segment st is

1 t))3
|P(s,t)|| — |Ist]| = arc(s,t) — 2sin <2 arc(s,t)> +O(e?) = (arcisé)) + O(€%). (19)
To complete the construction, we specify a and 3. We set o = 1ﬁ and choose (§ such that
1P(p1,p3)|l > (1 + €)llpips], (20)
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Figure 11: Lower bound construction for the weight of the greedy algorithm.

but ||P(s,t)|| < (1+€)|st|, for all s,t € C with |P(s,t)|| < ||P(p1,ps3)||. Recall that || P(p1,p3)| =
arc(p1,p3) + O(€?) = B+ O(€?). The line segment pip3 has length ||p1ps|| = 2sin§. Using the
Taylor estimate = — %3 <sinx <z -— %3 +O(z®), we have B(1 — Z—;) < |lpipsll < B(1— f—; +0(BY)).
Now ||P(p1,p3)|| = (1 + €)|lpips|| + O(€?) is attained for € = 32/48 + O(B4) or B = V/48¢ + O(e).

Optimal weight. We show that the minimum weight of an (1 + €)-spanner for S is ||Eiight|| =
O(€e'/?). We claim that the graph H comprised of the path P and the edge paps is a (1+ €)-spanner
for S. Consequently, || Eigull < [ E(H)| = |[P]| + [p2ps ]| < (o + 8) + (8 — a) = 28 = O(e/?).

To prove the claim, note first that for any pair s,t € S with ||st|| < ||p1ps||, the path P(s,t) C H
has weight at most (1 + €)|/st|| due to the choice of 3 (cf., Equation (20))). Consider now a pair
s,t € S with ||st|| > ||p1ps||- Then the points s and ¢ lie in two distinct arcs C(p1, p2) and C(ps, p4)-
We may assume w.l.o.g. that s € C(p1,p2) and t € C(ps,ps). Then H contains the st-path
P(s,p2) o pap3 o P(p3,t). The weight of this st-path is bounded by:

|1P(s,p2) 0 pap3 o P(ps, t)|| < arc(s,pa) + |[paps|| + arc(ps, t) + O(€)
< (arC(s,pz) + arc(pa, p3) + arc(ps, t)) + (|lp2ps|| — arc(ps, ps)) + O(€?)

= arc(s,t) + (Hp2p3H - arC(Pz;F:s)) +0(€%)

= st + (arc(s,t) = llst]) + (llpeps ]| — avc(pz, ps) ) + O(e)

(arc(s,t))? ;éarc(m,pii))g +O(e)

(arc(p17p4))34—8(arc(p27p3))3 —|—O(62)
(a+p)?—(B8-a)p
48

(1.13 - 0.9%)33 9

0.7 (v/48¢ + O(¢))?
48
= ||st]| + 0.7 - V48e - € + O(€?)

= ||st|| +0.7- 8- e+ O(c?)

= [lstll +

< lstll +

= [Ist]l + +(€)

= [lstll +

< ||st|| + —|—O(€2)
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3
< llstl +0.7- <||p1p2|| oy 0(62)> e+ 0()

_ (1 0.7 e) ||st]| + O(e?)
<+ 9llst]. @)

for a sufficiently small € > 0. This confirms that H is a (1 + ¢)-spanner for S, as claimed.

Greedy weight. We show that the greedy (1 + €)-spanner and the greedy (1 + 1.01 ¢)-spanner
for S both have weight Q(¢~1/2). We argue about the greedy (1 + €)-spanner (greedy spanner, for
short), but essentially the same argument holds for the greedy (1 + 1.01 ¢)-spanner, as well. Let
Ggr = (5, Egr). The greedy algorithm adds the entire path P = P(p1, p4) to Gy, and then considers
point pairs sorted by increasing weight. For all point pairs {s,t} C S with [|st|| < ||p1ps3]|, we have
|P(s,t)]| < (14 ¢€)|st]|, and so none of these edges is added to Gg. By construction, S contains
a large number of point pairs {s,t} with ||st|| = ||pip3||. We show that the greedy algorithm adds
Q(a/e) such pairs to Ggr.

Specifically, we claim that every circular arc of length 2¢ of C(p1,p2) contains an endpoint
of some edge of weight ||pi1p3|| in Gg. Suppose, for the sake of contradiction, that this is not the
case. Then there is a point pair {s,¢} with [[st|] = ||p1ps]|| such that G does not contain any edge
of this weight whose endpoints are within arc distance € 8 from s or t. This means that when the
greedy algorithm considers the point pair {s,t}, all st-paths have length more than (1 + €)]|st||:
The path P(s,t) has weight more than (1+€)||st|| due to (20). Furthermore, any st-path that goes
thought a previously added edge of weight ||p1ps|| must include subpaths of length at least € in
the neighborhood of s and ¢, resp., and so its total length is at least 2¢3 + ||p1p2| > (1 + €)]|st]|-
Consequently, the greedy algorithm must add st to the spanner, which is a contradiction. This
completes the proof of the claim.

Since arc(pi,p2) = «, then Gy, contains Q(a/(ef)) = Q(e™!) edges of weight ||p1ps| = ©(8) =
O(e'/?), and so the weight of the greedy spanner is ||Eg|| > Q(e™! - '/2) = Q(e~1/2). O

The lower bound generalizes to the case where we relax the stretch to a4-ze for 2 <z < O(e~/?),
and compare the lightest (1 + €)-spanner with the greedy (1 + ze)-spanner.

Theorem 1.2 (Lightness lower bound for greedy). For every sufficiently small ¢ > 0 and x €
[2,e71/2 /48], there exists a finite set S C R? such that

671
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where Egy(,) is the edge set of the greedy (14 xe)-spanner, and Eigne is the edge set of a minimum-
weight (1 + €)-spanner for S.

E >Ql —————
e

Proof. We use the point set in the proof of Theorem [6.2] with ze in place of e. That is, .S is a set of
points on a circular arc of radius 1 and angle a, + (;, where o, = 3,/10 and 8, = v48xe + O(xe).
In the proof of Theorem we saw that [|Ggpp || = Q((xe)~1/2).

Optimal weight. We show that S admits a (1 4 ¢)-spanner of weight O(e'/? - 22 log z). Specif-
ically, we construct a graph H on S that comprises the path P and a set of chords. For ¢ =
-2,-1,0,1,...,2[10zlog /x|, we augment H with a maximal collection of chords, each of length

V48e - (1 + ﬁ)l/ 2, such that the arc distance between the left endpoints of any two chords is

o V48 (14 )"
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We claim that H is a (1 + €)-spanner for S. Consider a point pair s,t € S. If arc(s,t) < v/48e,
then ||P(s,t)]| < (1 + €)|st||. Otherwise, there exists a chord ab € H such that a,b € C(s,t) and

1 -1 1 —-1/2
(1 + 1()x> arc(s,t) < arc(a,b) < <1 + 1033) arc(s,t).
Equation now shows (substituting 8, = v48zxe + O(xe) instead of § = v/48¢ + O(e)) that
1P (sa)|| + lladl| + [|P(bt) ]| < (1 + €)lst]-

It remains to bound the weight of H. The weight of the path P is || P|| = O(8) = O(y/z¢). For

every i € {—2,—1,...,2[10zlog \/z|}, the total weight of the chords of length v/48e - (1 + ﬁ)z is

0(20 - B,) = O(y/ze). Consequently, ||E(H)|| = O(y/ze - zlogx) = O(e'/? - 232 log z). O
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