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Abstract— This paper investigates reconfigurable intelligent
surface (RIS)-aided frequency division duplexing (FDD) com-
munication systems. Since the downlink and uplink signals are
simultaneously transmitted in FDD, the phase shifts at the RIS
should be designed to support both transmissions. Considering a
single-user multiple-input multiple-output system, we formulate
a weighted sum-rate maximization problem to jointly maximize
the downlink and uplink system performance. To tackle the
non-convex optimization problem, we adopt an alternating opti-
mization (AO) algorithm, in which two phase shift optimization
techniques are developed to handle the unit-modulus constraints
induced by the reflection coefficients at the RIS. The first tech-
nique exploits the manifold optimization-based algorithm, while
the second uses a lower-complexity AO approach. Numerical
results verify that the proposed techniques rapidly converge
to local optima and significantly improve the overall system
performance compared to existing benchmark schemes.

Index Terms— Reconfigurable intelligent surface (RIS), fre-
quency division duplexing (FDD), multiple-input multiple-output
(MIMO).

I. INTRODUCTION

ECONFIGURABLE intelligent surfaces (RISs), which
consist of a planar metamaterial structure, have recently
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emerged as a promising candidate for future wireless commu-
nication systems [1], [2], [3], [4], [5], [6]. With its ability to
dynamically control the amplitude and/or phase of incoming
signals, an RIS can modify the signal propagation and lead
to enhanced spectral efficiency and reduced power consump-
tion [1], [2], [3], [4]. For instance, when the direct link channel
between the base station (BS) and user equipment (UE) is
obstructed, the RIS can establish a virtual BS-RIS-UE link,
thereby improving the coverage of wireless communication
systems [1], [3].

When it comes to designing RIS-aided communication
systems, existing works have mainly focused on time division
duplexing (TDD) to leverage the channel reciprocity between
the downlink and uplink channels [7]. In [8], transmit power
minimization strategies were developed for the joint design of
active and passive beamforming. In [9], a weighted sum-rate
maximization problem was formulated for multi-user multiple-
input single-output (MU-MISO) systems. A low-complexity
algorithm with a two-timescale transmission protocol was
developed in [10] to maximize the achievable weighted sum-
rate for RIS-aided cell-free systems. In [11], ergodic sum
capacity maximization strategies for the downlink and uplink
were developed. Furthermore, several works have considered
single-user multiple-input multiple-output (SU-MIMO) TDD
systems [12], [13], [14], [15], [16], [17]. In [12], down-
link capacity maximization strategies were investigated, and
the reflection coefficients at the RIS were optimized in an
alternating manner. Lower-complexity optimization techniques
were developed in [13] by approximating the singular val-
ues of millimeter-wave (mmWave) channels in terms of the
reflection coefficients. In [14], hybrid beamformers and reflec-
tion coefficients were designed by exploiting the structure
of mmWave systems in the asymptotic regime where the
number of antennas at the BS and UE and the number of
RIS elements go to infinity. A reflection coefficient design
using only linear operations was developed in [15], and array
selection algorithms were developed in [16] to maximize the
capacity of each RIS-related link. In [17], strategies that
maximize the ergodic achievable rate were investigated.

Despite the advantages of TDD in designing RIS-aided
communication systems, sub-6 GHz bands in future wireless
communication systems will still remain significant due to
their broad coverage and reliability [18]. This suggests that
various future applications may still rely on frequency division
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duplexing (FDD), and RISs would inevitably be deployed in
FDD systems as well. Consequently, there is a need to study
RIS-aided FDD systems, and some recent RIS-related studies
have attempted to exploit the structure of FDD [19], [20],
[21], [22], [23]. Focusing on the downlink design, joint spa-
tial division and multiplexing approaches based on statistical
channel state information (CSI) were investigated in [19], and
a Bayesian optimization-based beamforming strategy without
CSI feedback was proposed in [20]. While existing phase shift
optimization algorithms that focus on TDD-based SU-MIMO
systems can be directly applied to optimize the reflection
coefficients for either the downlink or uplink, we will see that
designing for only one direction will generally lead to highly
suboptimal performance for the other.

One important characteristic of RIS-aided FDD systems is
that the transmissions of downlink and uplink signals occur
simultaneously in different frequency bands. In conventional
FDD systems without RISs, it is difficult to satisfy the
different demands on the downlink and uplink rates due to
the use of fixed system bandwidths. However, deploying RISs
enable one to strike a balance the between the downlink and
uplink transmissions to satisfy such demands, implying that
beyond the individual downlink or uplink design, the reflection
coefficients at the RIS should be optimized to enhance the
overall downlink and uplink system performance. A few recent
works have addressed this challenge [21], [22], [23]. In [21],
a joint optimization framework was developed for single-user
multiple-input single-output (SU-MISO) systems. An equiva-
lent circuit model was introduced in [22] to address practical
RIS design in SU-MISO systems. In [23], joint resource
allocation strategies for MU-MISO systems were proposed.
However, there is no prior work that considers the case of a
multi-antenna UE joint downlink and uplink optimization in
FDD systems.

In this paper, we focus on the FDD SU-MIMO scenario
and propose a framework to maximize the weighted sum-
rate for the downlink and uplink using a weight to control
the relative priority of the downlink and uplink transmissions.
By properly setting the weight coefficient, various system
requirements on the relative downlink and uplink rates can
be achieved. To tackle the resulting non-convex optimization
problem, we first decouple the design of the RIS reflection
coefficients from that of the transmit precoders at the BS and
UE. Subsequently, we concentrate on the optimization problem
for the RIS reflection coefficients and propose two techniques
to handle the unit-modulus constraints, which are the main
challenge for obtaining a practical solution for RIS-aided
systems. The first proposed technique employs a manifold
optimization-based algorithm that exploits the fact that the
reflection coefficients at the RIS lie on a complex circle mani-
fold. In the second, we propose a lower-complexity alternating
optimization (AO) algorithm in which the sub-problem corre-
sponding to one reflection coefficient is formulated while keep-
ing all other variables fixed, and the reflection coefficients are
optimized by iteratively solving these sub-problems. Closed-
form solutions are derived for each sub-problem, making the
proposed algorithm computationally efficient compared to the
manifold optimization-based approach.
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Fig. 1. An example of an RIS-aided FDD SU-MIMO communication system
with N BS antennas, K UE antennas, and L RIS elements.

Our numerical results verify the convergence of the pro-
posed algorithms, and we demonstrate that the proposed joint
downlink and uplink designs significantly improve the overall
system performance compared to existing benchmarks. The
downlink and uplink rate regions with respect to the weight
coefficients are also investigated to verify the effectiveness of
the proposed joint optimization framework.

The rest of this paper is organized as follows. In Section II,
the system model for the assumed RIS-aided FDD SU-MIMO
system is presented. In Section III, the problem formulation
and algorithm design are investigated, and the two phase shift
optimization techniques are proposed in Section I'V. Numerical
results for the proposed algorithms are provided in Section V,
and we conclude the paper in Section VI.

Notation: Lower and upper boldface letters represent
column vectors and matrices. The element-wise conjugate,
transpose, and conjugate transpose of a matrix A are denoted
by A*, AT, and AH, respectively. For a square matrix A,
det(A), tr(A), and A~! are respectively the determinant,
trace, and inverse of A. The quantities A(é,:) and [A];;
denote the i-th row and the (7,j)-th entry of the matrix A,
respectively. The notation diag(a) represents a diagonal matrix
whose diagonal elements correspond to the entries of the
vector a. The ¢5-norm of a vector a and the Frobenius-norm
of a matrix A are respectively denoted by ||a||2 and ||A||r.
A circularly symmetric complex Gaussian distribution with
mean vector g and covariance matrix K is represented using
CN(u,K). The quantities 0,,, 0,,,, and I, represent the
m x 1 all-zero vector, the m x n all-zero matrix, and the m xm
identity matrix, respectively. The expressions |a|, a*, arg(a),
and Re(a) represent the magnitude, conjugate, angle, and real
part of a complex number a, respectively. The Kronecker
product is defined as ®, and o denotes the Hadamard product.
Standard “big-O” notation is indicated by O(-).

II. SYSTEM MODEL

We consider the RIS-aided FDD SU-MIMO scenario
depicted in Fig. 1, where the BS deploys /N antennas and
serves the UE with K antennas. The RIS consists of L purely
passive elements. The RIS is connected to the BS via a
controller that allows the BS to control the RIS elements to
achieve the desired signal reflection.

As in [13] and [21], the direct link channels between the
BS and UE are assumed to be completely blocked by an
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obstacle. In the downlink transmission, the BS transmits NE
data streams to the UE where NP < min(N, K). Let the
signal vector transmitted from the BS be sp € CcN 5 %1 which
satisfies E [spshi] =T ~p. The received signal at the UE is
then given by

yp = HAOGpFpsp + np, (1)

where Fp € CNxN2 represents the precoding matrix

employed at the BS satisfying ||[Fp||2 < Pp max with maxi-
mum downlink transmit power Pp max, HE € CE*L is the
channel from the RIS to the UE, Gp € CY*V s the channel
from the BS to the RIS, and np ~ CN(0k,03Ik) is an
additive white Gaussian noise (AWGN) vector at the UE with
noise variance o3. The L x L reflection coefficient matrix of
the RIS is defined as © = diag ([01, - ,6.]T) with |6, = 1,
{=1,--- L.

Similarly, in the uplink transmission, the UE transmits
NV data streams to the BS where NV < min(N, K). Let
sy € CV <*1 be the signal vector sent from the UE satisfying
E [SUSE] =1 nu. Note that, due to its design, the reflection
response of the RIS varies with frequency [24], [25], [26],
[27]. Nevertheless, if the RIS elements are properly designed
and the gap between the two frequencies is not too large,
it is possible to achieve a constant phase offset in the RIS
response at the two frequencies [27]. Taking the frequency
spectrum of LTE band 1 as an example, the frequency ranges
for the downlink and uplink are respectively 2.11-2.17 GHz
and 1.92-1.98 GHz, which are not too far apart [19], [28].
Hence, we assume_the reflection coefficient matrix in the
uplink channel is © = €940, where 03 € [0,27) denotes
the bulk phase difference in the reflection response between
the downlink and uplink. Then, the received signal at the BS
is represented by

yu = GHOHyFysy + ny
= elfa GEGHUFUSU + ny, 2)

where Fy € CE*N - denotes the precoding matrix employed
at the UE satisfying ||Fy||2 < Py max with maximum uplink
transmit power Py max, Gii € CV*L is the channel from the
RIS to the BS, Hy € CY*XK s the channel from the UE to
the RIS, and ny ~ CN 0y, 0% Iy) is an AWGN vector at the
BS with noise variance . Since our proposed techniques do
not rely on any specific channel model, we do not specify the
BS-RIS and RIS-UE channels in this section. Specific choices
for these channels based on the popular geometric channel
model will be given to describe the simulation scenarios in
Section V-A.

By defining the effective downlink and uplink channels
as Heffl) = HEGGD and Heﬂ"U = ¢l G%GHU =
edfa H.s u, the downlink achievable rate Rp and uplink
achievable rate Ry are given by

1
Rp = log, det (IK + UQHefT,DFDFgH?ff,D) )
D

1 ~ ~
Ry = log, det <IN + UQHeH,UFUFEHEH,U)
19)

1
= log, det (IN + ﬁHeﬂ,UFUFEHEﬂU) G
U

9061

III. PROBLEM FORMULATION AND ALGORITHM DESIGN
A. Problem Formulation

In FDD, due to the simultaneously transmitted downlink and
uplink signals, the precoders at the BS and UE and reflection
coefficients at the RIS should be designed to jointly maximize
the downlink and uplink rates. In (3) we observe that the same
reflection coefficient matrix © appears in both Rp and Ry
irrespective of the value of 4. Therefore, we formulate the
following weighted sum-rate maximization problem for the
downlink and uplink as [21] and [23]

(P1) pnax - Rwsk =1 Bp + (1 —n)Ry 4)
st [|Fpl# < Pomax, (5)

[FullE < PUmax; (6)

© = diag ([01, -+ ,0.]"), (7)

0, =1, £=1,--- L, (8)

where 7 € [0,1] is the weight coefficient that controls the
relative priority between the downlink and uplink.

The objective function (4) is the weighted sum of non-
concave functions Rp and Ry with respect to the reflection
coefficient matrix ©, and the unit-modulus constraints in (8)
are non-convex. Furthermore, the precoding matrices Fp, and
Fy are coupled with ©, making the optimization problem
(P1) difficult to solve. To address these issues, we adopt
the AO algorithm. For a fixed ©, problem (P1) can be
decomposed into downlink and uplink sub-problems, and the
optimal transmit precoders can be obtained using eigenmode
transmissions [29]. For fixed Fp and Fy, (P1) must be solved
with respect to © alone, and we propose two optimization
techniques to tackle the unit-modulus constraints.

B. Optimization of Fp and Fy With Given ©

When © is fixed, (P1) can be decoupled into separate
downlink and uplink sub-problems. The downlink sub-problem
for (P1) is given by

R
e Ao
S.t. HFDH% S PD,maX~ (9)

In this problem, the optimal Fp can be obtained by the
singular value decomposition (SVD) of the effective downlink
channel and the water-filling power allocation. Denoting the
truncated SVD of the effective downlink channel as Heg p =
fJDEN)DVB with Vp € (CNXNSD, the optimal Fp is given by

~ 1
b= VbPp, (10)

T
where Pp = diag ([pﬁ’l, P ND} ) denotes the down-

link power allocation matrix with pf, ; representing the optimal
amount of power allocated to the i-th data stream obtained by
the water-filling power allocation. Specifically, pf, ; is given

by pfy; = max(1/pp o —DU%/[E}D]Z-J-,O) fori=1,---,NP,

S

. N
where pp o satisfies Y ;) pfy ; = Pb,max-
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Similarly, the uplink sub-problem for (P1) is given by
r%%x Ry
st. [|[Fullf < Pumax- (11)
The optimal F; can be computed as in (10), i.e.,

F; = VyPy, (12)

where Vi € CK*N s the right singular matrix of

the truncated SVD Hegy = UyXyVE, and Py =
T

diag ([p{}’l, R NU} ) is the uplink power allocation

matrix obtained by the water-filling power allocation. The

uplink power allocated for the i-th data stream is given by

Ui = max(1/puo — 0%/[Xulii,0) for i = 1,--- ,NY,
U

. N,
where py o satisfies > ;% iy ; = Pu max-

C. Optimization of © With Given Fp and Fy

For fixed Fp and Fy, (P1) must be optimized with respect
to the reflection coefficients at the RIS:

(P2) : max Rwsr (13)
st. © =diag ([01,---,0.]"), (14)
0/ =1, ¢=1,--- L. (15)

The non-convex constraints (15) still make it challenging to
find the optimal solution for this problem. We tackle this issue
in the following section.

IV. PROPOSED PHASE SHIFT OPTIMIZATION TECHNIQUES

In this section, we propose two techniques to optimize
the reflection coefficients at the RIS in (P2) to simultane-
ously improve the downlink and uplink system performance.
In the first technique, we adopt a manifold optimization-based
algorithm by leveraging the fact that the reflection coefficients
at the RIS lie on the complex circle manifold. For the second,
we develop a lower-complexity AO technique in which an
effective closed-form solution for each reflection coefficient
is derived. The relative computational complexity of the two
methods will be compared.

A. Manifold Optimization

As discussed in the previous section, the main obstacle
to solving (P2) is the presence of unit-modulus constraints
in (15), making the optimization problem highly non-convex.
Fortunately, these unit-modulus constraints form the com-
plex circle manifold ML = {# € CF : |y = -+ =
|0r| = 1} [30], which is a Riemannian manifold. The key
advantage of dealing with the Riemannian manifold is that
optimization methods applicable in the Euclidean space, such
as gradient descent, can also be employed on Riemannian
manifolds. Therefore, we adopt the Riemannian conjugate
gradient (RCG) algorithm to obtain a stationary point for (P2).
The RCG algorithm is the generalization of the conjugate
gradient method to the Riemannian manifold space, and it
can efficiently tackle optimization problems with non-convex
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constraints such as the unit-modulus constraints [13], [17],
[21]. To implement the RCG-based algorithm, the following
three steps must be implemented.

1) Compute Riemannian Gradient: The Riemannian gradi-
ent corresponds to the direction of maximum ascent of the
objective function at the point 8 = [0y, - ,HL]T e ML,
while being restricted within its tangent space. It can be com-
puted by the orthogonal projection of the Euclidean gradient
onto the tangent space. On the complex circle manifold, the
Riemannian gradient of objective function (13) is expressed as

gradg Rwsr = VoRwsr — Re (VoRwsr 00") 08, (16)

where Vg Rwsr represents the Euclidean gradient of Rwsr
with respect to 8. To compute the Riemannian gradient (16),
VeRwsr = nVeRp + (1 —1)Ve Ry must be found. Note that

T
once VgRp = [%%’13, e ,%I}LDJ is obtained, the computa-

tion of Vg Ry is straightforward. By applying the chain rule
in [31], the partial derivative of Rp with respect to the /-th
reflection coefficient 6, can be represented by

ORp aHEff,D
8796 = tr <VH8“1DRD . aez
H
+tr (VH £f DRD)H : 0 oD . (17)
o 26;

In the complex differentials, ¢, and 6; can be treated as
independent variables [32], from which it is obvious that
ag;ff -2 = (), and only computation of the first term in (17) is
requ’ired. We first derive the Euclidean gradient of Rp with
respect to Heg p in the following proposition.

Proposition 1: The Euclidean gradient Vg, , Rp is

vHeff,D-RD
1 1 -1
= H H H
N mHCﬁ'*DFD <IN?+U]23FDHCH,DHcﬁ',DFD> Fp.
(18)
Proof: See Appendix A. 0

The remaining part in (17), i.e., the partial derivative of
HEH’D with respect to ¢, can be computed by

OH; b
00;

where hp, , denotes the (-th column of HE. Based on (18)
and (19), the partial derivative of Ry with respect to 6, can be
similarly obtained by denoting the ¢-th column of G¥ as gU -

2) Transport: Let d®) be the search direction at the point of
the ¢-th iteration ). In the manifold optimization, it is likely
that the search directions d®) and d**+1) will lie in different
tangent spaces, and the transport operation is introduced to
address this issue. The transport operation enables mapping
the tangent vector from one tangent space to another. In the

= (hp , ® Gp(£, )", (19)

case of the complex circle manifold MZ,, the vector transport
is given by
%(t) g(t+1) (d(t)) é d(t) — Re (d(t) e} 0(t+1)*> 00(t+1),

(20)
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Algorithm 1 RCG-Based Algorithm for Problem (P2)

1: Initialization: 0(0), d© = — gradgo) Rwsr, and set
t =0

2: repeat

3: Choose the Armijo backtracking line search step size
+(®)

4: Find the next point glty using the retraction in (22)

5: Compute the Euclidean gradient Vg+1)Rwsr
according to (17)

6: Compute the Riemannian gradient gradge+1 Rwsr

according to (16)
Compute the transport of d(*) according to (20)
8 Calculate the conjugate direction d(*+1) according
to (21)
9: t—t+1
10: until H grad(,(t) RWSRHQ <e
11: Output: §* =%

which maps the tangent vector d(*) at the point 69 to the
tangent space at the point of the next iteration o+,

As the update rule for the search direction after obtaining
the Riemannian gradient (16), the conjugate gradient method
is used in the RCG algorithm, and the search direction d(**1)
is given by

dtt = — grad9<t+1) Rwsr + ’y(t)’.zro(t)g’o(t+1) (d(t)) ,
(21)

where () can be chosen as the Polak-Ribiere parameter [30].

3) Retraction: Let 7™ be the step size for the search
direction d®) at the point 6. Note that the step size can
be found using the Armijo backtracking line search [30], and
the related parameters can be set adaptively. When the point
on the manifold moves by 7(!'d(*) along the tangent vector,
it may not be on the manifold itself. To tackle this problem, the
retraction operation is employed to map the updated point back
onto the manifold. Consequently, the updated point 6"tV can
be computed as

04 =R (0 4 +0a®), 22)

where R(-) denotes the retraction operation, which is given by

0, eLr
REO)= | L ... &
@) [m r]

The overall RCG-based algorithm is summarized in
Algorithm 1, which is guaranteed to converge to a stationary
point for (P2) [30].

Based on Algorithm 1, we summarize the overall algorithm
to find the effective solution of (P1) in Algorithm 2. The
RIS reflection coefficients are first initialized, and then the
precoders at the BS and UE are computed based on this
initial value. The estimate of the reflection coefficients is
then updated by Algorithm 1, and the precoders are obtained
accordingly. The algorithm terminates if the increment in
the objective function (4) is less than some predetermined
threshold e.

(23)

Algorithm 2 Proposed Manifold Optimization-Based
Algorithm for Problem (P1)

1: Input: Gp,Hp, Gy, Hy,op, ou.

2: Initialization: Set s = 0, and randomly generate 0(0),
and obtain the optimal F](DO ) and FS) ) for the channel
realization

3: repeat

: Compute 61 based on Algorithm 1 with fixed
F) and F

5: Compute F](DSH) and FSH) according to (10)
and (12) with fixed 81
s«—s—+1

7: until HR&;JSFFI{) - Rg;f;)SR||2 <e
8: Output: * = 0(5)7F*D = Fl(gs)aFﬁ = Fg)

B. Low-Complexity AO

In this subsection, we propose a low-complexity AO tech-
nique for solving (P2), where sub-problem (P2) with respect
to the /-th reflection coefficient 6, is formulated with all
other reflection coefficients fixed. A closed-form solution
for each sub-problem is derived, from which the effective
solution of (P2) can be obtained by iteratively solving these
sub-problems.

Denote Gp, = GpFp = [gf,;, -+ ,8p ]! € CL*NS and
H;;, = HyFy = [h,, -~ h{ " € C*N. Taking a
procedure similar to that in [12], the objective function (13)
can be rewritten with respect to 6, given {6;,i # (}£ ,, ie.,
ff(ef) = nfD,Z(ef) + (1 - n)fU,5(92)7 ¢=1,---,L, where
Jp,e(0¢) and fu ¢(0;) are expressed as

Fo.e(00) = log, det (IK +0,A5, B, + GZAB}ZBEK)
+ log, det(Ap ¢)
£ fb.0(0¢) + log, det(Ap g),
fu.e(0e) = log, det (IN + QzAG}gBU,Z + GZ‘AG,E,BE,@)
+ log, det(Ay )

2 fi.0(0¢) + log, det(Ay ¢), (24)
with Ap, € CEXK Ay, € CN*N Bp, € CE*K | and
By, € CN*N given by (25), as shown at the bottom of
the next page. Since f}, ,(6¢) and f{; ,(6,) only depend on

¢, the equivalent problem of (P2) with respect to 6, can be
formulated as

(P3): max fi(6:) = nfp,o(0) + (1= ) f0.(0r)  26)
st |6, = 1. 27)

To proceed, it is necessary to investigate properties related
to A]S,leBDl and AG}ZBU,Z since the objective function (26)
is largely affected by these matrices.! Note that the rank of
both AB}EBD,K and AG’IEBU,[ is upper bounded by 1 since

! Although there exist additional matrices Ap }ZBB, , and AG}ZBE, P
in (26), only the properties of A lgBD,l and AG}ZBU»Z are required for the
reformulation of f]’:)l(Gg) and f{u(eg). For instance, this can be checked
by following the procedure in Appendix B.
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rank (Bp ¢) = rank (By,¢) = 1, and if the rank of either of
these matrices is zero, the corresponding parts of (26) become
independent of 6,. For instance, if the rank of A [BD Y
is zero, ie., Ap gBDZ = Ok K, po(Og) is mdependent of
0, and the solution to (P3) can be obtained by maximizing
£4.4(62) only.

When both matrices are rank-one, two sub-cases are possi-
ble depending on whether or not the matrices are diagonaliz-
able. According to [12], it can be shown that diagonalizable

AB}ZBD,L] and AI_J,lzBUl are equivalent to tr (AB,IeBDl) #
0 and tr (Ag,Bu.) #0.

1) Diagonalizable ABI(ZBDJ and A[_j_][BU,[-. In this case,
both matrices can be decomposed by an eigenvalue decompo-
sition (EVD):

AﬁlgBD ¢=UpAp eUﬁlg,

Ay "By, = Uy, Ay eUU o (28)

where Ap, = diag(Ape,0,---,0) and Ay, =
diag(Au,,0,---,0), each with only a single non-zero
eigenvalue Ap, and Ay, respectively. Before proceeding
further, let (cp )" and (c{;,)" denote the first rows of
Cp L= UH EAD Up Y and CU = Ul eAU gUU ¢, and let
cp,¢ and cy denote the first columns of CD ) and CU o
respectively. Following [12] and using some mathematical
manipulations, ff, ,(0¢) and f{; ,(0,) can be rewritten as

f5,0(00)
f05,0(6e)

= 10g2(1 + |)\D’g|2(1 — Ci))gch,Zl) + 2Re(95)\D15)),
=logy (1 + [Auel*(1 — ¢y pcu,en) + 2Re(frAu r)),
(29)

where cf, ,; and cf; ,, are the first elements of (c, )" and
(C{M)T, and ¢p 1 and cy i are the first elements of cp g
and cy ¢, respectively. The detailed procedure to derive (29)
is provided in Appendix B.

Denote the singular values of an arbitrary n x n complex
matrix A by p1(A) > --- > p,(A). To exploit the structure
of (29), we provide the following lemma to identify an upper
bound for |Ap ¢|.

Lemma 1: The quantity |Ap g|

p1 (AB}K) p1 (Bp.e).

is upper bounded by
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Proof:  Since AﬁleBDJ is a rank-one matrix, an upper
bound for |Ap ¢| can be found as follows:

tr (AJS,IZBD»Z)‘

(a) &

<> o (AB,le) pr (Bp.e)
k=1

o P1 (A]S,lg) p1(Bp.e),

|Ap,e| =

(30)

where (a) follows from Von Neumann’s trace inequality [33],
and () holds since Bp ¢ is rank-one. O

Note that p; (AB}Z) is equivalent to the smallest singular
value of Apy, ie., px (Apy), since Ap, is symmetric.
To further investigate the upper bound of |Ap /|, we provide
the following lemma related to the smallest singular value of
Ap .

Lemma 2: If NP < K — 1, the smallest singular value of
Ap g is given by px (Apy) = 1.

Proof: Define X = 3>, ., 0;hf, (g, ;) and Y =
hy, ,(gp )", which form Ap ; as in (25). The maximum ranks
of X’ = XX and Y’ = YY! are given by rank (X’) = NP
and rank (Y’) = 1, and we consider these maximum values
to obtain the tightest bound for NP. Let the eigenvalues of
an arbitrary n x n Hermitian matrix A be A\ (A) > --- >
An(A). According to Weyl’s inequality [34], an upper bound
for A (X' +7Y’) is given by

Ak (X +Y) <N (XD 4+ Agq1-i (YY), i=1,--- K.

(€29

When i = NP +1, (31) can be simplified to Ax (X' +Y’) <
0 when NP < K — 1, resulting in Ax (X’ +Y’) = 0 due to
the positive semi-definiteness of X’ +Y’, which implies that
Ak (Ap ) is only affected by Ik as clearly shown in (25).
Hence, Ax (Ape¢) = 1, and thereby px (Ap) = 1, which
completes the proof. ]

From Lemma 2, the upper bound (30) can be simplified to
p1 (Bp,¢), which is equivalent to ||Bp ¢||; because the other
singular values of Bp ¢ are zero. Similarly, it can be shown

that | Ay ¢| is upper bounded by p; (Aﬁ}e) p1 (Bu,e), which
can be simplified to | By ¢||[r when NY < N — 1.

L L
Ap,=1Ix+ 5 Z glh;:) 7.(g£) z)H
D \i=1,i#¢ i=1,i0
L L

1
Ave=1Iy+— Z Gigb,i(hﬁ,z‘)H

i=1,i£l
1 . .
Bp, = Py p.e(8D.¢) Z 078p.:(
D i=1,i#0

1 H
By, = O_Tgb,é(h/U,é)
U i=1,i#£L

1
Z eihb,i(gb,i)H "‘UT I

D
Z eigb,i(hlu,i)H

D,@(&S,@)Hgf),e( f),e)H,

1
+7g{m( 1 )Hhue(gUe)H7
oy

(25)
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Based on the above discussion, |Ap ¢| and [Ay ¢| are upper
bounded by | Bp ¢/ and |[By ¢/ under the respective con-
ditions NP < K — 1 and NV < N — 1. According to (25),
Bp,¢|lp and ||By ||, are strongly affected by the gains of
the RIS-related channels. Note that the RIS will usually be
deployed to extend signal coverage and support weak or distant
users, implying that |Ap | and |Au | can be assumed to be
sufficiently small. For this reason, we apply the first-order
Taylor approximation log(1 + x) ~ z around = = 0 in (29)
which, after removing irrelevant terms involving 6, leads to
the following approximation of problem (P3):

(P4) : max 7 (00) = nRe(0¢Ap ¢) + (1 — n)Re(feAu e)
14

st |6, = 1. (32)

In the following proposition, we derive the closed-form solu-
tion to (P4).
Proposition 2: The optimal solution to (P4) is given by

0 = exp(—jarg(¢r)), (33)

where ¢y is given in (38), as shown at the bottom of the next

page.
Proof: The objective function of (P4) can be rewritten by
the weighted sum of cosine functions

7 (02) = n|Ap | cos(arg(by) 4 arg(Ap,¢))

+ (1 = n)[Au,¢| cos(arg(0e) + arg(Au.e))
= Acos(arg(bs) + ¢¢).

(34)
(35)

Applying the trigonometric identity cos(a+3) = cos « cos S—
sin asin 3 to (34) and (35) yields

Acos(¢r) = n|Ap,e| cos(arg(Ap,¢))

+ (1 =n)[Aue| cos(arg(Aue)),  (36)
Asin(¢y) = n|Ap,¢| sin(arg(Ap,¢))
+ (1 = n)| vl sin(arg(Aue))- (37)

From (36) and (37), tan(¢,) can be derived, and it can be
shown that ¢, is equivalent to (38), as shown at the bottom
of the next page. Hence, the maximum value of (35) can be
achieved when 6, is given as (33), which completes the proof.
Note that the amplitude A in (35) can be directly computed
based on (36) and (37), and this solution is substituted into
the original objective function for (P3). (I

2) Non-Diagonalizable ABngD7€ or Al_jf[BU,g.' According
to [12], it can be verified that if AB}ZBD% or AI_J,lzBUJ
is non-diagonalizable, either ff, ,(6¢) or f{; ,(6¢) becomes
independent of 6y, and the solution to (P3) can be obtained
by maximizing only the diagonalizable part, ie., 0] =
exp(—jarg(Ay.e)) or exp(—jarg(Ap,¢)). If both matrices are
non-diagonalizable, any choice of reflection coefficients is
optimal, e.g., 0] = 1 without loss of generality.

3) Summary: The proposed low-complexity AO technique
for solving (P2) is summarized in (39), as shown at the
bottom of the next page, and the overall low-complexity
AO-based algorithm for (P1) is described in Algorithm 3.
The difference compared to the manifold optimization-based
algorithm lies in the optimization of the reflection coefficients,
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Algorithm 3 Proposed Low-Complexity AO-Based Algorithm
for Problem (P1)
1: Input: GD, HD7 GU, HU7 0D, 0U
2: Initialization: Set ¢ = 0, and randomly generate 0(0),
and obtain the optimal F](DO ) and Fg) ) for the channel

realization
3: repeat
for {=1— L do
5: Compute Ap ¢, Ay, Bpy, and By ¢ according
to (25)
6: Obtain Gétﬂ) according to (39)
end for
Compute F](;'H) and FSH) according to (10)

and (12) with fixed G
9: t—1t+1
10: until |RGED — R o < e
11: Output: 6* = 09 Fr, = FY F; = F{V

which are updated individually using the derived closed-form
expressions.

Remark 1: In the manifold optimization-based algorithm,
monotonic convergence is guaranteed since in every sub-
problem the objective function (4) is monotonically increas-
ing, and (4) is upper bounded by finite channel capacities
corresponding to the downlink and uplink channels. Hence,
given that (4) is differentiable, the manifold optimization-
based algorithm is guaranteed to converge to a stationary
point [35]. In the low-complexity AO approach, the closed-
form solution (33) is derived from the approximated problem
(P4), which in theory eliminates the convergence guarantee.
However, the update procedures for the downlink and uplink
precoders always maximize their corresponding sub-problems,
implying that at least a point near local optima can be obtained.
The convergence behavior of the proposed algorithms will be
discussed in Section V-B.

C. Generalized Scenarios
Throughout this paper, we have focused on a scenario
involving a single BS communicating with a single UE
in FDD. However, our proposed algorithms can be easily
extended to the following more general scenarios:
e Multiple FDD links where a single BS serves multiple
UEs: In this scenario, the BS communicates with several
UEs simultaneously on distinct downlink and uplink
frequencies, for example using orthogonal frequency divi-
sion multiplexing (OFDM). In this case, the objective
function (4) can be extended to incorporate a weighted
sum-rate for all UEs, and the proposed algorithms can be
directly applied since there is no interference among the
different links. The computation of the precoders at the
BS and all UEs using eigenmode transmissions would be
implemented as before. For the manifold optimization,
the Euclidean gradient of the new objective function can
be computed by aggregating the individual Euclidean
gradients corresponding to each UE, and thus it too
can be implemented using the same approach described
previously. Although the number of the closed-form
expressions needed for the low-complexity AO approach
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may increase, these additional terms can be derived in a
straightforward way.

o Multiple BSs where different service providers exploit
distinct frequency bands: This scenario is a further gen-
eralization of the prior one, and the optimization can
be performed similarly. However, in this case the opti-
mization would require sharing global CSI among all
entities involved in the optimization, and the RIS would
be operated for a common purpose rather than for a
specific service provider.

D. Complexity Analysis

For simplicity, we assume (NP, NY) <« (N,K) < L to
compare the complexity between the proposed algorithms.

1) Manifold Optimization-Based Algorithm: To opti-
mize Fp or Fy, the worst-case complexity is given
by O(NK min(N, K)). The complexity for implementing
the RCG-based algorithm is dominated by computing the

Euclidean gradient VgRwsg. For the downlink part, the

required complexities to compute Vg, , Rp and agff'D are
’ 1

given by O(BNKNP) and O(NK). The complexity for the
H

multiplication between Vi, , Rp and agzﬂf’D is O(N?K).
Therefore, the complexity to compute V9RE) is O(N?KL).
Similarly, for the uplink part, the required complexity to
compute VoRy is O(NK?L). In the retraction operation,
the step size 7(® should be searched for at each iteration,
and the complexity is O(L). Thus, the total complexity for
the manifold optimization-based algorithm can be shown to
be O(Iout,1lin(N*KL + NK?L)), where Iou 1 denotes the
number of outer iterations for the entire algorithm until Rywsr
converges after all variables are updated, and [;;, denotes the
number of inner iterations for the RCG-based algorithm given
Fp and Fy.

Remark 2: In general, the number of outer iterations
increases with L accounting for the enlarged search dimension.
However, in the manifold optimization-based algorithm, the
effect of increasing L is mitigated by the inner iterations to
optimize the reflection coefficients.

2) Low-Complexity AO-Based Algorithm: The complexity
required to compute Gp, and Hj, given Fp and Fy are
O(N?L) and O(K?2L), respectively. The worst-case com-
plexity for computing Ap, and Ay, can be shown to be
O(BK? +2N?K) and O(3N? + 2K2N), respectively. After
obtaining Ap , and Ay ¢, 67 are computed by the closed-form
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expressions which have a negligible complexity. Therefore,
the total cost for the low-complexity AO-based algorithm
is O(Iout2(3(N? + K3) + 2NK (N + K))L), where Iy .2
denotes the number of outer iterations until Rywgg converges.

3) Comparison: Assuming N = K, the complexities
for the manifold optimization-based and low-complexity
AO-based algorithms are given by O(Ioyi1linN3L) and
O(Iout2N3L), respectively. Due to the additional I;, term
required to implement the RCG-based algorithm, the com-
plexity of the manifold optimization is larger than that of the
low-complexity AO approach.

V. NUMERICAL RESULTS
A. Simulation Scenario

In this section, we investigate the performance of the
proposed algorithms for maximizing the weighted sum-rate for
the downlink and uplink transmissions. The BS and UE are
assumed to be equipped with a uniform linear array (ULA),
while the RIS is modeled as a uniform planar array (UPA)
with Ly, horizontal rows and L. vertical columns. We assume
N = 16 BS antennas, X = 8 UE antennas. The locations
of the BS, RIS, and UE are set to be (0 m, 0 m), (750 m,
5 m), and (800 m, O m), respectively. The downlink and
uplink carrier frequencies are fp = 2.135 GHz and fy =
1.945 GHz. With the noise spectral density —174 dBm/Hz
and the bandwidth 10 MHz, the noise variance is set as
0123 = O’% = —104 dBm. Unless otherwise specified, the
weight coefficient is taken to be 77 = 0.5, the number of RIS
elements is L = 100 with L, = L, = 10, and the maximum
downlink and uplink powers are Pp nax = 27 dBm and
Py max = 23 dBm. We further adopt the 3GPP distance and

frequency dependent path-loss model given by [23] and [36]

PL (d, f) [dB]=28+22log,, (;)+2010g10 <J{) (40)
0 0

where d is the link distance, f is the carrier frequency, and
do = 1 m and fy = 1 GHz respectively denote the reference
distance and frequency.

We adopt the geometric channel model [22], [37], which
for the downlink BS-RIS channel G can be written as’

M
> ap.mar (08, m: ¥Gm) (@B(WE,))", (41

m=1

NL
Gp=4/—5

2While we assume a geometric channel model for the simulations, the
proposed algorithms do not rely on this assumption.

_ 1 ((nAplsin(arg(Ap.e)) + (1 — )| Avu,¢| sin(arg(Au.e))
¢¢ = tan ) (38)
N|Ap,e| cos(arg(Ap,e)) + (1 — )| Au,e| cos(arg(Au,e))
exp(—j arg(¢r)), if tr (AB BD)Z) # 0 and tr (AI}}@BUI) # 0,
o — exp(—jarg(Ape)), if tr (AB BD’e) # 0 and tr (A[}}eBU’g) =0, (39)
=
exp(—jarg(Auye)), if tr (AB}ZBD,Z) —0and tr (Ag}ZBU,Z) £0,
1, otherwise.
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where M is the number of downlink paths, and ap ,, is
the downlink channel coefficient of the m-th path in Gp
which we assume to be independent and identically distributed
(i.i.d.) as apm, ~ CN(0,PL(dgg, fp)) for the BS-RIS link
distance dpr. The array response vectors at the BS and
RIS are respectively denoted by ap(wg,,) € CY¥*! and
ar (68 ;> 1G.m) € CH*1, and ag(wg,,,) is given by

1
aB(Wg,m) = ﬁ

1, e.ng,m7 . 7eJ’(N—l)wg,m B (42)
where wg ,,, = 27 fpapsin((8,,)/c is the spatial frequency
of the angle of departure (AoD) assuming the speed of light is
¢, the antenna spacing at the BS is ap, and the AoD is Cam.
The array response vector at the RIS aR(ch,m, ’ng) can be
written as

aR(ég,mﬂ ng) = aRw,V(,yg,m) ® aR,h(ag,m)7 (43)

where agv(78,,) and agn (68 ,,) represent the RIS array
response vectors along the vertical and horizontal directions,
and ag (78 ,,,) and ag (63 ,,,) are given by

1 . ) T
aR,V(IYg,m) = /L |:17 6]'7’({3),,”’ e 76J(Lv*1)78m] )

1 . ) T
aR,h(zSam) = \/H [176]68,7117... 7e](Lh71)58,m} (44)

where 78, = 2nfparysin(yg,,)/c and o8, =
27 fpar.n éos(wgm) sin(¢g ,,,)/c are the spatial frequencies
for the angles of arrival (AoAs), the vertical and horizontal
spacing of the RIS elements are agr,, and ar,,, respectively,
and the azimuth and elevation AoAs are ¢g ,, and ¥g .
respectively.

Similarly, the uplink RIS-BS channel Gi! can be repre-
sented by

My

Y man(@E m) (R (08 1 1C.m))",

m=1

NL
H _
S0\ g
G
(45)

where Mg is the number of uplink paths, oy, =~
CN(0,PL(dpr, fu)) is the ii.d. uplink channel coeffi-

cient of the m-th path, w§,, = 2rfuassin((d,,)/c
is the Ao0A spatial frequency at the BS for AoA
(&m, and ”yg)m = 2mfuar.y sin(w&m)/c and 587m =

27 fuar n cos(Y ,,) sin(@g ,,)/c are the spatial frequencies
of the AoDs at the RIS for the azimuth and elevation AoDs
d)g,m and wgm, respectively. The RIS-UE channels HY and
Hy can be defined similarly to (41) and (45), with M}l? and
My representing the number of downlink and uplink paths
for the RIS-UE link and ay representing the antenna spacing
at the UE. For the considered scenario we set MY = MY =
M}]:I) = Mg =5 and ag = AR,y = GR,h = AU = ﬁ For the
BS-RIS channels, the angles Cam and §87m are randomly
generated and uniformly distributed in [—m,7), and qﬁgm,
V8 m> ¢87m, and ¢8,m in [-m/2,7/2]. The angles related
to the RIS-UE channels are generated in the same way. Based
on the number of paths, the number of data streams is set to
be NP = NV =5.
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Fig. 2. The convergence behavior of proposed algorithms according to the

outer iterations.

B. Algorithm Convergence Behavior

Fig. 2 illustrates the averaged weighted sum-rates of the
two proposed algorithms based on 100 independent channel
realizations versus the number of outer iterations I,,;. Based
on the value of I, the specific number of iterations for both
algorithms ;.41 and I,,¢,2 can be determined according to
the predefined threshold e. It is observed that both algorithms
converge to local optimal points. Furthermore, the weighted
sum-rates converge within 10 outer iterations, which demon-
strates the efficiency of the proposed algorithms in rapidly
finding the local optima. Note that the manifold optimization-
based algorithm jointly optimizes all of the RIS reflection
coefficients, resulting in a higher weighted sum-rate than the
lower-complexity AO algorithm.?

C. Performance Comparison

Here we compare the performance of the proposed algo-

rithms against the following baseline approaches:

e One-way AO [12]: This scheme can be viewed as a
special case of the low-complexity AO approach, where
the reflection coefficients at the RIS are optimized to only
maximize either the downlink or uplink rate. In one-
way AO (DL), the reflection coefficients are optimized
solely for maximizing the downlink system performance,
while ignoring the uplink. Conversely, for one-way AO
(UL), the reflection coefficients are optimized only for
the uplink. The remainder of the algorithm is the same
as for the low-complexity AO approach, i.e., the pre-
coding matrices Fp and Fy are computed based on
the corresponding updated reflection coefficients. Note
that we simultaneously consider the downlink and uplink
performance as long as the actual weight coefficient is in
the range 1 € (0,1).

3In Fig. 2, we only examine the convergence behavior for the outer
iterations. In the manifold-based optimization algorithm, the reflection coef-
ficients are optimized numerically, and the convergence behavior for the
inner iterations is guaranteed [30]. In the low-complexity AO approach, each
reflection coefficient is updated using a closed-form expression, and thus the
inner iterations are not needed.
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Fig. 3. Weighted sum-rate versus the number of RIS elements.

o AO with separated elements: In this approach, the L RIS
elements are partitioned into two disjoint sets of size L /2.
The reflection coefficients in one set are optimized using
one-way AO (DL) to support only the downlink, while
the other set is optimized using one-way AO (UL) for
only the uplink.

o Truncated-SVD-based-beamforming (T-SVD-BF) [13]:
This scheme approximates the singular values of the
effective channels Hegp and Heg y in terms of the
reflection coefficients at the RIS. The manifold optimiza-
tion is applied to update the reflection coefficients, and the
precoding matrices are subsequently optimized without
any alternating process. Note that although this scheme
originally targets the downlink design, it is also applicable
for the joint downlink and uplink case since the compu-
tation of the Euclidean gradient for the objective function
with both the downlink and uplink can be extended in a
straightforward way for the manifold optimization.

o Random phase shifts: The phase shifts at the RIS are
randomly and uniformly generated in [0,27), and the
precoding matrices are optimized based on eigenmode
transmission.

Fig. 3 shows the weighted sum-rate versus the number
of RIS elements L with L, = L,. It is observed that the
two proposed algorithms achieve the highest weighted sum-
rates regardless of the value of L, which emphasizes the
significance of jointly maximizing the downlink and uplink
system performance. When L is small, the performance gap
between the proposed algorithms becomes relatively small
due to the resulting reduction in the channel gains, and
the approximation used in the low-complexity AO technique
works well in this case. Also for small L, although T-SVD-BF
jointly considers the downlink and uplink when optimizing
the RIS reflection coefficients, the performance degradation
incurred by the approximation of the singular values of the
effective channels leads to a smaller weighted sum-rate than
optimizing the downlink only. Nevertheless, as L increases,
T-SVD-BF outperforms the one-way AO-based algorithm
since the approximation becomes more accurate, making the
joint optimization more effective. While the AO with separated
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Fig. 5. The downlink and uplink rate regions for the proposed algorithms.

elements approach shows a higher weighted sum-rate than the
one-way AO-based algorithms for large L, the set of reflection
coefficients optimized for only one direction may cause severe
interference in the opposite direction, leading to a performance
degradation compared to the proposed algorithms.

Fig. 4 compares the weighted sum-rate versus Pp yax for
fixed Py max = 23 dBm. The proposed algorithms again show
the highest weighted sum-rates regardless of the value of
Pp max, which illustrates their versatility. For small Pp max,
the performance gap between the proposed algorithms and
the one-way AO (UL)-based algorithm is small since it is
better to focus on the uplink only when the downlink power
is small. Similarly, it is observed that the performance of the
one-way AO (DL)-based algorithm, which only focuses on the
downlink, improves with increasing Pp max. Although the AO
with separated elements approach outperforms the one-way
AO-based algorithms under comparable Pp max and Py max;
the performance gap between the proposed algorithms remains
approximately constant, which emphasizes the importance of
simultaneously considering both the downlink and uplink in
optimizing the reflection coefficients.
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D. Rate Region Comparison

Lastly we investigate the rate regions for the proposed
algorithms obtained by varying n € [0,1]. The results are
shown in Fig. 5, where we see that the manifold optimization-
based algorithm achieves higher rates in all cases than the
lower-complexity AO algorithm, which is consistent with the
previous results. The maximum sum-rate Rp+ Ry is achieved
when 7 is around 0.5 due to the comparable channel gains
and transmit powers for the downlink and uplink. The figure
clearly shows that the proposed algorithms can efficiently
balance the downlink and uplink performance by adjusting 7.

VI. CONCLUSION

In this paper, we investigated RIS-aided FDD SU-MIMO
systems, and formulated a joint optimization framework to
maximize a weighted sum-rate for the downlink and uplink
transmissions. By adopting an AO algorithm, the precoding
matrices at the BS and UE are updated through eigenmode
transmissions. To optimize the reflection coefficients at the
RIS, techniques based on manifold optimization and a lower-
complexity AO are developed. Numerical results demonstrated
that the proposed algorithms converge quickly and achieve
better performance than existing benchmark schemes. Pos-
sible future research directions include extending the joint
optimization framework to multi-user systems and developing
optimization techniques that consider imperfect CSI.

APPENDIX
A. Proof of Proposition 1

To derive (18), we use the following theorem from [31].

Theorem 1: For an arbitrary deterministic matrix H,
an arbitrarily distributed input x, and Gaussian noise n that
is independent of x with a normalized noise covariance matrix
(e.g., an identity matrix), the following equation is satisfied:

Vul(x;Hx + n) = HE, (46)

where I(x;y) = logdet (I + HEXHH) is the mutual infor-
mation between the transmit signal X and the received signal
y, and E = (S' + HYH) "' is the minimum mean squared
error (MMSE) matrix with input covariance matrix Y.
From (1), the downlink received signal can be represented
by yp = HegpFpsp + np = Heg psp + np. Following
Theorem 1, the Euclidean gradient of Rp with respect to
I:Ieﬁ"D is given by
Vg Rp =

Hege,p

1 -
> Her DE, 47)

In2- 07
Iyo + 2 HY JHer p is the MMSE
matrix. To obtain Vg ]?BD from (47), we use the following
lemma from [31].

Lemma 3: Let [ be a scalar real-valued function, which
depends on B through H = ABC, where A, C are arbitrary
fixed matrices. Then, the following equation holds:

where E =

eff,D

Vef =AY . Vyf-  CH (48)
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Plugging in H = Heg p, A = I, B = Heg p, and C = Fp

to Lemma 3, Vg, , Rip is given by

vHeff,DRD = vI:Ieff,D‘RD Fg
1

-~ _HgspEFY
In2- o3 off, DTS D>

(49)
(50)

which finishes the proof.

B. Derivation of (29)

From (24) and (28), f]la, +(6¢) can be rewritten as

fb,0(0c)

= log, det(Ix + QgAB}EBD,e + %AB}ZBE,U

= log, det(Ix + QEUD,ZAD,ZU]S}E

+ G;AB}Z(UB}Z)HAE)ZUEJAD’@)

(a) _ _

= log, (det(Up ) det(Ik + 6,Up ¢Ap (U,

+ HEKAB}Z(UB,le)HAg,eUg,eAD,Z) det(Up,))
= logy det(Ix + 04Ap ¢ + 0;CpLAp (Cp.¢)
= log, det(Ix + 0,Ap ¢ + QZ/\]*),ZCD,Z(C;DJ)T)
(b) - _
= 1Og2 det(l + 06 /\D,[(C;DJ)T(IK + agAD,g) 1CD75)

+ 10g2 det(IK + GgADJ)
b.e1¢D.1| A e[

14+ 9@)\1)’@

=logy(1 + [Ap,e|*(1 — ¢h p1cp.e1) + 2Re(BeAp ), (51)
where (a) holds since det(UB}Z) det(Up ) = 1, (b) is derived
from the fact that det(AB) = det(A) det(B) and det(I,, +
CD) = det(I, + DC) for C € C™*" and D € C"*™,
and (c) holds since (cp, ,)Tcp ¢ =1 and 6,> = 1. Similarly,

fG.¢(0¢) in (29) can be derived by following the procedure
in (51).

Diogy (14605, - (1+0Ap.0)

REFERENCES

[1] Q. Wu and R. Zhang, “Towards smart and reconfigurable environment:
Intelligent reflecting surface aided wireless network,” IEEE Commun.
Mag., vol. 58, no. 1, pp. 106-112, Jan. 2020.

[2] M. D. Renzo et al., “Smart radio environments empowered by recon-

figurable AI meta-surfaces: An idea whose time has come,” EURASIP

J. Wireless Commun. Netw., vol. 2019, no. 1, pp. 1-20, May 2019.

E. Basar, M. Di Renzo, J. De Rosny, M. Debbah, M.-S. Alouini, and

R. Zhang, “Wireless communications through reconfigurable intelligent

surfaces,” IEEE Access, vol. 7, pp. 116753-116773, 2019.

[4] M. Di Renzo, F. H. Danufane, and S. Tretyakov, “Communication
models for reconfigurable intelligent surfaces: From surface electromag-
netics to wireless networks optimization,” Proc. IEEE, vol. 110, no. 9,
pp. 1164-1209, Sep. 2022.

[5] C. Huang, A. Zappone, M. Debbah, and C. Yuen, “Achievable rate
maximization by passive intelligent mirrors,” in Proc. IEEE Int. Conf.
Acoust. Speech Signal Process. (ICASSP), Apr. 2018, pp. 3714-3718.

[6] C. Huang et al., “Holographic MIMO surfaces for 6G wireless networks:
Opportunities, challenges, and trends,” IEEE Wireless Commun., vol. 27,
no. 5, pp. 118-125, Oct. 2020.

[7] C. Pan et al., “Reconfigurable intelligent surfaces for 6G systems:
Principles, applications, and research directions,” IEEE Commun. Mag.,
vol. 59, no. 6, pp. 14-20, Jun. 2021.

[8] Q. Wu and R. Zhang, “Intelligent reflecting surface enhanced wireless
network via joint active and passive beamforming,” IEEE Trans. Wireless
Commun., vol. 18, no. 11, pp. 5394-5409, Nov. 2019.

[3

[t}

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on June 08,2025 at 04:30:44 UTC from IEEE Xplore. Restrictions apply.



9070

[9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]
[30]

[31]

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 23, NO. 8, AUGUST 2024

H. Guo, Y.-C. Liang, J. Chen, and E. G. Larsson, “Weighted sum-rate
maximization for reconfigurable intelligent surface aided wireless net-
works,” IEEE Trans. Wireless Commun., vol. 19, no. 5, pp. 3064-3076,
May 2020.

X. Gan, C. Zhong, C. Huang, and Z. Zhang, “RIS-assisted multi-
user MISO communications exploiting statistical CSI,” IEEE Trans.
Commun., vol. 69, no. 10, pp. 6781-6792, Oct. 2021.

X. Gan, C. Zhong, C. Huang, Z. Yang, and Z. Zhang, “Multiple
RISs assisted cell-free networks with two-timescale CSI: Performance
analysis and system design,” IEEE Trans. Commun., vol. 70, no. 11,
pp. 7696-7710, Nov. 2022.

S. Zhang and R. Zhang, “Capacity characterization for intelligent
reflecting surface aided MIMO communication,” IEEE J. Sel. Areas
Commun., vol. 38, no. 8, pp. 1823-1838, Aug. 2020.

P. Wang, J. Fang, L. Dai, and H. Li, “Joint transceiver and large
intelligent surface design for massive MIMO mmWave systems,” I[EEE
Trans. Wireless Commun., vol. 20, no. 2, pp. 1052-1064, Feb. 2021.
S. H. Hong, J. Park, S.-J. Kim, and J. Choi, “Hybrid beamforming
for intelligent reflecting surface aided millimeter wave MIMO sys-
tems,” IEEE Trans. Wireless Commun., vol. 21, no. 9, pp. 7343-7357,
Sep. 2022.

S. Kim, H. Lee, J. Cha, S.-J. Kim, J. Park, and J. Choi, “Practical
channel estimation and phase shift design for intelligent reflecting
surface empowered MIMO systems,” IEEE Trans. Wireless Commun.,
vol. 21, no. 8, pp. 6226-6241, Aug. 2022.

E. E. Bahingayi and K. Lee, “Low-complexity beamforming algorithms
for IRS-aided single-user massive MIMO mmWave systems,” [EEE
Trans. Wireless Commun., vol. 21, no. 11, pp. 9200-9211, Nov. 2022.
R. Li, S. Sun, Y. Chen, C. Han, and M. Tao, “Ergodic achievable
rate analysis and optimization of RIS-assisted millimeter-wave MIMO
communication systems,” IEEE Trans. Wireless Commun., vol. 22, no. 2,
pp- 972-985, Feb. 2023.

H. Viswanathan and P. E. Mogensen, “Communications in the 6G era,”
IEEE Access, vol. 8, pp. 57063-57074, 2020.

A. Papazafeiropoulos, P. Kourtessis, K. Ntontin, and S. Chatzinotas,
“Joint spatial division and multiplexing for FDD in intelligent reflecting
surface-assisted massive MIMO systems,” IEEE Trans. Veh. Technol.,
vol. 71, no. 10, pp. 10754-10769, Oct. 2022.

D. Wang, X. Wang, and F. Wang, “Beamforming design for reconfig-
urable intelligent surface via Bayesian optimization,” IEEE Commun.
Lett., vol. 26, no. 7, pp. 1608-1612, Jul. 2022.

B. Guo, C. Sun, and M. Tao, “Two-way passive beamforming design
for RIS-aided FDD communication systems,” in Proc. IEEE Wireless
Commun. Netw. Conf. (WCNC), Mar. 2021, pp. 1-6.

H. Zhou, Y.-C. Liang, R. Long, L. Zhao, and Y. Pei, “Reconfigurable
intelligent surface for FDD systems: Design and optimization,” /EEE
Internet Things J., vol. 10, no. 11, pp. 9607-9621, Jun. 2023.

M. S. Abouamer and P. Mitran, “Joint uplink-downlink resource allo-
cation for multiuser IRS-assisted systems,” IEEE Trans. Wireless Com-
mun., vol. 21, no. 12, pp. 10918-10933, Dec. 2022.

S. Abeywickrama, R. Zhang, and C. Yuen, “Intelligent reflecting surface:
Practical phase shift model and beamforming optimization,” in Proc.
IEEE Int. Conf. Commun. (ICC), Jun. 2020, pp. 1-6.

H. Li, W. Cai, Y. Liu, M. Li, Q. Liu, and Q. Wu, “Intelligent reflecting
surface enhanced wideband MIMO-OFDM communications: From prac-
tical model to reflection optimization,” /EEE Trans. Commun., vol. 69,
no. 7, pp. 4807-4820, Jul. 2021.

W. Cai, H. Li, M. Li, and Q. Liu, “Practical modeling and beamforming
for intelligent reflecting surface aided wideband systems,” IEEE Com-
mun. Lett., vol. 24, no. 7, pp. 15681571, Jul. 2020.

Q. Hu, H. Yang, X. Zeng, and X. Y. Zhang, “Wideband reconfigurable
intelligent surface using dual-resonance element,” IEEE Antennas Wire-
less Propag. Lett., vol. 22, no. 10, pp. 2422-2426, Oct. 2023.
Conformance Specification Radio, User Equipment UE; Evolved Uni-
versal Terrestrial Radio Access (E-UTRA); User Equipment (UE) Con-
formance Specification Radio Transmission and Reception, document
ETSI TS 136 521-2, 3rd Generation Partnership Project; Technical
Specification Group Radio Access Network, 2011.

D. Tse and P. Viswanath, Fundamentals of Wireless Communication.
Cambridge, U.K.: Cambridge Univ. Press, 2005.

P-A. Absil, R. Mahony, and R. Sepulchre, Optimization Algorithms on
Matrix Manifolds. Princeton, NJ, USA: Princeton Univ. Press, 2009.
D. P. Palomar and S. Verdu, “Gradient of mutual information in linear
vector Gaussian channels,” IEEE Trans. Inf. Theory, vol. 52, no. 1,
pp. 141-154, Jan. 2006.

[32]

(33]

[34]

[35]

[36]

[37]

A. Hjorungnes and D. Gesbert, “Complex-valued matrix differentiation:
Techniques and key results,” IEEE Trans. Signal Process., vol. 55, no. 6,
pp. 2740-2746, Jun. 2007.

M. Carlsson, “Von Neumann’s trace inequality for Hilbert—Schmidt
operators,” Expositiones Mathematicae, vol. 39, no. 1, pp. 149-157,
Mar. 2021.

R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, U.K.:
Cambridge Univ. Press, 2012.

M. V. Solodov, “On the convergence of constrained parallel variable
distribution algorithms,” SIAM J. Optim., vol. 8, no. 1, pp. 187-196,
Feb. 1998.

Evolved Universal Terrestiral Radio Access (E-UTRA); Radio Resource
Control (RRC); Protocol Specification, document TS 38.901, Ver-
sion 16.1.0, 3GPP, Mar. 2017.

D. Shen and L. Dai, “Dimension reduced channel feedback for reconfig-
urable intelligent surface aided wireless communications,” IEEE Trans.
Commun., vol. 69, no. 11, pp. 7748-7760, Nov. 2021.

Gyoseung Lee (Graduate Student Member, IEEE)
received the B.S. degree in electrical engineer-
ing from Korea University in 2021 and the M.S.
degree from the School of Electrical Engineering,
KAIST, South Korea, in 2023, where he is cur-
rently pursuing the Ph.D. degree. His research inter-
ests include the design and analysis of massive
multiple-input multiple-output (MIMO) communi-
cations and reconfigurable intelligent surface-aided
communication systems. He was a recipient of the
NRF Korea Research Subsidies of Ph.D. Candidates
from 2023 to 2024.

Hyeongtaek Lee (Member, IEEE) received the
B.S. (Hons.) degree in electrical engineering from
POSTECH in 2018 and the Ph.D. degree from the
School of Electrical Engineering, KAIST, in 2023.
He is currently a Post-Doctoral Researcher with
KAIST. His research interests include the practi-
cal design and analysis of massive multiple-input
multiple-output (MIMO) communications, mil-
limeter wave communications, and reconfigurable
intelligent surface-aided communication systems.

Donghwan Kim received the B.S. and M.S.
degrees in electronics and communications engi-
neering from Kwangwoon University, South Korea,
in 2013 and 2015, respectively. He is currently a
Senior Researcher with LG Electronics Inc., work-
ing on next-generation communication research.
He researched and developed 5G NR NSA and SA
RAN area until 2022. He has focused on applying
reconfigurable intelligent surface and rate-splitting
multiple access technology to wireless environments
and 6G.

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on June 08,2025 at 04:30:44 UTC from IEEE Xplore. Restrictions apply.



LEE et al.: JOINT DOWNLINK AND UPLINK OPTIMIZATION

Jaehoon Chung received the B.S. degree in
electronic engineering from Yonsei University in
1997 and the M.S. and Ph.D. degrees in electri-
cal engineering and computer science from KAIST
in 1999 and 2005, respectively. After joining LG
Electronics in 2006, he has worked on 3GPP stan-
dardization by 2011 focusing on LTE & LTE-
advanced physical layer technologies. Since 2012,
he has been mainly leading technology research and
development and technical vision/strategy develop-
ment of company and government for 5G wireless
communication. Also, he has been working on physical layer design for
3GPP 5G NR standardization since 2016. He is currently a Research Fellow
with LG Electronics Inc., where he is taking a leadership role for 6G
core technology research and development. He is also leading advanced
technology research and development for 6G wireless communication with
LG Electronics. His research interests include full duplex radio, mmWave,
massive MIMO, LDPC/polar code, NoMA technologies, and 6G future
enabling technologies of terahertz radio communication, AI/ML-native air
interface, reconfigurable intelligent surface, and integrated sensing and com-
munication (ISAC). He was awarded the Korea Presidential Citation and the
Commendation of Korea MSIT Minister with contribution of research and
development and standardization for LTE/LTE-A and 5G NR in 2011 and
2020, respectively.

A. Lee Swindlehurst (Fellow, IEEE) received the
B.S. and M.S. degrees in electrical engineering
from Brigham Young University (BYU) in 1985 and
1986, respectively, and the Ph.D. degree in electri-
cal engineering from Stanford University in 1991.
He was with the Department of Electrical and
Computer Engineering, BYU, from 1990 to 2007.
From 1996 to 1997, he held a joint appoint-
ment as a Visiting Scholar with Uppsala University
and the Royal Institute of Technology, Sweden.
From 2006 to 2007, he was on leave working as
the Vice President of research with ArrayComm LLC, San Jose, CA, USA.
Since 2007, he has been a Professor with the Electrical Engineering and
Computer Science (EECS) Department, University of California, Irvine.
From 2014 to 2017, he was a Hans Fischer Senior Fellow of the Institute
for Advanced Studies, Technical University of Munich. His research interests
include array signal processing for radar, wireless communications, and
biomedical applications. He has over 400 publications in these areas. In 2016,

9071

he was elected as a Foreign Member of the Royal Swedish Academy of
Engineering Sciences (IVA). He was the Inaugural Editor-in-Chief of IEEE
JOURNAL OF SELECTED TOPICS IN SIGNAL PROCESSING. He received
the 2000 IEEE W. R. G. Baker Prize Paper Award; the 2006 IEEE Com-
munications Society Stephen O. Rice Prize in the field of communication
theory; the 2006, 2010, and 2021 IEEE Signal Processing Society’s Best Paper
Awards; the 2017 IEEE Signal Processing Society Donald G. Fink Overview
Paper Award; the Best Paper Award at the 2020 IEEE International Conference
on Communications; and the 2022 Claude Shannon-Harry Nyquist Technical
Achievement Award from the IEEE Signal Processing Society.

Junil Choi (Senior Member, IEEE) received the B.S.
(Hons.) and M.S. degrees in electrical engineering
from Seoul National University in 2005 and 2007,
respectively, and the Ph.D. degree in electrical and
computer engineering from Purdue University in
2015.
From 2007 to 2011, he was a member of Technical
\ Staff with the Samsung Advanced Institute of Tech-
- nology (SAIT) and Samsung Electronics Company
? Ltd., South Korea, where he contributed to advanced
- codebook and feedback framework designs for the
3GPP LTE/LTE-Advanced and IEEE 802.16m standards. Before joining
KAIST, he was a Post-Doctoral Fellow with The University of Texas at
Austin from 2015 to 2016 and an Assistant Professor with POSTECH
from 2016 to 2019. He is currently working as a (Named) Ewon Associate Pro-
fessor with the School of Electrical Engineering, KAIST. His research interests
include the design and analysis of massive MIMO, mmWave communications,
satellite communications, visible light communications, and communication
systems using machine-learning techniques.

Dr. Choi was a co-recipient of the 2022 IEEE Vehicular Technology Society
Best Vehicular Electronics Paper Award, the 2021 IEEE Vehicular Technology
Society Neal Shepherd Memorial Best Propagation Award, the 2019 IEEE
Communications Society Stephen O. Rice Prize, the 2015 IEEE Signal
Processing Society Best Paper Award, and the 2013 Global Communications
Conference (GLOBECOM) Signal Processing for Communications Sympo-
sium Best Paper Award. He was awarded the Michael and Katherine Birck
Fellowship from Purdue University in 2011, the Korean Government Schol-
arship Program for Study Overseas from 2011 to 2013, the Purdue University
ECE Graduate Student Association (GSA) Outstanding Graduate Student
Award in 2013, the Purdue College of Engineering Outstanding Student
Research Award in 2014, the IEEE ComSoc AP Region Outstanding Young
Researcher Award in 2017, the NSF Korea and Elsevier Young Researcher
Award in 2018, the KICS Haedong Young Researcher Award in 2019, and the
IEEE Communications Society Communication Theory Technical Committee
Early Achievement Award in 2021. He is an IEEE Vehicular Technology
Society Distinguished Lecturer, the Area Editor of IEEE OPEN JOURNAL OF
THE COMMUNICATIONS SOCIETY SIGNAL PROCESSING FOR COMMUNICA-
TIONS, and an Associate Editor of IEEE TRANSACTIONS ON WIRELESS
COMMUNICATIONS and IEEE TRANSACTIONS ON COMMUNICATIONS.

Authorized licensed use limited to: Access paid by The UC Irvine Libraries. Downloaded on June 08,2025 at 04:30:44 UTC from IEEE Xplore. Restrictions apply.



