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Simultaneous System Identification and Model
Predictive Control with No Dynamic Regret

Hongyu Zhou Vasileios Tzoumas

Fig. 1: Simultaneous System Identification and Model Predictive Control: Tested Scenarios of Reference Trajectory Tracking subject
to Various Unmodeled Aerodynamic Disturbances. In this paper, we focus on simultaneous system identification and model predictive
control where the robots’ capacity to achieve accurate and efficient tracking control is challenged by unknown both dynamics and (possibly
state-dependent) disturbances. For example, the ability of a quadrotor to track a reference trajectory can be challenged by a variety of
unknown aerodynamic disturbances: ground effects (left & right), wind disturbances (center & right), and drag (all). We provide a control
algorithm that demonstrates an ability to simultaneously learn such unknown dynamics/disturbances in a self-supervised manner, based on the
data collected on-the-go, and uses the learned models for predictive control. We prove that the algorithm guarantees bounded suboptimality
against the optimal controller in hindsight, under technical assumptions that we describe later in the paper.

Abstract—We provide an algorithm for the simultaneous sys-
tem identification and model predictive control of nonlinear
systems. The algorithm has finite-time near-optimality guaran-
tees and asymptotically converges to the optimal (non-causal)
controller. Particularly, the algorithm enjoys sublinear dynamic
regret, defined herein as the suboptimality against an optimal
clairvoyant controller that knows how the unknown disturbances
and system dynamics will adapt to its actions. The algorithm
is self-supervised and applies to control-affine systems with
unknown dynamics and disturbances that can be expressed
in reproducing kernel Hilbert spaces. Such spaces can model
external disturbances and modeling errors that can even be
adaptive to the system’s state and control input. For example,
they can model wind and wave disturbances to aerial and
marine vehicles, or inaccurate model parameters such as inertia
of mechanical systems. We are motivated by the future of
autonomy where robots will autonomously perform complex tasks
despite real-world unknown disturbances such as wind gusts.
The algorithm first generates random Fourier features that are
used to approximate the unknown dynamics or disturbances.
Then, it employs model predictive control based on the current
learned model of the unknown dynamics (or disturbances). The
model of the unknown dynamics is updated online using least
squares based on the data collected while controlling the system.
We validate our algorithm in both hardware experiments and
physics-based simulations. The simulations include (i) a cart-
pole aiming to maintain the pole upright despite inaccurate
model parameters, and (ii) a quadrotor aiming to track reference
trajectories despite unmodeled aerodynamic drag effects. The
hardware experiments include a quadrotor aiming to track a
circular trajectory despite unmodeled aerodynamic drag effects,
ground effects, and wind disturbances. The code is open-sourced
at https://github.com/UM-iRaL/SSI-MPC.
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I. INTRODUCTION

IN the future, mobile robots will automate fundamental
tasks such as package delivery [1], target tracking [2], and

inspection and maintenance [3]. Such tasks require accurate
and efficient tracking control. But achieving accuracy and
efficiency is challenging since such tasks often require the
robots to operate under highly uncertain conditions, particu-
larly, under unknown dynamics and (possibly state-dependent)
disturbances. For example, they require the quadrotors to (i)
pick up and carry packages of unknown weight, (ii) chase
mobile targets at high speeds where the induced aerodynamic
drag is hard to model, and (iii) inspect and maintain outdoor
infrastructure exposed to turbulence and wind gusts.

State-of-the-art methods for control under unknown dy-
namics and disturbances typically rely on offline or online
methods, or a mix of the two, including: robust control [4]–
[10]; adaptive control and disturbance compensation [11]–
[20]; offline learning for control [21]–[31]; offline learning
for control with online adaption [32]–[38]; and online learn-
ing [39]–[51]. Among these, the offline learning methods
require data collection for offline training, a process that can
be expensive/time-consuming [52], instead of collecting data
online and learning on the spot. For this reason, these methods
may not also generalize to different scenarios than those used
for offline learning [53], [54]. The robust control methods,
given a known upper bound on the magnitude of the noise,
can be conservative due to assuming worse-case disturbance
realization [55], [56], instead of planning based on an accurate
predictive model of the disturbance. Similarly, the adaptive
control and the online learning control methods may exhibit
sub-optimal performance due to only reacting to the history
of observed disturbances, instead of planning based on an
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Fig. 2: Overview of Simultaneous System Identification and
Model Predictive Control Pipeline. The pipeline is composed
of two interacting modules: (i) a model predictive control
(MPC) module, and (ii) an online system identification module.
The MPC module uses the estimated unknown disturbances/-
dynamics from the system identification module to calculate
the next control input. Given the control input and the observed
new state, the online system identification module then updates
the estimate of the unknown disturbances/dynamics.

accurate predictive model of the disturbance [11]–[13], [40],
[49]. We discuss the related work in extension in Section VII.

In this paper, instead, we leverage the success of model
predictive control methods for accurate tracking control [57].
To this end, we propose a self-supervised method to learn on-
line a predictive model of the unknown uncertainties (Fig. 2).
Therefore, the proposed method promises to enable: one-
shot online learning, instead of offline (or episodic learning);
online control that adapts to the actual disturbance realization,
instead of the worst-case; and control planned over a look-
ahead horizon of predicted system dynamics and disturbances,
instead of their past. We elaborate on our contributions next.

Contributions. We provide a real-time and asymptotically-
optimal algorithm for the simultaneous system identification
and control of nonlinear systems. Specifically, the algorithm
enjoys sublinear dynamic regret, defined herein as the subop-
timality against an optimal clairvoyant controller that knows
how the unknown disturbances and system dynamics will adapt
to its actions. The said definition of dynamic regret differs
from the standard definition of dynamic regret in the literature,
e.g., [40]–[45] where the suboptimality of an Algorithm is
measured against the controller that is optimal for the same re-
alization of disturbances as the Algorithm experienced, instead
of the realization that the optimal controller would experience
given that the disturbances can be adaptive (Remark 3).

The algorithm is self-supervised and applies to control-
affine systems with unknown dynamics and disturbances that
can be expressed in reproducing kernel Hilbert spaces [58].
Such spaces can model external disturbances and modeling
errors that are even adaptive to the system’s state and control
input. For example, they can model wind and wave distur-
bances to aerial and marine vehicles, or inaccurate model
parameters such as inertia of mechanical systems.

Description of the algorithm: The algorithm is composed
of two interacting modules (Fig. 2): (i) a model predictive
control (MPC) module, and (ii) an online system identification
module. At each time step, the MPC module uses the estimated
unknown disturbances and system dynamics from the system
identification module to calculate the next control input. Given
the control input and the observed new state, the online
system identification module then updates the estimate of the

unknown disturbances and system dynamics.
Approach of predictive online system identification: We

enable the predictive online system identification module by
employing online least-squares estimation via online gradient
descent (OGD) [59], where the unknown disturbances/dynam-
ics are parameterized as a linear combination of random
Fourier features [15], [60], [61]. This allows us to maintain
the computational efficiency of classical finite-dimensional
parametric approximations that can be used in model predic-
tive control while retaining the expressiveness of the RKHS
with high probability. Using the finite-dimensional parametric
approximation, the parameters are updated in a self-supervised
manner using OGD at each time step. Such approximation then
is used in MPC to select control input.

Performance guarantee: The algorithm asymptotically
has no dynamic regret, that is, it asymptotically matches the
performance of the optimal controller that knows a priori how
the unknown disturbances and system dynamics will adapt to
its actions. Particularly, we provide the following finite-time
performance guarantee for Algorithm 1 (Theorem 1):

dynamic regret  O
⇣
T

3
4

⌘
.

Technical assumptions: The no-dynamic-regret guarantee
holds true under the assumptions of bounds on MPC’s cost
function and value function, and Lipschitzness of MPC’s cost
function and unknown dynamics/disturbances, along with the
previously stated assumption that the unknown disturbances
and dynamics can be expressed in reproducing kernel Hilbert
spaces. These assumptions are milder than the exponential
stability or exponentially incrementally stability assumption
required in [14], [15], [62]–[64] and persistent excitation
required in [62], [65].

Numerical Evaluations. We validate the algorithm in
physics-based simulations and conduct an ablation study (Sec-
tion V). Specifically, we validate our algorithm in simulated
scenarios of (i) a cart-pole system that aims to stabilize at a
setpoint despite inaccurate model parameters (Section V-B and
Section V-C), and (ii) a quadrotor that aims to track reference
trajectories subject to unmodeled aerodynamic forces (Sec-
tion V-D). In the cart-pole experiments (Section V-B), We
compare our algorithm with a nominal MPC (Nominal MPC)
that ignores the unknown dynamics or disturbances, the non-
stochastic MPC (NS-MPC) [45], and the Gaussian process
MPC (GP-MPC) [24]. In the quadrotor experiment (Sec-
tion V-D), we compare our algorithm with a Nominal MPC
controller, and the Gaussian process MPC (GP-MPC) [23]. In
the simulations, the algorithm achieves real-time control and
superior tracking performance over the compared methods,
demonstrating its ability to perform simultaneous online model
learning and control. We also show that the performance
of Algorithm 1 can be further improved by combining it
with an incremental nonlinear dynamic inversion (INDI) inner-
loop controller [16] in Section V-D. In addition, we conduct
sensitivity analysis in Section V-C on the tuning parameters of
Algorithm 1: how the number of random Fourier features and
learning rate of OGD affect the performance of Algorithm 1.

Hardware Experiments. We implement the provided al-
gorithm in a quadrotor (Section VI and Appendix I). In
Section VI, we consider that the quadrotor is tasked to track
a circular trajectory with diameter 1m at maximal speed
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vm = 0.8 m/s under (i) ground effects (Figure 1, left), (ii)
wind disturbances (Figure 1, center), (iii) both ground effects
and wind disturbances (Figure 1, right). In Appendix I, we
consider the quadrotor is tasked to track the same circular
trajectory with maximal speed either 0.8 m/s or 1.3 m/s,
without ground effects and wind disturbances. In such cases,
the quadrotor experiences unknown aerodynamic effects in-
cluding body drag, rotor drag, and turbulent effects caused by
the propellers. Across all hardware experiments, we compare
Algorithm 1 with a nominal MPC (Nominal MPC), and the L1-
adaptive MPC (L1-MPC) [17]. The algorithm achieves superior
tracking performance over the compared methods under all
tested scenarios, demonstrating its ability to perform simulta-
neous online system identification and predictive control.

II. SIMULTANEOUS SYSTEM IDENTIFICATION
AND MODEL PREDICTIVE CONTROL

We formulate the problem of Simultaneous System Identifi-
cation and Model Predictive Control (Problem 1). To this end,
we use the following framework and assumptions.

Control-Affine Dynamics. We consider control-affine sys-
tem dynamics of the form

xt+1 = f (xt) + g (xt)ut + h (zt) , t � 1, (1)

where xt 2 Rdx is the state, ut 2 Rdu is the control input,
f : Rdx!Rdx and g : Rdx!Rdx ⇥ Rdu are known locally
Lipschitz functions, h : Rdz ! Rdx is an unknown locally
Lipschitz function, and zt 2 Rdz is a vector of features
chosen as a subset of [x>

t u
>

t ]
>.1 Particularly, h (·) represents

unknown disturbances or system dynamics.
We refer to the undisturbed system dynamics xt+1 =

f (xt) + g (xt)ut as the nominal dynamics.

Remark 1 (Extension to Systems with Unmodeled Process
Noise). In the Appendix, we extend the results in this paper to
systems corrupted with unknown (potentially non-stochastic)
noise that is additive to the system dynamics, i.e.,

xt+1 = f (xt) + g (xt)ut + h (zt) + wt, (2)

where wt represents, e.g., process noise.

The unknown disturbance (or system dynamics) h (·) may
be adapting to the state and the control input. Assumptions on
h (·) will be introduced in Section III-A.

Model Predictive Control (MPC). MPC selects a control
input ut by simulating the nominal system dynamics over a
look-ahead horizon N , i.e., MPC selects ut by solving the
optimization problem [66], [67]:

min
ut, ..., ut+N�1

t+N�1X

k=t

ck (xk, uk) (3a)

subject to xk+1 = f (xk) + g (xk)uk, (3b)
uk 2 U , k 2 {t, . . . , t+N � 1}, (3c)

1The feature vector zt can also include, for example, t [15, Re-
mark 3.1] and h (zt�1). We can also model time delay by using
xt+1 = f (xt) + g (xt)ut�⌧ + h̃ (z̃t) = f (xt) + g (xt)ut +⇣
g (xt)ut�⌧ � g (xt)ut + h̃ (z̃t)

⌘
, where ⌧ represents the latency. We

can define h (zt) , g (xt)ut�⌧ � g (xt)ut + h̃ (z̃t) with zt including
xt, ut, xt�⌧ , ut�⌧ , z̃t.

where ct (·, ·) : Rdx ⇥Rdu!R is the cost function, and U is a
compact set that represents constraints on the control input due
to, e.g., controller saturation. We discuss how to incorporate
state constraints in Appendix H.

The optimization problem in eq. (3) ignores the unknown
disturbances h (·). To improve performance in the presence
of h (·), in this paper we propose a method to estimate h (·)
online so eq. (3) can be adapted to the optimization problem:

min
ut, ..., ut+N�1

t+N�1X

k=t

ck (xk, uk) (4a)

subject to xk+1 = f (xk) + g (xk)uk + ĥ (zk) , (4b)
uk 2 U , k 2 {t, . . . , t+N � 1}, (4c)

where ĥ (·) is the estimate of h (·). Specifically, ĥ (·) ,
ĥ (· ; ↵̂) where ↵̂ is a parameter that is updated online by
our proposed method to improve the control performance.

We define the notion of MPC’s value function and state the
assumption on the cost function and value function.

Definition 1 (Value Function [68]). Given a state x and
parameter ↵̂, the value function Vt (x; ↵̂) is defined as the
optimal value of eq. (5):

min
ut, ..., ut+N�1

t+N�1X

k=t

ck (xk, uk) (5a)

subject to xk+1 = f (xk) + g (xk)uk + ĥ (zk) , (5b)
xt = x, uk 2 U , k 2 {t, . . . , t+N � 1}.

(5c)

Assumption 1 (Bounds on Cost Function and Value Func-
tion [68]). For all ↵̂ in a compact set D, there exist positive
scalars �, �, and a continuous function � : Rdx ! R+, such
that (i) ct (x, u) � �� (x), 8x, u, t; (ii) Vt (x; ↵̂)  �� (x),
8x, t, and (iii) limkxk!1 � (x) ! 1.

Under Assumption 1, the MPC policy in eq. (4) can be
proved to ensure that the system in eq. (4b) is globally
asymptotically stable [68].

Assumption 1 is milder than the exponential stability or ex-
ponentially incrementally stability assumption assumed, e.g.,
in [14], [15], [62]–[64]. It is common to assume bound
conditions or stability for the nominal/estimated systems to
facilitate the regret analysis [14], [40]–[45], [62]–[65], [69] or
MPC stability analysis [15], [70]–[72].

Remark 2 (Discussion on Assumption 1). Consider the
quadratic cost ct (xt, ut) = x

>

t Qxt + u
>

t Rut. For linear sys-
tems, Assumption 1 is satisfied [68, Lemma 1]. For nonlinear
systems, Assumption 1 is satisfied when the quadratic cost is
(exponentially/asymptotically) controllable to zero with respect
to � : Rdx ! R+ [68, Section. III]. Particulary, for the
nonlinear case: a) when R = 0, the (exponentially/asymp-
totically) controllability holds if MPC can drive x ! 0; b)
for R 6= 0, it is non-trivial to verify Assumption 1 and a
necessary condition is (x, u) = (0, 0) being an equilibrium
point or R , R (x) = 0 when x = 0 [68].

Assumption 2 (Lipschitzness). We Assume that ct (x, u) is
locally Lipschitz in x and u, ĥ (·) is locally Lipschitz in ↵̂.
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Assumption 2 will be used to establish the Lipschitzness of
the value function Vt (x; ↵̂) with respect to the initial state x

and parameter ↵̂.
Control Performance Metric. We design ut to ensure a

control performance that is comparable to an optimal clairvoy-
ant (non-causal) policy that knows the disturbance function h

a priori. Particularly, we consider the metric below.

Definition 2 (Dynamic Regret). Assume a total time horizon
of operation T , and loss functions ct, t = 1, . . . , T . Then,
dynamic regret is defined as

RegretDT =
TX

t=1

ct (xt, ut, h(zt))�
TX

t=1

ct (x
?
t , u

?
t , h(z

?
t )) ,

(6)
where we made the dependence of the cost ct to the unknown
disturbance h explicit, u

?
t is the optimal control input in

hindsight, i.e., the optimal (non-causal) input given a priori
knowledge of the unknown function h and x

?
t+1 is the state

reached by applying the optimal control inputs (u?
1, . . . , u

?
t ).

Remark 3 (Adaptivity of h). In the definition of re-
gret in eq. (6), h adapts (possibly differently) to the
state and control sequences (x1, u1), . . . , (xT , uT ) and
(x?

1, u
?
1), . . . , (x?

T , u
?
T ) since h is a function of the state

and the control input. In particular, the proposed control
algorithm selects control input using eq. (4) with estimated
ĥ, and the optimal controller with the knowledge of h and
(potentially) with a look-ahead horizon different than N. Both
controllers then evolve to the next state experiencing the real
disturbances, defined by h(·). Since h(·) is a function of
the state and control input, the proposed controller witnesses
h(zt), while the optimal controller witnesses h(z?t ). This is in
contrast to previous definitions of dynamic regret, e.g., [40]–
[45] and references therein, where the optimal state x

?
t+1

is reached given the same realization of h as of xt+1, i.e.,
x
?
t+1 = f (x?

t ) + g (x?
t )u

?
t + h (zt).

Problem 1 (Simultaneous System Identification and Model
Predictive Control (SSI-MPC)). Suppose x1 is known and xt

can be measured. At each t = 1, . . . , T , estimate the unknown
disturbance ĥ (·), and identify a control input ut by solving
eq. (4), such that RegretDT is sublinear.

A sublinear dynamics regret means limT!1 RegretDT /T !
0, which implies the algorithm asymptotically converges to the
optimal (non-causal) controller.

III. ALGORITHM

We present the algorithm for Problem 1 (Algorithm 1). The
algorithm is sketched in Figure 2. The algorithm is composed
of two interacting modules: (i) an MPC module, and (ii) an
online system identification module. At each t = 1, 2, . . . ,
the MPC module uses the estimated ĥ(·) from the system
identification module to calculate the control input ut. Given
the current control input ut and the observed new state xt+1,
the online system identification module updates the estimate
ĥ(·). To this end, it employs online least-squares estimation
via online gradient descent, where h(·) is parameterized as a
linear combination of random Fourier features.

To rigorously present the algorithm, we thus first provide
background information on random Fourier features for ap-
proximating an h (·) (Section III-A), and on online gradient
descent for estimation (Section III-B).

A. Function Approximation via Random Fourier Features
We overview the randomized approximation algorithm in-

troduced in [15] for approximating an h (·) under Assump-
tion 3 and Assumption 4. The algorithm is based on random
Fourier features [60], [61] and their extension to vector-valued
functions [73], [74]. By being randomized, the algorithm is
computationally efficient while retaining the expressiveness of
the RKHS with high probability.

We assume the following for the unknown disturbances or
system dynamics h (·).
Assumption 3 (Function Space of h [75]). h : Rdz ! Rdx lies
in a subspace of a Reproducing Kernel Hilbert Space (RKHS)
H where the kernel K is considered known [76] and can be
written via a feature map � : Rdz ⇥⇥! Rdx⇥d1 as

K (z1, z2) =

Z

⇥
� (z1, ✓)� (z2, ✓)

> d⌫(✓), (7)

where d1  dx, ⌫ is a known probability measure on a
measurable space ⇥.

The subspace defined in Assumption 3 will be rigorously
defined later in eq. (12).

Assumption 4 (Operator-Valued Bochner’s Theorem [73]).
The measurable space ⇥ is a subset of Rdz+1 such that
✓ 2 ⇥ can be written as ✓ = (w, b), where w 2 Rdz

and b 2 R. Also, the feature map can be factorized as
� (z, ✓) = B(w)�

�
w

>
z + b

�
, where B : Rdz ! Rdx⇥d1 and

� : R ! [�1, 1] is a 1-Lipschitz function.

Examples of kernels that satisfy Assumption 3 and Assump-
tion 4 include the Gaussian and Laplace kernels. Additional
examples of kernels can be found in [77, Section 5.2].

Under Assumption 3, a function h can be written as [75]

h (·) =
Z

⇥
� (·, ✓)↵(✓)d⌫(✓), (8)

with khk2
H

= k↵k2L2(⇥,⌫) ,
R
⇥ k↵(✓)k2 d⌫(✓), where ↵ :

⇥ ! Rd1 is a square-integrable signed density. The corre-
sponding Hilbert space where h satisfies eq. (8) is referred to
as F2 [75], [78].

Equation (8) implies that h (·) is an integral of � (·, ✓)↵(✓)
over the base measure ⌫, thus, we can obtain a finite-
dimensional approximation of h (·) by

h (·) ⇡ ĥ(·;↵) , 1

M

MX

i=1

� (·, ✓i)↵i, (9)

where ✓i ⇠ ⌫ are drawn i.i.d. from the base measure ⌫, ↵i ,
↵ (✓i) are parameters to be learned, and M is the number of
sampling points that decides the approximation accuracy.

To rigorously establish the relationship between the number
of random features M and the accuracy of uniformly approx-
imation of h (·), we first define B�(�) as any function on a
fixed compact set Z ⇢ Rdz such that, for any � 2 (0, 1),

P✓⇠⌫

✓
sup
z2Z

k�(z, ✓)kop> B�(�)

◆
6 �. (10)
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Then, we define a truncated � for any µ 2 (0, 1) as

�µ(z, ✓) , �(z, ✓)1 {k�(z, ✓)kop6 B�(µ)} . (11)

We aim to approximate h (·) over a subset of F2, particularly,

F2 (Bh) ,
(
h (·) =

Z

⇥
� (·, ✓)↵(✓)d⌫(✓)

����↵ 2 D (Bh)

)
,

(12)
where D (Bh) , {↵ (✓) | ess sup✓2⇥ k↵ (✓) k  Bh}. For
simplicity, we will drop the dependence of D on Bh.

Under Assumption 3 and Assumption 4, [15] extends the
approximation theory of [61] to vector-valued functions:

Proposition 1 (Uniformly Approximation Error [15]). Assume
h 2 F2 (Bh). Let � 2 (0, 1) and µ = �

2M . With probability at
least 1� �, there exist {↵i}Mi=1 2 D such that

�����h (·)�
1

M

MX

i=1

� (·, ✓i)↵i

�����
1

 Bhp
M

"
2B�

✓
�

2M

◆ 
2BZ

q
E kw1k2

+ 2
p
d1 +

r
log

2

�

!
+

r
�

2
EkB(w)k2op

#

(13)

where BZ , supz2Z
kzk.

Proposition 1, therefore, indicates that the uniformly ap-
proximation error scales O

⇣
1

p
M

⌘
.

Assumption 5 (Small Uniformly Approximation Error). For a
chosen M value, we assume that the uniformly approximation
error in Proposition 1 is negligible, i.e., h (·) can be expressed
as 1

M

PM
i=1 � (·, ✓i)↵i, where ↵i 2 D.

Remark 4 (Beyond Random Fourier Features). Beyond ran-
dom Fourier features, h can be learned by any models given
that (i) ĥ(·;↵) is convex in ↵, (ii) Assumption 2 and Assump-
tion 5 hold, and (iii) ĥ(·;↵) and r↵ĥ are uniformly bounded
for all ↵ 2 D.2 This includes, but not limited to:

• trained neural network model as feature map [36], [37],
where h (zt) , � (zt, ✓)↵, with � (·, ✓) the uniformly
bounded neural network model (e.g., using tanh function
or sigmoid function as the last layer activation function),
✓ the parameter of neural network learned offline, and ↵
the parameter to be updated online.

• Koopman model [19], where � (h (zt)) ,
F� (h (zt�1)) + H (h (zt�1) , zt) and h (zt) ,
C� (h (zt)) with � (·) locally Lipschitz nonlinear
function,  (·, ·) uniformly bounded nonlinear function,
C a constant matrix that maps � (h (·)) back to h (·),
h (·) uniformly bounded unknown disturbances, and F

and H the parameters to be learned.
The resulting performance of MPC depends on the specific
models, e.g., their expressiveness and generalization to differ-
ent disturbances, and the computational complexity.

2The finite-dimensional approximation of h (·) using random Fourier fea-
tures satisfies the third condition per Assumption 4.

B. Online Least-Squares Estimation

Given a data point (zt, h (zt)) observed at time t, we
employ an online least-squares algorithm that updates the
parameters ↵̂t ,

⇥
↵
>

i,t, . . . , ↵
>

M,t

⇤> to minimize the ap-
proximation error lt = kh (zt) � ĥ (zt) k2, where ĥ(·) ,
1
M

PM
i=1 � (·, ✓i) ↵̂i,t and � (·, ✓i) is the random Fourier fea-

ture as in Section III-A. Specifically, the algorithm used
the online gradient descent algorithm (OGD) [59]. At each
t = 1, . . . , T , it makes the steps:

• Given (zt, h (zt)), formulate the estimation loss function
(approximation error):

lt (↵̂t) ,
�����h (zt)�

1

M

MX

i=1

� (zt, ✓i) ↵̂i,t

�����

2

.

• Calculate the gradient of lt (↵̂t) with respect to ↵̂t:

rt , r↵̂t lt (↵̂t) .

• Update using gradient descent with learning rate ⌘:

↵̂
0

t+1 = ↵̂t � ⌘rt.

• Project each ↵̂0

i,t+1 onto D:

↵̂i,t+1 = ⇧D(↵̂
0

i,t+1) , argmin
↵2D

k↵� ↵̂
0

i,t+1k2.

The above online least-squares estimation algorithm enjoys
an O

⇣p
T

⌘
regret bound, per the regret bound of OGD [59].

Proposition 2 (Regret Bound of Online Least-Squares Esti-
mation [59]). Assume ⌘ = O

⇣
1/

p
T

⌘
. Then,

RegretST ,
TX

t=1

lt (↵t)�
TX

t=1

lt (↵
?)  O

⇣p
T

⌘
, (14)

where ↵? , argmin
↵2D

PT
t=1 lt (↵) is the optimal parameter that

achieves lowest cumulative loss in hindsight.

The online least-squares estimation algorithm thus asymp-
totically achieves the same estimation error as the optimal
parameter ↵? since limT!1 RegretST /T = 0.

Remark 5 (Time-Varying Optimal Parameters). While we
focus on the case of time-invariant optimal parameter ↵

?,
our analysis naturally generalizes to the case of time-variant
optimal parameter (↵?

1, . . . ,↵
?
T ), by using dynamic regret

analysis of online least-square estimation [79].

C. Algorithm for Problem 1

We describe the algorithm for SSI-MPC. The pseudo-code
is in Algorithm 1. The algorithm is composed of three steps,
initialization, control, and estimation, where the control and es-
timation steps influence each other at each time steps (Fig. 2):

• Initialization steps: Algorithm 1 first initializes the sys-
tem state x1 and parameter ↵̂1 2 D (line 1). Then given
the number of random Fourier features, Algorithm 1
randomly samples ✓i and formulates � (·, ✓i), where
i 2 {1, . . . ,M} (line 2).
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Algorithm 1: Simultaneous System Identification and
Model Predictive Control.

Input: Number of random Fourier features M ; base measure ⌫;
domain set D; gradient descent learning rate ⌘.

Output: At each time step t = 1, . . . , T , control input ut.

1: Initialize x1, ↵̂i,1 2 D;
2: Randomly sample ✓i ⇠ ⌫ and formulate � (·, ✓i), where

i 2 {1, . . . ,M};
3: for each time step t = 1, . . . , T do
4: Apply control input ut by solving eq. (4) with

ĥ(·) , 1
M

PM
i=1 � (·, ✓i) ↵̂i,t;

5: Observe state xt+1, and calculate disturbance via
h (zt) = xt+1 � f(xt)� g(xt)ut;

6: Formulate estimation loss
lt (↵̂t) , kh (zt)� 1

M

PM
i=1 � (zt, ✓i) ↵̂i,tk2;

7: Calculate gradient rt , r↵̂t lt (↵̂t);
8: Update ↵̂0

t+1 = ↵̂t � ⌘rt;
9: Project ↵̂0

i,t+1 onto D, i.e., ↵̂i,t+1 = ⇧D(↵̂0
i,t+1), for

i 2 {1, . . . , M};
10: end for

• Control steps: Then, at each t, given the current estimate
ĥ(·) , 1

M

PM
i=1 � (·, ✓i) ↵̂i,t, Algorithm 1 applies the

control inputs ut obtained by solving eq. (4) (line 4).
• Estimation steps: The system then evolves to state xt+1,

and, h (zt) is calculated upon observing xt+1 (line 5).
Afterwards, the algorithm formulates the loss lt (↵̂t) ,
kh (zt) �

PM
i=1 � (zt, ✓i) ↵̂i,tk2 (line 6), and calculates

the gradient rt , r↵̂t lt (↵̂t) (line 7). Algorithm 1 then
updates the parameter ↵̂t to ↵̂

0

t+1 (line 8) and, finally,
projects each ↵̂0

i,t+1 back to the domain set D (line 9).

IV. NO-REGRET GUARANTEE

We present the sublinear regret bound of Algorithm 1.

Theorem 1 (No-Regret). Assume Algorithm 1’s learning rate
is ⌘ = O

⇣
1/
p
T

⌘
. Then, Algorithm 1 achieves

RegretDT  O
⇣
T

3
4

⌘
. (15)

Theorem 1 serves as a finite-time performance guarantee
as well as implies that Algorithm 1 converges to the optimal
(non-causal) control policy since limT!1 RegretDT /T ! 0.

We have no proof that the bound in eq. (15) is tight. We
will consider this analysis in our future work. Notably, the
bound matches that of the adaptive control method in [14,
Corollary 5.7]. However, in contrast to the results herein:

• The control performance metric in [14] and, thus, the
definition of dynamic regret, is only a function of the
state. In contrast, in this paper, the performance control
metric and dynamic regret depend on both the state
and the control input. Therefore, Theorem 1 provides a
performance guarantee over a broader state and control
optimization setting.

• The method in [14] is based on adaptive control instead
of model predictive control.

• The method in [14] assumes exponentially incrementally
stability. In contrast, we only require Assumption 1.

V. NUMERICAL EVALUATIONS

We evaluate Algorithm 1 in extensive simulated scenarios of
control under uncertainty, where the controller aims to track

a reference setpoint/trajectory despite unknown disturbance.
We first detail how Algorithm 1 is implemented empirically
in Section V-A. For the experiments, we first consider a cart-
pole aiming to stabilize around a setpoint despite inaccurate
model parameters, i.e., inaccurate cart mass, pole mass, and
pole length (Section V-B). Then, we consider the same setup
of cart-pole and conduct the parameter sensitivity analysis, i.e.,
how the number of random Fourier features and the learning
rate affect the performance of Algorithm 1 (Section V-C). We
consider a quadrotor aiming to track given reference trajecto-
ries subject to unknown aerodynamic forces (Section V-D).

A. Empirical Implementation of Algorithm 1
We employ Algorithm 1 as follows:
• We use the quadratic cost function in MPC since it is

widely applied and intuitive to tune, despite the difficulty
of verifying if Assumption 1 holds.

• We assume h (·) can be fitted via 1
M

PM
i=1 � (·, ✓i)↵i,

per Assumption 5.
• We choose the kernel K to be the Gaussian kernel. For

its randomized approximation, we obtain {✓i}Mi=1 i.i.d. by
sampling wi from a Gaussian distribution, and bi from an
uniform distribution from [0, 2⇡] [60]. Unless specified,
we sample wi from a standard Gaussian distribution.

• We use different sets of parameters for each entry of
h (·): Suppose h (·) = [h1 (·) , h2 (·)]> 2 R2, then we
approximate h1 (·) and h2 (·) by 1

M

PM
i=1 � (·, ✓i)↵(1)

i

and 1
M

PM
i=1 � (·, ✓i)↵(2)

i , respectively; i.e., h1 (·) and
h2 (·) share the same set of random Fourier features but
have different parameters ↵. We make this design choice
to reduce the feature map to � (z, ✓) = �

�
w

>
z + b

�
and

avoid the tuning of B (w).

B. Cart-Pole Scenario
Simulation Setup. We consider a cart-pole system, where

a cart of mass mc connects via a prismatic joint to a 1D
track, while a pole of mass mp and length 2l is hinged to the
cart. The state vector x includes the horizontal position of the
cart x, the velocity of the cart ẋ, the angle of the pole with
respect to vertical ✓, and the angular velocity of the pole ✓̇. The
control input is the force F applied to the center of mass of the
cart. The goal of the cart-pole is to stabilize at (x, ẋ, ✓, ✓̇) =
(0, 0, 0, 0). The dynamics of the cart-pole are [80]:

ẍ =
mpl

⇣
✓̇
2 sin ✓ � ✓̈ cos ✓

⌘
+ F

mc +mp
,

✓̈ =
g sin ✓ + cos ✓

⇣
�mpl✓̇

2 sin ✓�F
mc+mp

⌘

l

⇣
4
3 � mp cos2 ✓

mc+mp

⌘ ,

(16)

where g is the acceleration of gravity.
To control the system, we will employ MPC at 15Hz

with a look-ahead horizon N = 20. We use quadratic cost
functions with Q = diag ([5.0, 0.1, 5.0, 0.1]) and R = 0.1.
We use the fourth-order Runge-Kutta (RK4) method [81] for
discretizing the above continuous-time dynamics. The true
system parameters are mc = 1.0, mp = 0.1, and l = 0.5 but
the parameters for the nominal system dynamics are scaled
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Fig. 3: Simulation Results of the Cart-Pole Stabilization Experiment in Section V-B. (a) and (b) demonstrate that
Algorithm 1 achieves stabilization in the least time among all tested algorithms. GP-MPC comes second but it incurs a
larger deviation from the stabilization goal (0, 0, 0, 0) than Algorithm 1. NS-MPC and Nominal MPC have similar performance,
showing that the state-of-the-art non-stochastic control methods are insufficient when the unknown disturbance is adaptive. (c)
shows that as Algorithm 1 collects more data, the prediction error decreases.
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(a) Average cumulative stabilization error.
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(b) Average stabilization error with various number
of random features using ⌘ = 0.4.
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(c) Average stabilization error with various learn-
ing rate ⌘s using M = 250 random Fourier
features.

Fig. 4: Simulation Results for the Sensitivity Analysis in Section V-C over the Cart-Pole System. The results suggest
that large M and ⌘ achieves better performance. However, M cannot be arbitrarily large as it increases the computational
complexity of solving eq. (4), shown in Table II.

TABLE I: Computational Performance across Different Methods
for the Cart-Pole System in Section V-B. The table reports the
average and standard deviation of computational time in millisecond.

MPC NS-MPC GP-MPC Ours

Time (ms) 9.63± 3.34 9.94± 3.39 24.28± 38.24 16.28± 21.77

to 75% of the said true values. We use zt = [x>

t u
>

t ]
>. We

use M = 75 random Fourier features and ⌘ = 0.25, and
initialize ↵̂ as a zero vector —an ablation study follows in
the next section. We simulate the setting for 6s and perform
the simulation 10 times with random initialization sampled
uniformly from x 2 [�1, 1], ẋ 2 [�0.1, 0.1], ✓ 2 [�0.2, 0.2],
✓̇ 2 [�0.1, 0.1]. The simulation environment is based on [82]
in Pybullet [83]. We use CasADi [84] to solve eq. (4).

Compared Algorithms. We compare Algorithm 1 with
an MPC that uses the (wrong) nominal system parameters
(Nominal MPC), the non-stochastic MPC (NS-MPC) [45], and
the Gaussian process MPC (GP-MPC) [24]. In more detail,
the Nominal MPC uses the nominal dynamics to select control
input by solving eq. (3). The NS-MPC augments the Nominal

TABLE II: Computational Performance across Different M for
our Method over the Cart-Pole System using ⌘ = 0.4 in
Section V-C. The table reports the average value and standard
deviation of computational time in milliseconds.

M 50 125 250 500 1000

Time (ms) 14.32± 18.80 23.84± 40.36 31.32± 71.47 53.16± 148.94 96.39± 299.99

MPC with an additional control vt input that is updated by
running the online gradient descent algorithm to minimize
the state cost xt+1Qx>

t+1. The GP-MPC learns ĥ (·) with a
sparse Gaussian process (GP) [85], [86] whose data points are
collected online, i.e., GP fixes its hyperparameters and collects
data points (zt, h (zt)) online.

Performance Metric. We evaluate the performance of
Nominal MPC, NS-MPC, GP-MPC, and Algorithm 1 in terms of
their stabilization error kxtk2 and computational time. Also,
we evaluate the prediction accuracy of Algorithm 1 as we
collect more data online via estimation error et.

Results. The results are given in Figure 3 and Table I.
Figure 3(a) and Figure 3(b) demonstrate that Algorithm 1
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achieves stabilization the fastest. GP-MPC comes second but it
incurs a larger deviation from the stabilization goal (0, 0, 0, 0)
than Algorithm 1. NS-MPC and Nominal MPC have similar
performance, showing that the state-of-the-art non-stochastic
control methods are insufficient when the unknown distur-
bance is adaptive. Figure 3(c) shows a fast convergence of the
estimation error: the error decreases to around 0.1 within 2s
(i.e., less than 30 iterations), which benefits our stabilization
goal as shown in Figure 3(b). In Table I, Nominal MPC is the
most computationally efficient, followed by NS-MPC since the
online gradient descent update of vt only needs one projection
step. Our method maintains the expressiveness of random
Fourier features such that it learns the unknown dynamics due
to incorrect model parameters and is computationally more
efficient than GP-MPC.

C. Sensitivity Analysis over Cart-Pole Scenario
Simulation Setup. We consider the same simulation setup

as in section V-B. In addition, we run the simulation with
various number of random Fourier features and learning rate:
we use M 2 {50, 125, 250, 500, 1000}, and ⌘ 2
{0.001, 0.01, 0.05, 0.1, 0.2, 0.4, 0.6, 0.8, 1}.

Performance Metric. We evaluate the performance of
Algorithm 1 in terms of the stabilization error kxtk2 and
cumulative stabilization error

PT
t=1kxtk2. Also, we consider

the computational time for calculating control inputs with
different M while fixing ⌘.

Results. The results are given in Figure 4 and Table II. First,
we notice that Algorithm 1 has similar performance as Nominal
MPC for small ⌘, i.e., ⌘  0.01, regardless of M . The reason
is that very small ⌘ will keep ↵̂ to stay around zero. Figure 4
suggests that large M and ⌘ achieve better performance. For
M = 50 and M = 125, increasing ⌘ to 1 causes worse
performance, due to overshoot behaviors in estimating ↵̂ and,
therefore, steady-state error. This can be avoided by increasing
M . Figure 4(a) shows that the cumulative stabilization error
cannot be improved after M � 500. Further, Table II shows
that increasing M makes the optimization problem in eq. (4)
computationally expensive and prevents the method from real-
time implementations, as the frequency of MPC is less than
3 Hz with M � 250 in Python.

Another tuning parameter is the standard deviation of
the Gaussian distribution from which wi are sampled. This
depends on the magnitude of feature vector zt, since they
multiply together per the definition of feature map � (z, ✓) =
�
�
w

>
z + b

�
. Hence, if zt has a large magnitude, the stan-

dard deviation might need to be small. Alternatively, we can
normalize zt based on its magnitude and start tuning with a
standard Gaussian distribution.

D. Quadrotor Scenario
Simulation Setup. The quadrotor dynamics, the simulation

environment, and the controller setup are as follows:
1) Quadrotor Dynamics:

ṗ = v, mv̇ = mg + f + fa, (17)

q̇ =
1

2
q ⌦


0
!

�
, J !̇ = �! ⇥ J! + ⌧ , (18)

where p 2 R3 and v 2 R3 are position and velocity in
the inertial frame, q is the quaternion, ⌦ is the quaternion
multiplication operator, ! 2 R3 is the body angular velocity,
m is the quadrotor mass, J is the inertia matrix of the
quadrotor, g is the gravity vector, f = R [0 0 T ]> 2 R3 and
⌧ 2 R3 are the total thrust and body torques from the four
rotors, T is the thrust from the four rotors along the z�axis
of the body frame, and fa 2 R3 is the aerodynamic force.

2) Gazebo Environment and Control Architecture: We em-
ploy the AscTec Hummingbird quadrotor model using the
RotorS simulator in Gazebo [87]. The RotorS simulator
implements the rotor drag as aerodynamic effects, which is
a linear mapping with respect to the body frame velocity [88].
We use the following control architecture: the MPC is running
at 50Hz, takes as input the reference trajectory, and outputs
the desired total thrust and desired body angular velocity to
the low-level body rate controller [89], [90]; the body rate
controller is running at 200Hz, then converts them into motor
speed commands to control the quadrotor in the simulator; the
state of the quadrotor is available at 100Hz.

3) Control Design: The MPC uses look-ahead horizon N =
10 simulating the quadrotor dynamics for 1s. We use quadratic
cost functions with Q = diag ([0.5I3, 0.1I4, 0.05I3, 0.01I3])
and R = I4. We use the RK4 method [81] for discretization.
We use as the feature zt the velocity, quaternion, body angular
velocity, and normalized thrust from four rotors. We sample
wi from a Gaussian distribution with standard deviation 0.01.
We use M = 50 random Fourier features and ⌘ = 0.25,
and initialize ↵̂ as a zero vector. We use CasADi [84] and
acados [91] to solve eq. (4).

4) Benchmark Experiment Setup: We consider that the
quadrotor is tasked to track a prescribed trajectory at different
maximal speeds vm, affecting the aerodynamic forces; we
consider four types of reference trajectories: Circle, Wrapped
Circle, Lemniscate, and Wrapped Lemniscate, showed in Fig-
ure 5. We simulate each reference trajectory and each maximal
speed 5 times. We use as the performance metric the root mean
squared error (RMSE) in position.

Compared Algorithms. We compare Algorithm 1 with: a
nominal MPC that assumes no aerodynamic forces (Nominal
MPC), and the Gaussian process MPC (GP-MPC) [23]. The
GP model in [23] is pre-trained. We adopt the default training
procedure per [23]’s open-sourced code: a Nominal MPC is
given 10 random trajectories with maximal speeds vm 2
[6.95, 15.62]; then the Nominal MPC commands the quadrotor
to track these trajectories and collects the training dataset with
3556 data points; finally, the GP model is trained such that fa

is predicted based on body velocities. The prediction of the
GP model is used only for the first step over the look-ahead
horizon. We also combine Algorithm 1 with incremental non-
linear dynamic inversion (INDI) [16] to account for unknown
disturbance in the attitude dynamics in eq. (18).

Results. The results are given in Figure 6 and Figure 7.
In Figure 6, Algorithm 1 demonstrates improved performance
over Nominal MPC and GP-MPC in terms of the tracking
error over all tested reference trajectories and maximal speeds.
The limitation of GP-MPC appears to be: (i) due to com-
putational complexity, the prediction of GP is only used for
one step in MPC; by contrast, Algorithm 1 incorporates ĥ (·)
over the entire look-ahead horizon N ; (ii) GP-MPC may not
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Fig. 5: Reference Trajectory for the Quadrotor Experiments in Section V-D. The blue lines represent the reference
trajectories in 3D. The gray lines are the projection of reference trajectories onto the ground.

2 4 6 8 10 12
0

0.05

0.1

0.15

0.2

0.25

0.3
Nominal MPC
GP-MPC
Ours
Ours (w/ INDI)

(a) Circle trajectory.

5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

(b) Wrapped Circle trajectory.

5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

(c) Lemniscate trajectory.

5 10 15
0

0.05

0.1

0.15

0.2

0.25

0.3

(d) Wrapped Lemniscate trajectory.

Fig. 6: Tracking Performance Comparison for the Quadrotor Experiments in Section V-D. Algorithm 1 demonstrates
improved performance compared to Nominal MPC and GP-MPC in terms of tracking error over all tested reference trajectories
and maximal speeds. Algorithm 1 with INDI achieves the best performance as INDI provides better tracking in attitude dynamics.

perform well if the trajectories in the training dataset are
different from the executed ones; in contrast, Algorithm 1
aims to collect data and learn ĥ (·) online, thus alleviates
such generalization errors. Additionally, the performance of
Algorithm 1 is further improved with INDI. However, due to
the low frequency in INDI control loop (200Hz) and state
estimate (100Hz), the improvement is marginal especially in
high-speed scenarios.3 Figure 7 presents the trajectories of
Nominal MPC, GP-MPC, and Algorithm 1 tracking a Circle
trajectory with vm = 10.07 m/s, and a Lemniscate trajectory
with vm = 14.11 m/s, from t = 40s to t = 50s when the
quadrotor reaches the maximal speeds. In Circle trajectory,
Algorithm 1 clearly achieves the best tracking performance.
In Lemniscate trajectory, Algorithm 1 has good tracking
performance except in the corners where the quadrotor needs
to turn; while Nominal MPC and GP-MPC have tracking errors
along the whole trajectory.

VI. HARDWARE EXPERIMENTS

We evaluate Algorithm 1 in extensive real-world scenarios
of control under uncertainty. For the experiments, we use a
quadrotor as shown in Figure 8 to track a circular trajectory
despite ground effects and wind disturbances (Figure 1). Ad-
ditional results under aerodynamic drag effects and turbulent
effects are given in Appendix I.

3To achieve accurate tracking performance, INDI requires high-frequency
control update (e.g., 500Hz in [16], 300Hz in [57]) and measurements (e.g.,
500Hz motor speed and IMU measurements in [57]) to accurately estimate
the external disturbances.

Quadrotor. The quadrotor dynamics are modeled as in
eqs. (17) and (18) with weight 0.68kg and 0.22m diagonal
motor-to-motor distance. The quadrotor is equipped with an
Nvidia Jetson Orin NX 16GB [92] to handle on-board com-
putation. We use the low-level controller in Holybro Pix32
v6 running PX4-Autopilot firmware [93]. The communication
between Jetson Orin NX and PX4 is through MAVROS [94].
A Vicon motion capture system provides the pose of the
quadrotor at 30Hz, and we use PX4’s Extended Kalman filter
(EKF) to fuse the Vicon measurements with IMU readings
onboard to estimate the quadrotor’s odometry. The odometry
is sent to the controller at 100Hz and MPC runs at 50Hz.

Control Design. We use the same MPC parameters and
feature zt as in Section V-D. We use M = 25 random Fourier
features and ⌘ = 0.05, and initialize ↵̂ as a zero vector. Those
parameters are fixed for all hardware experiments. We use
CasADi [84] and acados [91] to solve eq. (4).

Compared Algorithms. We compare Algorithm 1 with a
nominal MPC that assumes no aerodynamic forces (Nominal
MPC), and the L1-adaptive MPC (L1-MPC) [17]. The L1-MPC
uses the L1 adaptive control to estimate the aerodynamic force
and moment in eqs. (17) and (18). Then, the MPC calculates
the control input based on the estimated aerodynamic force
and moment. We adopt the default parameters of estimation
using L1 adaptive control per [17]’s open-sourced code.

Benchmark Experiment Setup. We consider that the
quadrotor is tasked to track a circular trajectory with diameter
1m at maximal speed vm = 0.8 m/s. We consider the
following disturbance scenarios:

• Ground Effects: We use an elevated foam mat to create
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(b) Sample trajectories in tracking a Lemniscate trajectory with vm =
14.11 m/s.

Fig. 7: Tracking Performance Comparison for the Quadro-
tor Experiments of Circle and Lemniscate Trajectories in
Section V-D. The plots present the trajectories of Nominal
MPC, GP-MPC, and Algorithm 1 tracking a Circle trajectory
with vm = 10.07 m/s, and a Lemniscate trajectory with
vm = 14.11m/s, from t = 40s to t = 50s when the quadrotor
reaches the maximal speeds. The trajectory of Algorithm 1
with INDI is omitted as it overlaps with Algorithm 1 w/o INDI.

the ground effects to the quadrotor (Figure 1, left). The
surface of the foam mat is 0.78m high and the circular
trajectory is set to be 0.85m in height. Half of the circular
trajectory is above the foam mat and the other half is
outside. This setting creates significant ground effects
when the quadrotor is above the foam mat and a sharp
transition between w/ and w/o the ground effects.

• Wind Disturbances: We use a fan to create wind dis-
turbaces (Figure 1, center). The circular trajectory is at
1m height and its center is 3m away from the fan.
The quadrotor experiences wind speed from 2.0 m/s to
5.4 m/s along the circular trajectory, depending on its
distance to the fan. The trajectory ends at a position with
wind speed from 3.5 m/s to 5.0 m/s.

Fig. 8: The quadrotor for the hardware experiments.

• Ground Effects + Wind Disturbances: We combine the
previous two scenarios and now the quadrotor suffers
from both ground effects and wind disturbances (Figure 1,
right). The circular trajectory is at 0.85m and the wind
speed varies from 1.5 m/s to 5.0 m/s along the circular
trajectory. The trajectory ends at a position with wind
speed from 3.3 m/s to 4.7 m/s.

Additional unknown disturbances come from the (i) EKF
estimation errors, (iii) battery’s voltage drop during the flight,
which causes a decrease in motors’ thrust, (iii) communication
latency between Jetson Orin NX and PX4, and (iv) modeling
error of quadrotor dynamics. The resulting unknown h is a
combination of multi-source heterogeneous disturbances. We
conduct each scenario 5 times. We use as the performance
metric the RMSE in position.

Results. The results are given in Figure 9, Figure 10,
Figure 11, and Figure 12. Figure 9 shows that our algorithm
achieves the best performance in average RMSE over all
tested scenarios. Nominal MPC is the worst as it does not
account for unknown disturbances, and it has increased z-
direction tracking error during the flight due to insufficient
thrust caused by voltage drop (Figure 10 and Figure 11,
top right). Nominal MPC fails under both ground effects and
wind disturbances (Figure 12) due to strong wind and voltage
drop. L1-MPC has improved performance over Nominal MPC
by compensating for the estimated disturbances. However, it
does not account for the future evolution of the unknown
disturbances and has large tracking error when the unknown
disturbances change abruptly, e.g., a sharp transition between
the ground and free space (Figure 10, top right). In contrast,
Algorithm 1 learns the model of unknown disturbances for
predictive control, and therefore, achieves the best tracking
performance even when the unknown disturbances change
abruptly. Algorithm 1 achieves up to 75% and 60% improve-
ment in average RMSE over Nominal MPC and L1-MPC,
respectively. In addition, Algorithm 1 using the same set of pa-
rameters can learn different unknown disturbances, i.e., ground
effects (Figure 10), wind disturbances (Figure 11), a combina-
tion of ground effects and wind disturbances (Figure 12), and
voltage drop. This is enabled by the self-supervised learning
framework using the data collected online.

VII. RELATED WORK

We discuss work on system identification and control across
the research topics of adaptive control; robust control; control
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Fig. 9: Tracking Performance Comparison for the Hardware Quadrotor Experiments in Section VI. The error bar
represents the minimum and maximum RMSE. Algorithm 1 (ours) demonstrates improved performance compared to Nominal
MPC and L1-MPC in terms of tracking error over all tested scenarios.
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Fig. 10: Tracking Performance Comparison for the Hardware Quadrotor Experiments Under Ground Effects in
Section VI. The plots present sample trajectories of Nominal MPC, L1-MPC, and Algorithm 1 in x-, y-, and z- position (top)
and the corresponding the cumulative RMSE (CRMSE) (bottom). The inserted plots present the average RMSE (m).

based on offline learning; control based on offline learning
with online adaptation; and control based on online learning.4

Adaptive control: Adaptive control methods often assume
parametric uncertainty additive to the known system dynamics,

4The related work also includes papers on sequential online model learning
and predictive control [62], [65]. These works assume no knowledge of system
dynamics and instead learn the whole system dynamics online. Therefore,
their methods first need to use random control inputs to excite the systems
and estimate the unknown system dynamics; then they design control policy
using the estimated system dynamics. In contrast, in this paper, we consider
only partially unknown dynamics, and we simultaneously estimate unknown
dynamics/disturbances and control the system. Finally, [62], [65] require
persistent excitation to obtain regret guarantees, while we do not.

e.g., parametric uncertainty in the form of unknown coef-
ficients multiplying known basis functions [11]–[13]. These
coefficients are updated online and generate an adaptive
control input to compensate for the estimated disturbances.
These methods often require persistent excitation to guarantee
the exponential stability of the closed-loop system [11]–[13].
In contrast, inspired by [15], our method handles unknown
dynamics and disturbances that can be expressed in repro-
ductive kernel Hilbert space (RKHS), and does not require
persistent excitation to enjoy near-optimality guarantees. [16]–
[18] bypass the assumption of parametric uncertainty and per-
sistent excitation, and directly estimate the value of unknown

This article has been accepted for publication in IEEE Transactions on Robotics. This is the author's version which has not been fully edited and 
content may change prior to final publication. Citation information: DOI 10.1109/TRO.2025.3576969

© 2025 IEEE. All rights reserved, including rights for text and data mining and training of artificial intelligence and similar technologies. Personal use is permitted,
but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: University of Michigan Library. Downloaded on June 08,2025 at 13:57:08 UTC from IEEE Xplore.  Restrictions apply. 



12 IEEE TRANSACTION ON ROBOTICS. PREPRINT VERSION. ACCEPTED APRIL 2025

0 10 20 30 40
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0 10 20 30 40
-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0 10 20 30 40
0.85

0.9

0.95

1

1.05

1.1

0 10 20 30 40
0

20

40

60

80

100

120

0 10 20 30 40
0

20

40

60

80

100

120

0 10 20 30 40
0

10

20

30

40

50

60

70

0.053 0.044 0.0170.059 0.046 0.018 0.033 0.017 0.009

Reference Nominal MPC L1-MPC Ours

Fig. 11: Tracking Performance Comparison for the Hardware Quadrotor Experiments Under Wind Disturbances in
Section VI. The plots present the sample trajectories of Nominal MPC, L1-MPC, and Algorithm 1 in x-, y-, and z- position (top)
and the corresponding CRMSE (bottom). The inserted plots present the average RMSE (m).
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Fig. 12: Tracking Performance Comparison for the Hardware Quadrotor Experiments under both Ground Effects
and Wind Disturbances in Section VI. The plots present sample trajectories of L1-MPC and Algorithm 1 in x-, y-, and z-
position (top) and the corresponding CRMSE (bottom). The inserted plots present the average RMSE (m). Nominal MPC is
not presented since it causes crashes under both ground effects and wind disturbances.
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disturbances. However, the methods therein, as well as, the
relevant method in [14], [15], [19], focus on adaptive control to
compensate for the estimated disturbances, instead of learning
a model of the disturbances to enable model predictive control.

Robust control: Robust control algorithms select control
inputs upon simulating the future system dynamics across a
lookahead horizon [4]–[10]. To this end, they assume a worst-
case realization of disturbances, given an upper bound to the
magnitude of the disturbances [4]–[10]. However, assuming
the worst-case disturbances can be conservative. In addition,
[5]–[10] focus on linear dynamical systems, and [7]–[10] may
be computationally expensive. Hence, the application of these
approaches is often limited to low-dimensional linear systems.

Offline learning for control: This line of work trains
neural-network, Gaussian-process, or Koopman models using
training data collected offline [21]–[31]. [25]–[27] train the
models with data collected from random environments such
that the controller can exhibit robustness to unseen environ-
ments [53], [54], In this paper, instead, we require no offline
data collection and training, employ one-shot online learning
in a self-supervised manner based on data collected online.

Offline learning and online adaption for control: Such
control methods have two components: offline learning and
online adaptation [32]–[38]. The offline learning aims to train
a neural network model using data collected from different
environments, e.g., the disturbances of a quadrotor under dif-
ferent wind speeds, so that the learned neural network model
captures the underlying features across different environments.
The online adaptation aims to update online either all the
parameters of the neural network or only the parameters of
the last layer to better predict unknown disturbances when
encountering new environments. Similar to data-driven control
with only offline learning, the methods need big data for
effective training. Also, updating all parameters online can be
computationally heavy for real-time control [32]–[35]. [36]–
[38] only update the last layer parameters, but either directly
compensate the estimated disturbances without predicting their
future evolution to optimize the controller [36], [37] or it is
computationally expensive to use a neural network in on-board
model predictive control [38]. In contrast, we propose to use
random Fourier features to approximate online a model the
unknown dynamics and disturbances. Our approach allows us
to maintain the computational efficiency of classical finite-
dimensional parametric approximations that can be used in
model predictive control while retaining the expressiveness of
the RKHS with high probability.

Online learning for control: We discuss two lines
of online learning algorithms: non-stochastic control algo-
rithms [39]–[45] and contextual optimization-based control
algorithms [46]–[51]. These methods often quantify the perfor-
mance of the algorithms through regret, i.e., the suboptimal-
ity against an optimal clairvoyant controller that knows the
unknown disturbances and dynamics. Non-stochastic control
algorithms select control inputs based on past information only
since they assume no model that can be used to simulate
the future evolution of the disturbances [39]–[45]. Instead,
they provide controllers with bounded regret guarantees, upon
employing the OCO framework to capture the non-stochastic
control problem as a sequential game between a controller and
an adversary [59]. They rely on the knowledge of a known

upper bound to the magnitude of the disturbances, and a
pre-stabilizing controller. The proposed approaches have been
observed to be sensitive to the choice of the pre-stabilizing
controller and the tuning parameters of OGD, e.g., in [40],
[42], [44]. Contextual optimization-based control algorithms
ignore the system identification step, and optimize control by
minimizing a one-step surrogate cost function, also providing
regret guarantees [46]–[51]. Specifically, such surrogate func-
tion is model based on past information, and depends on the
current control action to be optimized and the known current
state. Then the current control is selected by minimizing
this one-step surrogate cost function due to the lack of a
predictive model. In contrast, our method uses OGD to learn
the model of the disturbances instead of optimizing the online
controller, and uses model predictive control to optimize online
the control input based on the learned online disturbance
model.5 In addition, we consider a stronger definition of
regret than [40]–[45], [49], [50] by (i) allowing the unknown
dynamics and disturbances adaptive to the state and control,
instead of the same disturbances for the designed controller
and the optimal controller [40]–[45], (ii) allowing the optimal
controller to select control input with multi-step prediction into
the future, instead of only one-step prediction [49], [50].

VIII. CONCLUSION

We provided Algorithm 1 for the problem of Simultaneous
System Identification and Model Predictive Control (Prob-
lem 1). Algorithm 1 guarantees no dynamic regret against
an optimal clairvoyant (non-causal) policy that knows the
disturbance function h a priori (Theorem 1). The algorithm
uses random Fourier features to approximate the unknown
dynamics or disturbances in reproducing kernel Hilbert spaces.
Then, it employs model predictive control based on the current
learned model of the unknown dynamics (or disturbances).
The model of the unknown dynamics is updated online in a
self-supervised manner using least squares based on the data
collected while controlling the system.

We validate Algorithm 1 in simulated and hardware exper-
iments. Our physics-based simulations include (i) a cart-pole
aiming to maintain the pole upright despite inaccurate model
parameters (Sections V-B and V-C), and (ii) a quadrotor aim-
ing to track reference trajectories despite unmodeled aerody-
namic drag effects (Section V-D). Our hardware experiments
involve a quadrotor aiming to track a circular trajectory despite
unmodeled aerodynamic drag effects, ground effects, and wind
disturbances (Section VI and Appendix I). We observed that
our method demonstrated better tracking performance and
computational efficiency than the state-of-the-art methods GP-
MPC [23], [24], NS-MPC [45], and L1-MPC [17].
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APPENDIX

A. Extension to Systems with Unmodeled Process Noise
In this section, we provide the extension of Algorithm 1

to systems corrupted with also unmodeled (potentially non-
stochastic) noise that is additive to the system dynamics, i.e.,

xt+1 = f (xt) + g (xt)ut + h (zt) + wt, (19)

where wt represents the unmodeled process noise.
Then, Algorithm 1 guarantees the following.

Corollary 1 (Dynamic Regret in Systems with Process Noise).
Assume Algorithm 1’s learning rate is ⌘ = O

⇣
1/
p
T

⌘
. Then,

for the system in eq. (19), Algorithm 1 achieves

RegretDT  O
⇣
T

3
4

⌘
+ L

vuut
T

TX

t=1

kwtk2. (20)

Compared to Theorem 1, the regret bound in Corollary 1
has an additional term that depends on the energy of the noise
sequence (w1, . . . , wT ), i.e.,

PT
t=1kwtk2. Specifically, when

the energy is less than O(T ), we achieve sublinear regret.

B. Proof of Theorem 1
We use xt1:t2 to denote the sequence (xt1 , . . . , xt2), and

� (·) , 1
M [� (·, ✓1) , . . . , � (·, ✓M )]. We use x̂ to denote the

one-step-ahead prediction given an estimate ↵̂, i.e., x̂t+1 =
f (xk) + g (xk)uk + � (zk) ↵̂t = xt+1 + � (zk) ↵̂� h(zk).

Then, the dynamic regret in Definition 2 can be upper
bounded as follows,

RegretDT =
TX

t=1

ct (xt, ut)�
TX

t=1

ct (x
?
t , u

?
t )


TX

t=1

Vt (xt; ↵̂t)�
TX

t=1

ct (x
?
t , u

?
t )


TX

t=1

Vt (xt; ↵̂t) ,

(21)

where the first inequality holds by definition of Vt (xt; ↵̂t),
and the second inequality holds by

PT
t=1 ct (x

?
t , u

?
t ) � 0.

Hence, we aim to bound
PT

t=1 Vt (xt; ↵̂t). To this end,
we first establish the relationship between Vt (xt; ↵̂t) and
Vt+1 (xt+1; ↵̂t+1) using the following lemmas (the proofs of
them are given in Appendix D and Appendix E).

Lemma 1. Suppose Assumption 1, Assumption 3, and Assump-
tion 4, hold, then for all N >

�
�/�

�2
+1, Vt+1 (x̂t+1; ↵̂t) and

Vt (xt; ↵̂t) satisfy

Vt+1 (x̂t+1; ↵̂t)  ✏Vt (xt; ↵̂t) , (22)

where ✏ = 1�
✓
1� (�/�)2

N�1

◆�
�/�

�
2 (0, 1).

Lemma 1 indicates that the system in eq. (4b) is globally
asymptotic stable [68] when the MPC policy is applied: the

value function keeps decreasing and converges to zero, thus,
the state must converge to zero.

Lemma 2. Suppose Assumption 2, Assumption 3, Assump-
tion 4, and Assumption 5, hold, then Vt+1 (xt+1; ↵̂t+1) and
Vt+1 (x̂t+1; ↵̂t) for eq. (1) satisfy

Vt+1 (xt+1; ↵̂t+1)�Vt+1 (x̂t+1; ↵̂t)  L

⇣p
lt (↵̂t) + k⌘rtk

⌘
.

(23)

Lemma 2 is achieved upon using Assumption 2 to upper
bound |Vt+1 (xt+1; ↵̂t+1) � Vt+1 (x̂t+1; ↵̂t) | with kxt+1 �
x̂t+1k and k↵̂t � ↵̂t+1k.

Using Lemma 1 and Lemma 2, we have

Vt+1 (xt+1; ↵̂t+1)  ✏Vt (xt; ↵̂t) + L

⇣p
lt (↵̂t) + k⌘rtk

⌘
.

(24)
Then, we can bound Vt+1 (xt+1; ↵̂t+1) by

Vt+1 (xt+1; ↵̂t+1)

 ✏Vt (xt; ↵̂t) + L

⇣p
lt (↵̂t) + k⌘rtk

⌘

 ✏
2
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⇣p
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�� (x1) +
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✏
t�k

L

⇣p
lk (↵̂k) + k⌘rkk

⌘
,

(25)
where the last inequality uses Assumption 1 (ii).

Therefore, we have
TX

t=1
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
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(26)
where the second inequality holds by adding positive terms
to
PT

t=1

Pt�1
k=1 ✏

t�1�k
L

⇣p
lk (↵̂k) + k⌘rkk

⌘
to complete

⇣PT
t=0 ✏

t
⌘⇣PT

t=1 L

⇣p
lt (↵̂t) + k⌘rtk

⌘⌘
.

Since x1 is bounded, we have

�

1� ✏
� (x1) = O (1) . (27)

We now upper bound the term
PT

t=1 L
p

lt (↵̂t). By the
Cauchy-Schwarz inequality, we have

TX

t=1

L

p
lt (↵̂t)  L

p
T

vuut
TX

t=1

lt (↵̂t). (28)
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From Proposition 2, we have
PT

t=1 lt (↵̂t)  O
⇣p

T

⌘
.

Thereby, we obtain
TX

t=1

L

p
lt (↵̂t)  O

⇣
T

3
4

⌘
. (29)

Next, we consider the term
PT

t=1 Lk⌘rtk. Since � (·), ↵,
↵̂t are uniformly bounded for all t, then rt is bounded by a
constant G. Then

TX

t=1

Lk⌘rtk
TX

t=1

LGk⌘k O
⇣p

T

⌘
, (30)

where the last inequality holds by ⌘ = O
⇣

1
p
T

⌘
.

Combining eqs. (27), (29) and (30) gives the result in
Theorem 1.

C. Proof of Corollary 1
For eq. (19) where wt is the unmodeled process noise,

we follow similar steps of the proof of Theorem 1, with the
difference of eq. (29):

TX

t=1

L

p
lt (↵̂t)  O

⇣
T

3
4

⌘
+ L

vuut
T

TX

t=1

kwtk2, (31)

due to
PT

t=1 lt (↵̂t) �
PT

t=1 lt (↵) =
PT

t=1 lt (↵̂t) �
PT

t=1kwtk2  O
⇣p

T

⌘
per Proposition 2.

Hence, we obtain

RegretDT  O
⇣
T

3
4

⌘
+ L

vuut
T

TX

t=1

kwtk2. (32)

D. Proof of Lemma 1
Consider that at time step t, the system in eq. (1) is at state

xt and the MPC problem becomes

argmin
ut, ..., ut+N�1

t+N�1X

k=t

ck (xk, uk)

subject to xk+1 = f (xk) + g (xk)uk + � (zk) ↵̂t,

uk 2 U , k 2 {t, . . . , t+N � 1}.
(33)

Let û
t
0:N�1 and x̂

t
t:t+N be the optimal control input and

state sequences to the above problem, where the superscript
denotes the MPC problem is solved at time step t. We use
x̂
t
t+k ,  t

�
k, xt, û

t
0:N�1; ↵̂t

�
as the state reached from xt by

applying û
t
0:k�1 to the system dynamics with parameter ↵̂t.

By definition,  t

�
k, xt, û

t
0:N�1; ↵̂t

�
satisfies

 t

�
k, xt, û

t
0:N�1; ↵̂t

�
=  t

�
k, xt, û

t
0:k�1; ↵̂t

�
, (34)

 t

�
k, xt, û

t
0:k�1; ↵̂t

�
=  t+1

�
k � 1, x̂t

t+1, û
t
1:k�1; ↵̂t

�
,

(35)

where the first equality holds since x̂
t
t+k does not depend on

û
t
k:N�1, and the second equality holds by the evolution of

system dynamics xk+1 = f (xk) + g (xk)uk + � (zk) ↵̂t.

Then, we have

Vt (xt; ↵̂t)

=
N�1X

k=0

ct+k

�
 t

�
k, xt, û

t
0:k�1; ↵̂t

�
, û

t
k

�

= ct

�
xk, û

t
0

�
+

N�2X

k=0

ct+k+1

�
 t

�
k + 1, xt, û

t
0:k; ↵̂t

�
, û

t
k+1

�

= ct

�
xk, û

t
0

�
+

N�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

= ct

�
xk, û

t
0

�
+

j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

+
N�2X

k=j�1

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

= ct

�
xk, û

t
0

�
+

j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

+
N�j�1X

k=0

ct+k+j

�
 t+1

�
k + j � 1, x̂t

t+1, û
t
1:k+j�1; ↵̂t

�
, û

t
k+j

�

= ct

�
xk, û

t
0

�
+

j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

+
N�j�1X

k=0

ct+k+1

�
 t+j

�
k, x̂

t
t+j , û

t
j:k+j�1; ↵̂t

�
, û

t
k+j

�
.

(36)

Similarly,

Vt+1 (x̂t+1; ↵̂t) = Vt+1

�
x̂
t
t+1; ↵̂t

�

=
N�1X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t+1
0:k�1; ↵̂t

�
, û

t+1
k

�

=
j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t+1
0:k�1; ↵̂t

�
, û

t+1
k

�

+
N�2X

k=j�1

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t+1
0:k�1; ↵̂t

�
, û

t+1
k

�

=
j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t+1
0:k�1; ↵̂t

�
, û

t+1
k

�

+
N�jX

k=0

ct+k+j

⇣
 t+1

⇣
k + j � 1, x̂t

t+1, û
t+1
0:k+j�2; ↵̂t

⌘
, û

t+1
k+j�1

⌘


j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

+ min
v0:N�j

N�jX

k=0

ct+k+j

�
 t+j

�
k, x̂

t
t+j , v0:k�1; ↵̂t

�
, vk

�


j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�

+ Vt+j

�
x̂
t
t+j ; ↵̂t

�
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
j�2X

k=0

ct+k+1

�
 t+1

�
k, x̂

t
t+1, û

t
1:k; ↵̂t

�
, û

t
k+1

�
+ ��

�
x̂
t
t+j

�
,

(37)

where the first inequality is due to sub-optimal control se-
quence û

t
1:k and the definition of û

t+1
j�1:N�1, the second

inequality holds by definition of Vt+j

�
x̂
t
t+j ; ↵̂t

�
, and the last

inequality is due to Assumption 1 (ii).
Combining eq. (36) and eq. (37) gives

Vt+1 (x̂t+1; ↵̂t)� Vt (xt; ↵̂t)

 ��
�
x̂
t
t+j

�
� ct

�
xt, û

t
0

�

 ��
�
x̂
t
t+j

�
� �� (xt) ,

(38)

where the last inequality uses Assumption 1 (i).
Using Assumption 1 and x̂

t
t+j =  t

�
j, x̂

t
t, û

t
0:j�1; ↵̂t

�
, for

any j 2 [1, N � 1], we have

�

N�1X

k=0

�
�
x̂
t
t+j

�


N�1X

k=0

ct+k

�
 t

�
j, x̂

t
t, û

t
0:j�1; ↵̂t

�
, û

t
k

�

= Vt (xt; ↵̂t)

 �� (xt) .

(39)

Hence, there exists j 2 [1, N � 1], such that �
�
x̂
t
t+j

�


�/�
N�1� (xt). Then, eq. (38) becomes

Vt+1 (x̂t+1; ↵̂t)� Vt (xt; ↵̂t)


 �

�/�
�2

N � 1
� 1

!
�� (xt)


 �

�/�
�2

N � 1
� 1

!
�
�/�

�
Vt (xt; ↵̂t)

(40)

Then, for all N >
�
�/�

�2
+ 1, we have

Vt+1 (x̂t+1; ↵̂t)  ✏Vt (xt; ↵̂t) , (41)

where ✏ , 1�
✓
1� (�/�)2

N�1

◆�
�/�

�
< 1.

E. Proof of Lemma 2

We first establish the Lipschitzness of the value function
and boundedness of state by the following lemmas.

Lemma 3 (Lipschitzness of Value Function). Under Assump-
tion 2, the value function is Lipschitz in the initial condition
x and the parameter ↵̂ over bounded domain sets, i.e.,
there exists a constant L such that |Vt (x; ↵̂)� Vt (x0; ↵̂0) |
L (kx� x

0k+k↵̂� ↵̂
0k), 8x, x0

, ↵̂, ↵̂
0 such that kx� x

0k
R1 and k↵̂�↵̂0k R2 for some constants R1 � 0 and R2 � 0.

Lemma 4 (Boundedness of State). Under Assumption 1 and
Assumption 5, the state xt is bounded for all t.

Then we have
Vt+1 (xt+1; ↵̂t+1)� Vt+1 (x̂t+1; ↵̂t)

 L (kx̂t+1 � xt+1k+k↵̂t+1 � ↵̂tk)
= L (k� (zt) ↵̂t � � (zt)↵k+k↵̂t+1 � ↵̂tk)

= L

⇣p
lt (↵̂t) + k↵̂t+1 � ↵̂tk

⌘

 L

⇣p
lt (↵̂t) + k⌘rtk

⌘
,

(42)

where the first inequality holds per Assumption 2, the first
equality holds per Assumption 5, the second inequality holds
by definitions of lt (↵̂t), and the second inequality holds by
the Pythagorean theorem [59, Theorem 2.1].

F. Proof of Lemma 3
Given that ct (xt, ut) and xk+1 = f (xk) + g (xk)uk +

ĥ (zk) are locally Lipschitz in xt, ut, and ↵̂, we have that the
objective function in eq. (5) is locally Lipschitz in the initial
condition x, uk and ↵̂ by substituting eq. (5b) into eq. (5a).
Also, since U is compact, the objective function is Lipschitz
in U ⇥ . . . ⇥ U and the value function is Lipschitz in x and
↵̂. Then the proof follows the same steps in the proof of [66,
Theorem C. 29]

G. Proof of Lemma 4
Under Assumption 5, since � (·), ↵, ↵̂t are uniformly

bounded for all t, then lt (↵̂t) and rt are bounded for all
t. From eq. (25), we have:

Vt+1 (xt+1; ↵̂t+1)

 ✏
t
�� (x1) +

tX

k=1

✏
t�k

L

⇣p
lk (↵̂k) + k⌘rkk

⌘

 ✏
t
�� (x1) +

µ

1� ✏

 �� (x1) +
µ

1� ✏
,

(43)

where the second inequality holds with µ as the uniform
upper bound of L

⇣p
lt (↵̂t) + k⌘rtk

⌘
for all t, and the third

inequality holds by ✏ 2 (0, 1).
Under Assumption 1, we have

� (xt) 
1

�
ct (xt, ut) 

1

�
Vt (xt; ↵̂t)

 �

�
� (x1) +

µ

�(1� ✏)
,

(44)

where we obtain that � (xt) is bounded by constant �
�� (x1)+

µ
�(1�✏) . Hence, xt is bounded for all t.

H. Discussion on State Constraints
In the MPC problem in eq. (4), we can combine several

approaches with the current framework to handle state con-
straints. For example:

• Safety filter with robust control barrier function [96].
Since this can arbitrarily modify the control and the
resulting state, the no-regret guarantee (Theorem 1) can
be difficult to derive.
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Fig. 13: Tracking Performance Comparison for the Quadrotor Experiments in Section VI. the quadrotor tracking the
circular trajectory at maximal speeds 0.8m/s and 1.3m/s w/o adding ground effects and wind disturbances. The error bar
represents the minimum and maximum RMSE. Algorithm 1 demonstrates improved performance compared to Nominal MPC
and L1-MPC in terms of tracking error over all tested scenarios.

• Robust safety in robust MPC with an assumption of
bounded kh (·) k [4], [97], [98]. If the Lipschitzness of the
value function can be obtained [99, Theorem 4.14], we
expect that Theorem 1 (no-regret guarantee) would still
hold when the ut in dynamic regret definition is obtained
by solving MPC (eq. (4)) with tightened state constraints.

• Uncertainty quantification using the set-membership al-
gorithm [100] for the case of time-invariant optimal
parameter ↵?. Under the assumption of bounded kh (·) k,
this method essentially prunes the uncertainty set D (Bh)
at every time step using the observed h (zt), and the
pruned uncertainty set Dt is non-expanding. Then in
line 9 of Algorithm 1, we need to project ↵̂0

i,t+1 onto Dt,
and the Proposition 2 remains the same. We can apply an
approach similar to the robust safety method for deriving
tightened state constraints and regret guarantees.

I. Additional Results of Hardware Experiments
In this section, we provide additional hardware experiments

results to Section VI of the quadrotor tracking the circular
trajectory at speeds 0.8m/s and 1.3m/s w/o ground effects
and wind disturbances. In this case, the quadrotor suffers
from unknown body drag, rotor drag, and turbulent effects
caused by the propellers. The results are given in Figure 13.
Algorithm 1 demonstrates improved performance compared to
Nominal MPC and L1-MPC in terms of tracking error in both
cases of maximal speeds.
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