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Abstract Reanalysis data show a significant weakening of summertime circulation in the Northern
Hemisphere (NH) midlatitudes in the satellite era with implications for surface weather extremes. Recent work
showed the weakening is not significantly affected by changes in the Arctic, but did not examine the role of
different anthropogenic forcings such as aerosols. Here we use the Detection and Attribution Model
Intercomparison Project (DAMIP) simulations to quantify the impact of anthropogenic aerosol and greenhouse
gas forcing. The DAMIP simulations show aerosols and greenhouse gases contribute equally to zonal‐mean
circulation weakening. Regionally, aerosol dominates the Pacific storm track weakening whereas greenhouse
gas dominates in the Atlantic. Using a regional energetic framework, we show why the impact of aerosol is the
largest in the Pacific. Reduced sulfate aerosol emissions over Eurasia and North America increase (clear‐sky)
surface shortwave radiation and turbulent fluxes. This enhances land‐to‐ocean energy contrast and energy
transport via stationary circulations to the ocean. Consequently, energy converges poleward of oceanic storm
tracks, demanding weaker poleward energy transport storm tracks, and the storm tracks weaken. The impact is
larger over the Pacific following the larger emission decrease over Eurasia than North America. Similar yet
opposite, increased aerosol emissions over South and East Asia decrease shortwave radiation and weaken land‐
to‐ocean energy transport. This diverges energy equatorward of the Pacific storm track, further weakening it.
Our results show aerosols are a dominant driver of regional circulation weakening during the NH summertime in
the satellite era and a regional energetic framework explaining the underlying processes.

Plain Language Summary Over the last four decades, Northern Hemisphere summertime westerlies
and weather systems have weakened. While this has important implications for weather and its extremes, how
different anthropogenic forcings, such as aerosols and greenhouse gases, have impacted the weakening is
currently unclear. Using coordinated climate model simulations, we show anthropogenic aerosols are as
important as greenhouse gases for the weakening of the weather systems and the most important over the
Pacific. Efforts to reduce aerosol emissions over North America and Europe increased the solar energy reaching
the surface, whereas heightened pollution from Asia decreased the solar energy reaching the surface. As a result,
energy increases at higher latitudes and decreases at lower latitudes, weakening the equator‐to‐pole energy
(temperature) difference consistent with weaker weather systems. This effect is greater in the Pacific. Our
results emphasize that how aerosol emissions will evolve in the future has important implications for regional
climate change.

1. Introduction
Climatologically, the Northern Hemisphere (NH) midlatitude circulation is the weakest during summertime
(Hoskins & Hodges, 2019; Shaw et al., 2018). Under anthropogenic forcing, the NH summertime circulation is
projected to become weaker over the 21st century (Coumou et al., 2015; Harvey et al., 2020; O’Gorman, 2010;
Shaw et al., 2018; Shaw & Voigt, 2015). Over the satellite era (1980 to present), reanalysis data show a statis-
tically significant weakening of the zonal‐mean NH summertime circulation, including storm tracks and jets
(Chang et al., 2016; Chemke & Coumou, 2024; Coumou et al., 2015; Dong et al., 2022; Gertler & O’Gor-
man, 2019; Kang et al., 2023). The weakening of the summertime midlatitude circulation implies more persistent
summertime weather (Pfleiderer et al., 2019), which could have an important influence on temperature extremes
(Chang et al., 2016; Lehmann & Coumou, 2015) and local air quality (Leibensperger et al., 2008). Hence, it is
essential to understand the drivers and mechanisms responsible for the weakening.
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The weakening of the NH summertime circulation in the satellite era has been hypothesized to be related to Arctic
Amplification which weakens the equator‐to‐pole temperature gradient (Coumou et al., 2015, 2018). However,
Kang et al. (2023) used climate model simulations with nudged Arctic sea ice to show that Arctic sea ice loss and
Arctic Amplification do not significantly contribute to the summertime circulation weakening in the satellite era.
Instead, Kang et al. (2023) suggested anthropogenic forcing in the absence of Arctic Amplification or Arctic sea
ice loss dominates the circulation weakening. Anthropogenic forcings include direct CO2 radiative forcings
(Shaw et al., 2018; Shaw & Voigt, 2015, 2016) and aerosols (Dong et al., 2022; Dong & Sutton, 2021).

Both CO2 direct radiative and aerosol forcings directly impact the energy balance over land and thereby affect
the summertime circulation. For example, Shaw et al. (2018) revealed that direct CO2 radiative forcing over
high latitude land (see Figure 1c in Shaw and Voigt (2016)) weakens the NH summertime zonal‐mean storm
tracks by increasing local surface turbulent fluxes and thereby weakening the equator‐to‐pole energy gradient.
Dong et al. (2022) demonstrated that anthropogenic aerosol forcing has induced high‐latitude warming and
low‐latitude cooling across the Eurasian continent, which through thermal wind balance leads to a weakening of
the summertime Eurasian jet. Chemke and Coumou (2024) reported aerosols and greenhouse gases both
contribute to weakening zonal‐mean storm tracks in CESM2 (Danabasoglu et al., 2020). However, it is
currently unclear how anthropogenic aerosol emissions, which occur over the land, impact the circulation
downstream.

Anthropogenic aerosol can impact atmospheric circulation through aerosol‐radiation and/or aerosol‐cloud effects
(Allen & Sherwood, 2011; Dong et al., 2022; Dow et al., 2021; Ming et al., 2011; Ming & Ramaswamy, 2009;
Shen & Ming, 2018; Wang et al., 2014), mediated by ocean‐atmosphere interactions (Xie et al., 2013). In the
satellite era, the primary feature of aerosol emissions change is the decrease in sulfate aerosols (shortwave re-
flectors) over Europe and North America, and the increase over South and East Asia (Hodnebrog et al., 2024;
Hoesly et al., 2018; Klimont et al., 2013; Quaas et al., 2022). The direct effects from these emission changes are
spatially inhomogeneous clear‐sky surface shortwave trends that are opposite to the aerosol emission trends (Diao
et al., 2021; Dong et al., 2022; Schumacher et al., 2024). Previous work studied how the spatially inhomogeneous
shortwave radiation changes expand and shift the annual‐mean Hadley circulation (Diao et al., 2021; Wang
et al., 2015), and weaken northward energy transport (Needham & Randall, 2023), and showed that they can
induce different surface temperature trends over the Pacific and Atlantic oceans (Diao et al., 2021; Kang
et al., 2021). However, it is currently unclear how aerosol changes impact the regional circulation during NH
summertime and what the underlying mechanisms are.

In this study, our objective is to quantitatively assess the impact of anthropogenic aerosols on the recent regional
weakening of the NH summertime circulation, with a particular focus on storm tracks. To achieve this, we address
the following questions. (a) How do different anthropogenic forcings impact the regional summertime circulation
weakening in the satellite era? Do they have the same impact on the Pacific and Atlantic storm tracks? (b) What
physical mechanisms connect the regional aerosol changes over land to circulation trends during NH summer-
time? Is the mechanism similar to other shortwave radiation forcing, for example, the response to Arctic sea ice
loss, the seasonal transition, or changes in insolation like during the mid‐Holocene (Boos & Korty, 2016; Kang
et al., 2023; Shaw et al., 2018; Shaw & Smith, 2022)? The questions are answered using the CMIP6 Detection and
Attribution Model Intercomparison Project (DAMIP, Gillett et al., 2016) simulations and a regional energetic
framework (Boos & Korty, 2016) that connects the atmospheric circulation to the shortwave radiation trends
induced by regional aerosol emissions.

2. Data and Methods
2.1. Reanalysis Data Sets

We use reanalysis data sets to quantify the circulation trends in the satellite era. To account for observational
uncertainty (Schmidt, 2013), we use four reanalysis data sets: CFSR/CFSv2 (Saha et al., 2010, 2014), MERRA2
(Gelaro et al., 2017; Hersbach et al., 2020), and JRA3Q (Kosaka et al., 2024), which are the latest data sets from
different reanalysis centers.

The reanalysis trends from 1980 to 2020 are quantified as the slope of least‐squares fit linear regression, and the
statistical significance is evaluated as the 95% confidence level using a two‐sided Student's t‐test.
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2.2. CMIP6 DAMIP Simulations

We use the CMIP6 DAMIP (Gillett et al., 2016) simulations to quantitatively separate the role of anthropogenic
aerosols from greenhouse gas forcing on the summertime circulation trends in the satellite era. The single forcing
simulations for anthropogenic aerosol (hist‐aer, hereafter AER), greenhouse gas (hist‐GHG, hereafter GHG), and
natural forcing (hist‐nat, hereafter NAT) are compared with the historical (1980–2014) and SSP245 (2015–2020)
simulations (hereafter ALL for all forcing) in the CMIP6 ScenarioMIP (Eyring et al., 2016). The aerosol forcing
in the AER simulation represents decreasing sulfate aerosol emissions over Europe and North America and
increasing sulfate aerosols and black carbon over South and East Asia in the satellite era (Gidden et al., 2019;
Hoesly et al., 2018). Further details of historical aerosol forcing in the AER simulations are introduced in Hoesly
et al. (2018).

To answer the first series of questions, we use all models and realizations that have daily mean variables to
quantify circulation trends across ALL, GHG, AER, and NAT simulations. For zonal and meridional winds at
pressure levels, there are 35 simulations from 8 models, and for sea‐level pressure (SLP), there are 43 simulations
from 11 models (Table S1 in Supporting Information S1). To answer the second series of questions, we utilize 26
simulations from 5 models that have daily‐mean meridional wind, temperature, geopotential, and specific hu-
midity in AER simulations (Table S1 in Supporting Information S1). The ensemble mean is created by taking an
average across all simulations. Although different models have different numbers of realizations, the results are
consistent if we first average across different realizations in different models and then take the multi‐model mean,
as we show later. The ensemble‐mean trend likely represents the forced response to individual forcings, and the
ensemble spread represents both structural uncertainty and internal variability (Deser et al., 2020). As in rean-
alysis, the trends are calculated from 1980 to 2020 for each realization.

2.3. Summertime Circulation Metrics

We evaluate the summertime circulation trends using various metrics across reanalyses and DAMIP simulations.
We specifically focus on those documented in previous work and available across a sufficient number of sim-
ulations, which are as follows.

We quantify summertime (June‐July‐August) storm tracks using two different metrics. First, we use vertically
integrated eddy kinetic energy (hereafter EKE) defined as follows (Kang et al., 2023):

EKE =
1
g

∫

10hPa

ps

u′2 + v′2

2
dp. (1)

Here, the overbar denotes the monthly mean and the primes denote deviations therefrom. Note that daily‐mean u
and v are used and vertical integration is performed along selected 8 pressure levels available in the DAMIP
simulations (1000, 850, 700, 500, 250, 100, 50, and 10 hPa). We use daily‐mean surface pressure (ps) , but this is
replaced with monthly mean when unavailable.

The second metric for storm track intensity is the extratropical cyclone activity (hereafter ECA, Chang
et al., 2016; Gertler et al., 2020) representing 24‐hr SLP variance defined as follows:

ECA = (SLP(t + 24hrs) − SLP(t))2, (2)

where SLP(t) is daily‐mean SLP. Compared to EKE, ECA represents storm track intensity near the surface.

In addition to storm track metrics, we quantify trends in summertime jet stream using zonal wind at 500 hPa
pressure level (hereafter U500 e.g., Coumou et al., 2015). Our results for U500 trends are broadly consistent with
Dong et al. (2022), who documented zonal wind trends at 200 hPa.

2.4. Energetic Framework for Regional Storm Tracks

In order to understand the connection between aerosol forcing, which induces trends in surface shortwave ra-
diation over land, and the storm tracks, we use the moist static energy (MSE) framework. The MSE framework
can connect surface shortwave radiation and storm track intensity by considering surface energy and atmospheric
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(MSE) energy budget equations. The MSE framework has been successfully used to explain the zonal‐mean
storm track response to changes in shortwave radiation induced by sea ice loss (Shaw & Smith, 2022), the
seasonal cycle (Barpanda & Shaw, 2020), as well as the impact of topography and the ocean circulation (Shaw
et al., 2022). Here we extend the MSE framework to quantify regional (zonally varying) storm track response to
aerosol forcing.

Previous work showed that aerosol emissions and associated aerosol optical depth trends impact surface short-
wave radiation over land (Diao et al., 2021; Dong et al., 2022). For example, the decreasing sulfate aerosol
emissions and increasing surface shortwave radiation trends over Eurasia and North America can impact the
atmospheric energy budget by increasing the surface turbulent (sensible and latent) fluxes, which are connected
via the surface energy budget (e.g., Kang et al., 2023; Shaw & Smith, 2022):

SWs = TF + LWs + NA, (3)

where SWs is the surface shortwave radiation, TF is surface turbulent fluxes, LWs is the surface longwave ra-
diation, and NA is the non‐atmospheric fluxes (e.g., surface heat storage and ocean heat flux divergence). Over
land where aerosols impact shortwave radiation, the NA term is negligible since land does not store energy. If LWs
trends are small, increasing surface shortwave radiation (SWs) trends will be mostly balanced by increasing
surface turbulent flux trends (TF) over land.

The aerosol‐induced surface turbulent flux trends over land can then impact the atmospheric energy export from
land. This relationship can be quantified using the atmospheric MSE (denoted m) budget (Kang et al., 2008; Shaw
& Smith, 2022):

TF + Ra = ∇ ⋅ F + ∂t{h}, (4)

where Ra is the radiative cooling, F = ({um}, {vm}) is the vertically integrated (denoted { ⋅ }) atmospheric MSE

flux divergence, and ∂t{h} is the atmospheric heat storage (h is the moist enthalpy). Note that all terms are in units
of W m−2.

Thus, increasing surface turbulent flux trends will lead to increasing atmospheric MSE flux divergence (∇ ⋅ F),
suggesting more energy is exported from land, assuming other terms (Ra and ∂t{h}) are negligible. The increased
contrast in the atmospheric MSE budget between land and ocean strengthens land‐to‐ocean energy transport. For
example, during the spring‐to‐summer seasonal transition when surface turbulent fluxes over land increase (in
response to increased shortwave radiation), energy diverges over land and converges over ocean (Donohoe &
Battisti, 2013) showing land‐to‐ocean energy transport. These ideas describe land‐ocean energy coupling in the
NH midlatitudes (e.g., Shaw & Voigt, 2015).

The atmospheric MSE flux divergence is accomplished by transient eddies (storm tracks) and stationary
circulations,

∇ ⋅ F = ∇ ⋅ FTE + ∇ ⋅ FSC, (5)

where FTE = ({u′m′}, {v′m′}) and FSC = ({ūm̄}, {v̄m̄}) are vertically integrated atmospheric MSE flux vectors

due to transient eddies (storm tracks) and stationary circulations, respectively. The primes denote deviation from
the monthly mean, and FTE is calculated by multiplying wind and MSE anomalies and integrating the product
over 8 pressure levels. Then, ∇ ⋅ FSC is calculated as ∇ ⋅ F − ∇ ⋅ FTE after calculating ∇ ⋅ F from Equation 4. The

magnitude of FTE, particularly the meridional component {v′m′}, represents the storm track intensity. Here the

stationary circulations include stationary waves, jet stream, and mean meridional circulations. Land‐ocean energy
coupling is mainly in the zonal direction (Donohoe & Battisti, 2013) and accomplished by the stationary cir-
culation, FSC. The decomposition in Equation 5 also demonstrates the importance of stationary circulations in
understanding storm tracks (Barpanda & Shaw, 2017; Kaspi & Schneider, 2013; Shaw et al., 2018).

To connect to the storm tracks, we can isolate the transient eddy component,
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∇ ⋅ FTE = TF + Ra − ∇ ⋅ FSC − ∂t{h}, (6)

where the regional MSE flux divergence due to storm tracks is connected to surface turbulent fluxes and sta-
tionary circulations. The storm track (FTE) response to the change in TF over land and energy transport from FSC
can be determined following (Boos & Korty, 2016),

FTE
∗ = ∇L(TF + Ra − ∇ ⋅ FSC − ∂t{h}), (7)

where L = ∇−2 is the inverse Laplacian operator. The term FTE
∗ is an approximate solution to FTE (∼90% of FTE

in regional storm tracks, Figure A1). Further mathematical details explaining the relationship between FTE
∗ and

FTE are included in Appendix A. Considering the inverse Laplacian (L) as a negative sign, Equation 7 satisfies the
intuition that FTE points downgradient of the energy flux.

The regional storm track intensity is then defined as ITE = 2πacosϕF y,∗
TE , where a is the Earth's radius and F y,∗

TE is
the meridional component of FTE

∗ . The regional storm track intensity, ITE, is similar to 2πacosϕ{v′m′}

(Figure A1). By multiplying 2πacosϕ to Equation 7 and focusing on the meridional component, an equation for
regional storm track intensity is obtained.

ITE = 2πacosϕ∂yL(TF + Ra − ∇ ⋅ FSC − ∂t {h})

= ITF + IRa − ISC − I∂ t{h}

(8)

From above, −ISC = 2πacosϕ∂yL(−∇ ⋅ FSC) shows that storm track intensity will depend on the meridional
gradient of L(−∇ ⋅ FSC) or similarly ∇ ⋅ FSC. Thus, oceanic storm tracks can weaken when stationary circulations
converge energy at high latitudes as a result of energy transport from upstream land. All terms have a unit of PW
and are defined at every longitude and latitude.

3. Results
3.1. Impact of Anthropogenic Forcings on Summertime Circulation Weakening

3.1.1. Zonal‐Mean Trends

The satellite‐era summertime circulations quantified by EKE, ECA, and U500 weaken across reanalysis data sets
(black, Figures 1a–1c), consistent with trends reported in previous work (Chang et al., 2016; Chemke & Coumou,
2024; Coumou et al., 2015; Dong et al., 2022; Gertler & O’Gorman, 2019; Kang et al., 2023). The weakening
trends in reanalysis data sets are statistically significant across most metrics (Figures 1d–1f). The average EKE,
ECA, and U500 trends in four reanalyses correspond to weakening of −1.3% decade−1, −1.9% decade−1, and
−0.8% decade−1, respectively.

Similar to the reanalyses, EKE, ECA, and U500 all weaken in the DAMIP ALL simulations (purple, Figures 1a–
1c) demonstrating model skill in simulating the circulation weakening. For all metrics, the ensemble‐mean trends
in ALL simulations are close to the average of reanalysis trends (black and purple, Figures 1d–1f). Furthermore, if
we give each reanalysis trend a percentile rank in the model ensemble distribution, the average reanalysis ranks in
the ALL simulation ensemble are 40.7%, 37.2%, and 50.0% for EKE, ECA, and U500, respectively. This indicates
that reanalysis trends sit squarely within the trend distribution of ALL simulation ensemble and thus the ALL
simulation ensemble captures the circulation trends in reanalyses.

As the ALL simulations capture the reanalysis circulation trends, we now quantify how much of the weakening is
attributable to individual forcings. The ensemble‐mean EKE trends in GHG (red, Figure 1d) and AER (blue,
Figure 1d) simulations are statistically significant and represent 44.6% and 37.8% of the total weakening trend,
respectively. The results do not change if we first average across different realizations in different models and
then take the multi‐model mean (Figure S1 in Supporting Information S1). The results also do not change if we
quantify trends from 1980 to 2006 to account for East Asian aerosol forcing uncertainty (not shown, Zhang
et al., 2019; Wang et al., 2021). Similarly, for ECA, the ensemble‐mean trends in GHG (red, Figure 1e) and AER
(blue, Figure 1e) simulations are statistically significant and respectively represent 45.5% and 46.5% of the total
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weakening trend. For U500, the ensemble‐mean trends in GHG (red, Figure 1f) and AER (blue, Figure 1f)
simulations are also statistically significant, and respectively represent 32.3% and 63.6% of the total weakening
trend. For all metrics, the ensemble‐mean trends in NAT simulations are small and statistically insignificant
(brown, Figures 1d–1f). The sum of ensemble‐mean trends in the single forcing simulations is close to the ALL
simulation ensemble‐mean trend, indicating the linearity of circulation responses to individual forcings (magenta
line and purple bar Figures 1d–1f).

3.1.2. Regional Trends

The storm track weakening, throughout the troposphere (EKE) and at the surface (ECA), exhibits a regional
structure with a clear weakening over storm tracks in the Pacific and Atlantic sectors in reanalysis data (Figures 2a
and 3a). The ALL simulations also exhibit a weakening of Pacific and Atlantic storm tracks in the ensemble mean
(Figures 2b and 3b). The U500 also weakens over Eurasia and the Pacific consistent with Dong et al. (2022), and it
weakens with an equatorward shift over the Atlantic (Figure S2 in Supporting Information S1).

Some differences in the spatial structure between the reanalyses and ensemble mean trends are expected because
the ensemble mean is an average across different realizations and the reanalysis mean represents a single real-
ization. The positive ECA trends in reanalysis over the Atlantic (Figure 3a) are consistent with Atlantic U500
trends that could steer surface cyclones more toward Europe, which is not well represented in the ALL simu-
lations (Figure S2 in Supporting Information S1, see also Dong & Sutton, 2021).

When considering the Pacific and Atlantic storm track weakening separately, the ensemble‐mean trends are close
to the reanalysis trends (black and purple, Figures 2e, 2f, 3e, and 3f). The average reanalysis ranks for EKE trends
are 30.7% and 57.1% in the ALL simulation ensemble for the Pacific and Atlantic, respectively. The corre-
sponding average reanalysis ranks are also similar for ECA trends (30.1% and 68.5%), indicating that the ALL
simulations capture the regional reanalysis storm track trends.

The impacts of greenhouse gas and aerosol forcing on the storm tracks vary regionally (Figures 2c, 2d, 3c, and
3d). In response to greenhouse gas forcing, the Pacific and Atlantic storm tracks weaken similarly for both EKE

Figure 1. (a–c) Timeseries of Northern Hemisphere (NH) JJA (a) EKE (30–60oN), (b) ECA (30–70oN), and (c) U500 (35–
70oN) for reanalysis (black) and ALL simulation ensemble mean (purple) with respect to 1980–2020 climatology. The
corresponding linear regressions are shown in dashed lines. The timeseries in individual reanalysis are shown in thin black
lines and the 10%–90% model ensemble spread is shaded (d–f) Linear trends of NH JJA (d) EKE, (e) ECA, and (f) U500 from
1980 to 2020 in reanalysis data and Detection and Attribution Model Intercomparison Project simulations. The reanalysis
and ensemble mean trends are shown in bars and individual reanalysis and simulation trends are shown in gray circles. The
circles are filled if the trends are statistically significant at the 95% confidence level. The 95% confidence intervals for the
ensemble mean trend are shown with yellow errorbars. The magenta line indicates the sum of ensemble‐mean trends in the
single forcing simulations.
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and ECA (Figures 2c, 2e, 2f, 3c, 3e, and 3f). By contrast, in response to aerosol forcing, the storm track weakening
in the Pacific is greater than the Atlantic (statistically significant at the 95% level) by 2.6 times for EKE and 1.8
times for ECA (Figures 2d–2f, and 3d–3f).

Consistently, aerosol forcing dominates the weakening of the Pacific storm track, contributing to 47.4% of the
total EKE weakening and 57.1% of the total ECA weakening (blue, Figures 2e and 3e). Greenhouse gas forcing,
which contributes to 35.9% for EKE and 26.7% for ECA weakening, is secondary (red, Figures 2e and 3e).
Greenhouse gas forcing dominates the weakening of the Atlantic storm track, contributing to 52.5% of the total
EKE weakening and 50.1% of the total ECA weakening (red, Figures 2f and 3f). The contribution of aerosols to
the Atlantic storm track weakening is only 18.9% for EKE and 40.8% for ECA trends (red, Figures 2f and 3f). The
ensemble‐mean EKE and ECA trends in the NAT simulations are still small and insignificant for both the Pacific
and Atlantic sectors. Note that circulation responses to forcings are less linear regionally (magenta dashed lines,
Figures 2e, 2f, 3e, and 3f). In general, weakening regional circulation trends are consistent with regional
weakening of temperature gradient (Figure S3 in Supporting Information S1).

3.2. Understanding the Aerosol‐Induced Storm Track Weakening in the Satellite Era

The results above show that greenhouse gas and aerosol forcings have significantly weakened the regional storm
tracks in the satellite era. The storm track weakening from greenhouse gas forcing, which is close to being zonally
symmetric, has been discussed in Shaw et al. (2018). Here we investigate how anthropogenic aerosol forcing in
the satellite era has weakened the NH summertime storm tracks, especially over the Pacific. We use the regional
energetic framework to understand the energetic response to aerosol forcing. We analyze the ensemble‐mean
trends in the AER simulations in order to focus on the storm track response to aerosol forcing. The trends in
reanalysis (ERA5) are broadly consistent with the AER simulations, as we show below, hinting that aerosol‐
related circulation weakening is operating in the observed trends (e.g., Dong et al., 2022). We mainly use

Figure 2. (a–d) Spatial structure of JJA EKE trends from 1980 to 2020 in panel (a) reanalyses mean (CFSR, ERA5, JRA55,
and MERRA2) and ensemble‐mean (b) ALL, (c) GHG, and (d) AER simulations. Statistically significant trends at the 95%
confidence level are stippled. Black dashed lines represent Pacific (30–60oN, 120–240oE) and Atlantic (30–60oN, 280–
350oE) storm track domains, respectively (e, f) Similar results to Figure 1d, but for EKE trends averaged in the (e) Pacific and
(f) Atlantic storm tracks.
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ERA5 because they are known for reliable land‐to‐ocean energy transport climatology (Mayer et al., 2021) and
surface turbulent flux over NH midlatitude land (Martens et al., 2020). We investigate how (a) aerosol emission
trends over land impact the storm tracks downstream and (b) why the storm track weakening is greater over the
Pacific sector than the Atlantic sector (Figures 2d and 3d).

3.2.1. Aerosol‐Induced Surface Energy Budget Trends

In response to aerosol forcing, clear‐sky surface shortwave radiation shows a positive trend over the Eurasian
continent from Europe to central Asia (hereafter Eurasia) and North America and shows a negative trend over
South and East Asia (Figure 4a). This pattern is consistent with aerosol emissions and aerosol optical depth trends
in these regions (Klimont et al., 2013; Quaas et al., 2022). By contrast, greenhouse gas forcing drives a positive
shortwave radiation trend over the Arctic and Tibetan Plateau but has minimal impact over most of NH land
(Figure 4b). The aerosol forcing dominates the clear‐sky surface shortwave radiation trends over NH land in the
ALL simulation ensemble (Figure 4c, see also Dong et al., 2022; Hodnebrog et al., 2024), which reasonably
reproduces the trends in reanalysis (Figure 4d). Similar patterns of trends are also found at the top of the at-
mosphere (Figure S4 in Supporting Information S1). The reanalysis (ERA5) shortwave radiation trends agree
reasonably with CERES trends (Figure S5 in Supporting Information S1) over a shorter period.

The all‐sky surface shortwave radiation trends due to aerosol forcing (Figure 5a) strongly resemble the clear‐sky
radiation trends (Figure 4a). In particular, the spatial pattern correlation coefficient between the clear‐sky and all‐
sky surface shortwave radiation trends is 0.93 over 10o–70oN. The clear‐sky radiation contributes to about 65% of
increasing surface shortwave radiation trends over Eurasia and North America and contributes to about 100% of
decreasing surface shortwave radiation trends over South and East Asia. This indicates that the direct aerosol
effect dominates the response to aerosol forcing, particularly over land. In contrast, over the North Pacific (20o–
30oN), aerosol‐cloud interaction is important as noted in previous work (Wang et al., 2014).

Figure 3. Similar results to Figure 2, but for ECA trends. Black dashed lines represent Pacific (30–70oN, 120–240oE) and
Atlantic (30–70oN, 280–350oE) storm track domains, respectively.
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The aerosol‐induced trends in (all‐sky) surface shortwave radiation over Eurasia, North America, and South and
East Asia are balanced by surface turbulent flux trends (Figure 5b) according to the surface energy budget with
roughly equal contributions from latent and sensible heat flux. The spatial pattern correlation coefficient between
surface shortwave radiation and turbulent flux trends is 0.87 over 10o–70oN. In other words,
ΔTF ≈ ΔSWs ≈ ΔSWs,clearsky from Equation 3, where Δ denotes the linear trend. Interestingly, a similar surface
energy balance was seen in response to Arctic sea ice loss except in that case the balance is over the ocean (Shaw
& Smith, 2022). The surface turbulent flux trends spatially integrated over the area with positive trends are 2.4
times larger in Eurasia (40o–70oN) than in North America (30o–60oN), due to larger area of decreased emissions
in Eurasia (Figures 6a and 6b). Consistently, positive surface turbulent flux trends which are greater over Eurasia
are also found in reanalysis trends (Figure S6 in Supporting Information S1).

3.2.2. Aerosol‐Induced MSE Budget and Storm Track Trends

The positive surface turbulent flux trend over Eurasia and North America due to changes in the surface shortwave
radiation increases the land‐to‐ocean atmospheric energy contrast. Since the impacts of radiative cooling (Ra) and
atmospheric heat storage (∂t{h}) are negligible (Figures 5c, 6a, 6b, and 6d–6e), the increased land‐to‐ocean at-
mospheric energy contrast strengthens land‐to‐ocean energy transport indicated by positive and negative ∇ ⋅ F
trends over land and ocean, respectively (Figure 5d). The land‐to‐ocean energy transport trends are dominated
primarily by the stationary circulation (Figure 5e and red in Figures 6a and 6b), resulting in noticeable MSE flux
convergence trends poleward of the Pacific and Atlantic storm tracks. The land‐to‐ocean energy transport trends
are about 1.6 times larger in Eurasia‐Pacific than North America‐Atlantic, as indicated by the differences in area‐
integrated ∇ ⋅ FSC trends over land (Figures 6a and 6b) and downstream ocean (Figures 6d and 6e). Similar to the
response to aerosol forcing, energy export trends over land due to stationary circulations are found in reanalysis
(Figure S6 in Supporting Information S1).

Over South and East Asia, the negative surface turbulent flux trends are largely compensated by a negative
radiative cooling trend (Figure 5c), that is consistent with increasing shortwave‐absorbing aerosol (e.g., black
carbon) emissions in the region (Hoesly et al., 2018). Nevertheless, the remaining negative energy trend decreases
the land‐to‐ocean energy contrast and weakens the land‐to‐ocean energy transport by stationary circulations,
indicated by negative and positive ∇ ⋅ FSC (also ∇ ⋅ F) trends over land and ocean, respectively (Figures 5d and
5e). This results in an MSE flux divergence trend equatorward of the Pacific storm track (Figure 5e). Conse-
quently, the MSE flux divergence/convergence trends due to stationary circulations over the Pacific (Figure 5e)
exhibit a pronounced meridional dipole. The dipole trend is compensated by MSE flux divergence/convergence
trends due to transient eddies (Figure 5f).

Figure 4. Spatial structure of JJA cosine‐weighted trend from 1980 to 2020 of clear‐sky surface shortwave radiation in
ensemble‐mean (a) AER, (b) GHG and (c) ALL simulations, and in panel (d) reanalysis (ERA5). Statistically significant
trends at the 95% confidence level are stippled.
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As strengthened land‐to‐ocean energy transports by stationary circulations converge energy poleward of the
storm tracks, the poleward energy transport from the storm tracks can weaken. Furthermore, over the Pacific, the
weakened land‐to‐ocean energy transport between South and East Asia and the Pacific, diverges energy equa-
torward of the storm track, further demanding the poleward energy transport from the storm tracks to weaken.
This connection between energy transport from the storm tracks (i.e., storm track intensity) and changes in
regional meridional energy gradient are quantified using Equation 8.

The regional storm track intensity, defined as ITE, weakens significantly due to aerosol forcing (Figure 7a), and
the weakening over the Pacific is greater than that in the Atlantic by 2.0 times (black, Figure 7d), similar to EKE
and ECA trends (Figures 2d and 3d). Consistent with the regional energy gradient trend contributed by stationary
circulations (Figure 6e), both Pacific and Atlantic storm tracks weaken due to stationary circulations (Figure 7b).
Quantitatively, the stationary circulations contribute to 60.6% and 48.3% of the weakening over the Pacific and
Atlantic, respectively (red, Figure 7d). The surface turbulent flux also significantly contributes to the storm track
weakening near the coastlines of upstream land (Figure 7c). They contribute to 49.4% and 34.4% of the weakening
over the Pacific and Atlantic, respectively (blue, Figure 7d). Note also over southern and eastern Europe, the
storm track weakening is dominated by surface turbulent flux contribution (Figures 7a and 7c). While the
contribution from the surface turbulent fluxes is maximized over land in East Asia (Figure 7c), the storm track
weakening there is not as strong since there is a strong cancellation from stationary circulation contribution
(Figure 7b). The contributions from radiative cooling and atmospheric storage are small for both storm tracks
(pink and gray, Figure 7d).

The difference between the Pacific and Atlantic storm track trends is also contributed by both stationary circu-
lations and surface turbulent fluxes (Figure 7d). Two factors can be responsible for the difference. First is the

Figure 5. Spatial structure of JJA cosine‐weighted ensemble‐mean trends from 1980 to 2020 of (a) all‐sky surface shortwave
radiation, (b) surface turbulent flux, (c) radiative cooling, (d) moist static energy (MSE) flux divergence, (e) MSE flux
divergence due to stationary circulations, and (f) MSE flux divergence due to transient eddies in the AER simulations with
global mean removed. Statistically significant trends at the 95% confidence level are stippled. In panels (d–f), summertime
climatology is shown in magenta and cyan contours for MSE flux divergence and convergence, respectively (from 15 W m−2

in 30 W m−2 intervals), and the trends are smoothed at T63 using a filter from Sardeshmukh and Hoskins (1984).
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difference in the positive surface shortwave radiation trends due to aerosol forcing over the land upstream, which
are greater over Eurasian than North America. Second is the negative surface shortwave radiation trends due to
aerosol forcing in the South and East Asia. To demonstrate the importance of the second factor, we investigate the
aerosol‐induced trends during 41 years prior to the satellite era (1940–1980), when aerosol (shortwave‐reflecting)
emissions have been increasing in all NH land (Hoesly et al., 2018; Undorf et al., 2018). During this period when
there is no surface shortwave trend dipole across Eurasia and South and East Asia, the storm track trends between
the Pacific and Atlantic are comparable (Figure S7 in Supporting Information S1).

Similar connections between changes in shortwave forcing, surface turbulent fluxes, land‐to‐ocean energy
transport, and the storm tracks are seen in the seasonal cycle (Figure 6). During the seasonal transition from spring
to summer when surface shortwave radiation increases over Eurasia and North America, the increased surface
turbulent flux from land strengthens the land‐to‐ocean energy contrast (blue diamonds, Figures 6a, 6b, and 6d–6e,
see Figure S8 in Supporting Information S1 for spatial pattern). Then, land‐to‐ocean energy transport from
stationary circulations also increases (e.g., Donohoe & Battisti, 2013), converging energy poleward of the oceanic
storm tracks (red diamonds, Figures 6a, 6b, and 6d–6e). Consequently, the storm tracks compensate for the energy
flux convergence from stationary circulations (black diamonds, Figures 6a, 6b, and 6d–6e), which corresponds to
storm track weakening. The opposite is true for South and East Asia during the seasonal transition from fall to
winter when land‐to‐ocean energy contrast and transport from stationary circulations weaken (diamonds,
Figures 6c and 6f, see Figure S9 in Supporting Information S1 for spatial pattern). Thus, the aerosol‐induced
stationary circulation trends, which advects energy from land to ocean, can be understood in line with the
response to increasing land‐to‐ocean energy contrast (Shaw & Voigt, 2015).

3.2.3. Prediction of Aerosol‐Induced Storm Track Trends

By analyzing the energy budget changes in AER simulations and observed seasonal cycle, we identified three key
processes that are responsible for aerosol‐induced storm track weakening. Here we build a theoretical model using
Equation 6 and the three key processes to predict the storm track response to aerosol forcing.

First, the aerosol‐induced positive shortwave radiation trends over land induce surface turbulent flux trends that
strengthen land‐to‐ocean energy transport from stationary circulation. This can be written as

Figure 6. (Bars, left axis) Ensemble‐mean JJA trends (1980–2020) in the AER simulations and (diamonds, right axis)
seasonal transition in ERA5 of the moist static energy budget integrated across (a–c) upstream land and (d–f) downstream
ocean: (a) Eurasia land (40–70oN) where ΔTF > 0, (b) North America land (30–60oN) where ΔTF > 0, (c) South and East
Asia land (10–40oN, 60–140oE) where ΔTF < 0, (d) Pacific 40–70oN, (e) Atlantic 40–70oN, and (f) Pacific 25–40oN. The 95%
confidence intervals for the ensemble‐mean trend are shown with yellow errorbars. In panels (a, b, d,and e), the seasonal
transition is shown for June minus May and in panels (c, f) it is shown for December minus November.
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ΔTFL = Δ(∇ ⋅ FSC)L, (9)

where subscript L is for land and Δ denotes the linear trend. Second, strengthened land‐to‐ocean energy transport
from stationary circulation converges energy poleward of the oceanic storm tracks. To represent this, we define

−
AL

AO
Δ〈∇ ⋅ FSC〉L = Δ(∇ ⋅ FSC)O, (10)

where subscript O is for ocean, 〈 ⋅ 〉 represents an area average and AL and AO denote the area of upstream land and
downstream ocean, respectively. This simplification means that energy diverged over upstream land all converges
in the downstream ocean. The MSE flux convergence due to stationary circulations is set identically at every grid
point in each ocean sector (Figure 8b). Although the simulated trends are different from being constant over the
ocean sector (Figure 5e), this design is to represent the impact of land‐ocean energy coupling at the most
simplified level. Third, storm tracks compensate for the energy convergence due to stationary circulations over
the ocean. This is simply modeled as (Figure 8c):

Δ(∇ ⋅ FSC)O = −Δ(∇ ⋅ FTE)O. (11)

Figure 7. Spatial structure of JJA ensemble‐mean trends from 1980 to 2020 of (a) storm track intensity (ITE) and contributions
from (b) stationary circulation (−ISC) and (c) surface turbulent fluxes (ITF) from the AER simulations. Statistically
significant trends at the 95% confidence interval are stippled. The Pacific (30–55oN, 120–240oE) and Atlantic (30–55oN, 280–
350oE) storm track domains are shown in black dashed box. (d) The ensemble‐mean JJA storm track trends from 1980 to 2020
and their decomposition in the Pacific and Atlantic from the AER simulations. The 95% confidence intervals are shown with
yellow errorbars.

Figure 8. Spatial structure of JJA cosine‐weighted trends from 1980 to 2020 in the theoretical model for (a) surface turbulent
flux, (b) moist static energy (MSE) flux divergence due to stationary circulations, and (c) MSE flux divergence due to
transient eddies. The trends in panel (a) are taken from the AER simulations over Eurasia, North America, and South and East
Asia. The slight difference between Figure 6a and (a) is because the global‐mean trend is removed in Figure 5a. Statistically
significant trends at the 95% confidence interval are stippled.
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To make quantitative prediction of the storm track response using the theoretical model (Equations 9–11), we
consider three upstream land sectors (as in Figures 6a–6c), Eurasia (40–70oN), North America (30–60oN), and
South and East Asia (10–40oN and 60–140oE). We also consider three corresponding downstream ocean sectors
(as in Figures 6d–6f), Pacific 40o–70oN, Atlantic 40o–70oN, and Pacific 25o–40oN. The selected upstream land
and downstream ocean sectors take into account the dominant pattern of land‐to‐ocean MSE flux trends due to
aerosol forcing and their climatology (magenta and cyan lines in Figures 5d and 6e).

We take surface turbulent flux trends from the AER simulations (Figure 8a) as an input to this theoretical model
(ΔTFL in Equation 9). When the left‐hand side of Equation 9 is known, all terms in Equations 9–11 can be
calculated, and the statistical significance of the predicted trend is determined from this term. Lastly, when the
regional trends in MSE budgets are built (Equations 9–11), the storm track trend is predicted using Equation 8.

The storm track trends predicted from the theoretical model exhibit weakening over the Pacific and Atlantic
sectors (Figure 9a) as in the AER simulations (Figure 7a). Although slightly overestimated, the storm track trends
from the theoretical model well resemble the spatial pattern of trends in the AER simulations with a spatial
correlation coefficient of 0.61 over 20–70oN. The Pacific storm track weakens about 2.1 times more than the
Atlantic storm track according to the prediction (compare black bars in Figure 9d), consistent with the AER
simulations (2.0 times, Figure 9d). The slight overestimation can be related to applying Equation 9 over South and
East Asia where the radiative cooling trend is also important.

The relative contributions of stationary circulations (Figure 9b) and surface turbulent fluxes (Figure 9c) predicted
by the theoretical model are consistent with AER simulations over the Pacific (Figures 7d and 7d). In the Atlantic,
the relative contributions are less consistent between theoretical models and AER simulations, but the trends in
AER simulations are not statistically significant there (Figures 7d and 9d). Overall, the similarities between the
predicted trends and the actual AER simulation confirm that processes represented by Equations 9–11 accurately
capture the storm track weakening from aerosol forcing.

Given the skill of the theoretical prediction, we can use it to understand what leads to greater storm track
weakening in the Pacific than in the Atlantic in response to aerosol forcing. We first test the impact of aerosol
forcing over South and East Asia by reducing the surface turbulent flux trends there by half. The resulting storm
track trends still show greater weakening in the Pacific than in the Atlantic (Figure 10a), but only by 1.6 times (as
compared to 2.1 times in Figure 9). We then test the impact of greater aerosol forcing over Eurasia than North
America by additionally reducing the surface turbulent flux trends over Eurasia by half. When Eurasian aerosol
forcing is halved, the storm track trends in the Pacific and Atlantic become more comparable (their ratio is 1.4,
Figure 10b). This indicates that larger aerosol‐induced positive surface shortwave radiation trends over Eurasia
than North America and negative surface shortwave radiation trends over South and East Asia both contribute to
greater storm track weakening over the Pacific than the Atlantic.

Figure 9. Similar results to Figure 7, but for trends predicted from the theoretical model. In panel (d), the trends due to
radiative cooling (IRa) and atmospheric heat storage (−I∂t{h}) are zero.
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4. Summary and Discussions
The summertime regional circulation in the NH has significantly weakened during the satellite era with important
implications for extreme weather. Here we quantify the drivers of the regional circulation weakening and employ
an energetic framework to understand the underlying mechanisms. We show that anthropogenic aerosols and
greenhouse gas forcings contribute roughly equally to regional circulation weakening in the satellite era according
to single‐forcing DAMIP simulations. Moreover, the storm track weakening from anthropogenic aerosol forcing
is about two times greater in the Pacific than in the Atlantic. This regional impact of aerosol forcing makes it the
leading contributor to storm track weakening in the Pacific (about 54%), consistent with its impact on the upper‐
level Eurasian jet stream (Dong et al., 2022; Undorf et al., 2018).

Using a regional energetic framework (e.g., Boos & Korty, 2016), we show that aerosol‐induced shortwave
radiation trends over land weaken the storm tracks by driving changes in land‐to‐ocean energy transport. The
increasing surface shortwave radiation trends (dominated by clear‐sky radiation) due to decreasing sulfate aerosol
emissions over Eurasia and North America are balanced by increasing surface turbulent flux trends into the at-
mosphere. The positive surface turbulent flux trends strengthen the land‐to‐ocean energy contrast and the
excessive energy over land is transported downstream via stationary circulations. This converges energy pole-
ward of the storm tracks, weakening the poleward energy transport by the storm tracks, thus weakening the storm
tracks. This process is about twice as strong in the Eurasia‐Pacific sector than in the North America‐Atlantic
sector because emission trends are larger over Eurasia. Additionally, increasing aerosol emissions over South
and East Asia lead to a similar but opposite behavior: decreasing surface shortwave radiation and turbulent flux
trends weaken the land‐to‐ocean energy contrast and transport via stationary circulations. As a result, energy
diverges equatorward of the Pacific storm track, demanding the poleward energy transport by the storm track to
weaken, and the Pacific storm track further weakens.

We use the underlying energetic balances to create a theoretical model that predicts the storm track weakening
trend given the surface turbulent flux trends over land. With this theoretical model, we show that greater negative
emission trends over Eurasian than North America and positive aerosol emission trends over South and East Asia
lead to larger storm track weakening over the Pacific. The importance of positive aerosol emission trends over
South and East Asia for different circulation responses between the Pacific and Atlantic is consistent with pre-
vious work for annual mean temperature (Diao et al., 2021; Kang et al., 2021). While previous work noted that
aerosol‐induced negative shortwave trends over East Asia are overestimated in the CMIP6 models after 2007
(Wang et al., 2021; Zhang et al., 2019), our theoretical modeling approach suggests that the actual response can be
predicted by rescaling the overestimated forcing. Our results also suggest that aerosol‐radiation interactions are
important for summertime Pacific storm track trends, unlike the wintertime when aerosol‐cloud interaction is also
important (Wang et al., 2014; Zhang et al., 2007).

The significant impact of aerosols on the summertime regional storm tracks is in agreement with previous work
showing the impact on regional jet stream (Dong et al., 2022). Previous work also showed Arctic sea ice loss
could not explain the recent summertime circulation weakening in the NH (Kang et al., 2023). Consistently there
is negligible Arctic sea ice loss in response to aerosol forcing (Figure S10 in Supporting Information S1). In
addition, the storm track weakening trends across reanalysis and DAMIP simulations are not correlated with
modes of internal variability (e.g., Interdecadal Pacific Oscillation, Figure S11 in Supporting Information S1),

Figure 10. Similar results to Figure 9a, but from theoretical model predictions (a) with aerosol forcing over South and East
Asia reduced to half and (b) aerosol forcing over Eurasia also reduced to half. Statistically significant trends at the 95%
confidence interval are stippled.
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indicating that summertime circulation weakening is likely an anthropogenically forced response (Chemke &
Coumou, 2024).

Our regional energetic analysis highlights the importance of stationary circulations in shaping the response of the
storm tracks to external forcing in the NH (Barpanda & Shaw, 2017; Kaspi & Schneider, 2013; Shaw et al., 2018).
The role of stationary circulation in controlling the storm track response to aerosol forcing is analogous to the
seasonal transition from spring to summer, especially over the Pacific (Figure S8 in Supporting Information S1).
Both processes involve surface shortwave radiation changes balanced by surface turbulent fluxes, which induce a
stationary circulation to export energy downstream on the poleward side of the storm tracks. The similarity of the
mechanisms operating seasonally and in response to aerosol forcing suggests the possibility of an emergent
constraint, something that will be investigated in future work.

The significant role of anthropogenic aerosols in shaping summertime circulation trends in the satellite era
suggests that future summertime circulation will also depend on future emissions of anthropogenic aerosols
(Persad et al., 2022). Moreover, since the circulation response to aerosol forcing is primarily through changes in
shortwave radiation, the results here provide valuable insights into understanding circulation changes under solar
geoengineering scenarios (Gertler et al., 2020) and volcanic eruptions (DallaSanta et al., 2019).

Appendix A: Regional Storm Track Intensity
The regional MSE budget (Equation 6) only describes the divergence of FTE and a unique solution for FTE can not
be obtained because there are two unknowns (i.e., zonal and meridional components of FTE). To get a unique
solution, we replace FTE with its divergent component F∗

TE in Equation 6. This is a useful approach, since FTE and
F∗

TE, and particularly their meridional components, are very close (Figure A1). This means that MSE flux due to
storm tracks are mostly divergent.

Then, we introduce an “energy flux potential” (Boos & Korty, 2016), χ, associated with F∗
TE that satisfies

F∗
TE = ∇χ. (A1)

The energy flux potential, χ, has a unit of PW and indicates that energy will flux from low to high χ. Since
∇ ⋅ F∗

TE = ∇ ⋅ FTE and ∇ ⋅ F∗
TE = ∇2χ, the following relationship can be derived,

∇ ⋅ FTE = ∇2χ

χ = L(∇ ⋅ FTE),
(A2)

where L is the inverse Laplacian operator. Thus, combining Equations A1 and A2 results in

FTE
∗ = ∇χ = ∇L(∇ ⋅ FTE). (A3)

Combining Equations A3 and 6 results in Equation 7 in Section 2. Lastly, taking the meridional component from
Equation A3 and multiplying 2πacosϕ leads to the left‐hand side of Equation 8.

ITE = 2πacosϕ∂yL(∇ ⋅ FTE) (A4)

The regional storm track intensity, ITE, well represents the climatological storm tracks (Figure A1d). Moreover,
the aerosol‐induced ITE trends (Figure 7a) resemble EKE and ECA trends (Figures 2d and 3d), with spatial
correlation coefficients of 0.68 and 0.59, respectively.

While we note that the concept of “energy flux potential” that focus on the divergent component is very useful in
describing energy flux due to storm tracks, the total energy flux F and the stationary circulation energy flux FSC
are dominated by non‐divergent component in midlatitudes.
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