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Abstract—Meeting deadlines is a fundamental requirement
of cyber-physical systems (CPS) in real-time applications to
consolidate their reliability and effectiveness in executing time-
critical tasks. Recent research have focused on applying rein-
forcement learning to synthesize controllers for real-time systems,
particularly in terms of achieving fast reach-avoid. However,
achieving fast behavior does not necessarily equate to meeting
deadlines. Sometimes reinforcement learning agents are trying to
maximize the total reward by exploiting the reward function, and
thus performing unwanted behavior, known as reward hacking.
Therefore, depending on the deadlines, it is possible to have fast
controllers that miss the deadlines and slow controllers that meet
the deadlines. To address the misalignment between fast and
meeting deadlines, we investigate the relationship between as soon
as possible (ASAP) and deadline-safe. Additionally, we formulate
the problem into a new Markov decision process R-MDP in-
cluding time to avoid non-Markovian rewards when considering
deadlines. Furthermore, we have designed new reward functions
that encourage the agent to meet the deadlines. Moreover, we
evaluate our method on various benchmarks. The experiment
results show the effectiveness of our method in ensuring deadline
compliance without compromising safety.

Index Terms—cyber-physical systems, reinforcement learning,
control synthesis

I. INTRODUCTION

Cyber-physical systems (CPS) are integrations of compu-
tation, networking, and physical processes [1]. Among the
numerous challenges in CPS design, real-time considerations
stand out as particularly crucial. In time-critical scenarios,
the system must respond to changes in the environment
within strict time constraints to ensure safety, reliability, and
efficiency [2]. For instance, in autonomous vehicular systems,
any delay in processing and responding to sensor data can lead
to catastrophic failures [3]–[6], This exemplifies the critical
nature of real-time computing in ensuring the safety and
reliability of CPS.

The reach-avoid problem is a fundamental challenge in
control theory and CPS, particularly relevant to autonomous
systems and robotics [7], [8]. It involves synthesizing a control
strategy for a system so that it can reach a target set (the
”reach” condition) while simultaneously avoiding a set of
undesirable states (the ”avoid” condition). In addition, it is

important to reach the target set by the deadline for real-time
applications to achieve ”deadline-safe” behavior.

To address the reach-avoid problem, especially in situations
where the system model is unknown, researchers have turned
to reinforcement learning (RL) [9]–[11]. An important prob-
lem to tackle in the design and training of RL agents is the
formulation of reward functions. A well-designed reward func-
tion should lead to a policy that exactly encourages completing
the intended task the agent was supposed to accomplish.
However, many researchers have overlooked the misalignment
between the “as soon as possible” (ASAP) and deadline-safe
in RL when designing reward functions. They design reward
functions which encourage finishing the task ASAP instead
of deadline-safe for tasks with a fixed deadline. This will
cause reward hacking [12] that the agent seeks to optimize the
total reward by exploiting the reward function, which leads to
unwanted and unsafe behaviors.

While numerous studies have focused on achieving reach-
avoid tasks rapidly using RL, the specific challenge of meeting
deadlines within these tasks has received significantly less
attention. Researchers in [13] consider a finite horizon Markov
Decision Process (MDP) is an infinite horizon MDP with
time in the state space. Researchers in [14] argue time should
be part of the environment and thus it should be included
in the state space to avoid violating the Markov property
[15]. They also provide a novel discount factor distribution
to prioritize the long-term reward to make the agent time-
aware. Unfortunately, none of them systematically consider
deadlines from a problem level. It is important to design
novel reinforcement learning methods for CPS that encourage
deadline-safe.

In response to these gaps, this work targets the design of
deadline-safe reinforcement learning method for CPS in reach-
avoid tasks. Encouraging deadline-safe behavior is challenging
due to several key issues: First, the ambiguous definition of
deadline-safe makes it hard to design reward functions. Some
researchers attempt to achieve this temporal property using RL
but the reward functions they designed are encouraging ASAP.
Second, there is a trade-off between the curse of dimension-
ality and the flexibility of including more information in the
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state space. Third, it is challenging to provide a guarantee of
the deadline-safe behavior for time-critical applications in CPS
due to the unknown system dynamics and the probabilistic
nature of machine learning.

To address the above issues, we propose a novel RL method
to achieve deadline-safe. Specifically, the contributions of this
work are as follows:

1) We systematically elaborate the relationship between
ASAP and deadline-safe on a problem level. We for-
mally define what is deadline-safe and ASAP policies
and investigate the corresponding propositions of them.
This provides theoretical foundations of reward design
for deadline-safe.

2) We propose a new formulation of MDP, R-MDP, which
is feasible for applications with deadline-safe require-
ments. This new formulation partially mitigates the curse
of dimensionality compared to existing methods.

3) We propose a new reward function design method to en-
courage deadline-safe behavior. Additionally, we prove
there is a probabilistic guarantee for the deadline-safe
behavior under some assumptions.

4) We evaluate the proposed method on various bench-
marks. The results show that the proposed reward design
method can efficiently train a deadline-safe policy and
outperform baselines.

The rest of this paper is organized as follows: Section II
discusses related papers. Section III presents preliminaries.
Section IV elaborates on the relationship between ASAP and
deadline-safe. Section V presents how to design deadline-
safe rewards and the proof of the probabilistic guarantee of
deadline-safe behavior. Section VI evaluates our algorithm.
Section VII concludes the paper.

II. RELATED WORKS

Traditional model-based control relies on accurate math-
ematical models of the system, which may not be readily
available for complex systems [4], [16], [17]. In contrast,
data-driven methods are motivated by the availability of large
datasets and the desire to extract control policies or models
directly from them [18]. Data-driven control methods attempt
to identify system models from the data and design controllers
to meet specific objectives. Researchers have applied data-
driven methods to solve the reach-avoid problems under vari-
ous scenarios and assumptions [19], [20]. However, an explicit
system model identified from the data is still required for data-
driven control which may not be feasible for some systems.

To tackle the above problems, some researchers attempt to
solve control problems using model-free RL to find optimal
control policies [21]–[23]. However, training can be chal-
lenging due to sparse rewards, making convergence difficult.
Researchers in [24] try to design appropriate episodic reward
functions for RL. They investigate the conditions of modifying
the reward function and preserving the optimal policy to the
original MDP. The importance of designing dense reward func-
tions is well-established in the RL literature [25]. Moreover,

it provides theoretical foundations for potential-based reward-
shaping (PBRS) and provides basic guidance to avoid some
reward hacking cases.

To address the timing requirements of the task, some
researchers have attempted integrating temporal logic with RL
[26]–[29]. This integration of formal methods and RL has
provided some insights into the reward design phase since
temporal logic allows for formal specifications of desired
behavior over time. Researchers in [26], [27] utilize temporal
logic to construct tasks as logical formulas, creating rewards
that encourage the agent to satisfy these formulas. To solve
problems with continuous signals, researchers adapt linear
temporal logic to signal temporal logic [30]. Researchers in
[28], [29] provide a dense reward implementation monitoring
the satisfaction of signal temporal logic formulas on continu-
ous problems. However, the MDP property is violated in [28]
and can result in unstable performance.

Some researchers have noted that time should be considered
as part of the environment state space for tasks with timing
constraints [13], [14]. Researchers in [13] study how to
design special efficient training algorithms for finite-horizon
MDP instead of directly using training algorithms for infinite-
horizon MDP. However, it does not consider rewards are
time-dependent in more general cases. Researchers in [14]
considering time in more general cases of time-dependent
MDP, they design a novel time-dependent reward-distributing
method by assigning higher coefficients for rewards of later
time steps in the value function. However, none of them
consider special reward functions to encourage deadline-safe.

For critical applications using machine learning, having
guarantees is desirable but challenging, especially when the
system model is unknown. Researchers have attempted to
provide probabilistic guarantees using Gaussian process. A
Gaussian process (GP) is a probabilistic model used in ma-
chine learning and statistics. It provides a way to generalize
the Gaussian distribution to functions, making it applicable
to a variety of problems. GPs offer significant advantages for
RL due to their inherent ability to model uncertainty and they
are highly sample-efficient which often requires fewer training
samples to build accurate models [31]. Researchers have
attempted integrating GP with delayed Q-learning [32], [33]
to provide probabilistic guarantees for reinforcement learning.
Researchers in [34] have attempted to provide RL model-
based algorithms with a probabilistic guarantee. Researchers in
[35] propose Delayed Gaussian process Q-learning (DGPQ),
a novel sample efficient model-free RL algorithm using GP
with probabilistic guarantee.

III. PRELIMINARIES

In this section, we introduce basic terms and concepts for
later sections and our problem statement.

A. Reinforcement Learning(RL)

A MDP is a stochastic control process that operates in
discrete time [36]. It offers a mathematical framework for
decision-making scenarios where outcomes are influenced
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both by randomness and the actions of a decision maker.
Generally, a MDP can be formalized as:

MDP = (𝑆,𝐴,𝒫, 𝑅, 𝛾)

where 𝑆 is the state space, 𝐴 is the action space, 𝒫 is the
transition probability, 𝑅 is the reward function and 𝛾 is the
discount factor.

For RL, the goal of learning algorithms is to find an optimal
policy 𝜋 with maximized cumulative rewards when converged
by performing actions on a MDP. Specifically, it can be
formulated as maximizing the return 𝐺𝑡 for an infinite-horizon
MDP:

𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2 + . . . =
∞∑︁
𝑘=1

𝛾𝑘−1𝑅𝑡+𝑘 (1)

The discount factor for infinite-horizon MDP is usually set to
0 < 𝛾 < 1. When considering deadlines, for a finite-horizon
MDP with a fixed episode length 𝑇 , the return 𝐺𝑡 is:

𝐺𝑡 = 𝑅𝑡+1 + 𝛾𝑅𝑡+2 + . . . =
𝑇∑︁

𝑘=1

𝛾𝑘−1𝑅𝑡+𝑘 (2)

At this time, the discount factor can be set to 1 since 𝐺𝑡 is
upper-bounded.

The Actor-Critic algorithm is an advanced reinforcement
learning method that optimizes a policy in an off-policy way.
This approach aims to balance exploration and exploitation
by making a trade-off between long-term reward and short-
term reward. Specifically, the Bellman Equation of Actor-
Critic algorithm can be formalized as:

𝑉 (𝑠) = E𝑎∼𝜋 [𝑅(𝑠, 𝑎) + 𝛾𝑉 (𝑠′)] (3)

Equation (3) describes how the critic evaluates the action taken
by the actor by estimating the state-value function. 𝑉 (𝑠) is the
state-value function, 𝑅(𝑠, 𝑎) is the immediate reward if taking
action 𝑎 at state 𝑠. Soft Actor-Critic (SAC) is a variation of
the Actor-Critic algorithm which introduces entropy into the
value function that encourages exploitation, SAC is designed
for continuous action spaces and is particularly noted for its
sample efficiency and stability relative to other reinforcement
learning algorithms.

B. Probably approximately correct learning

Probably Approximately Correct (PAC) learning is a theo-
retical framework in machine learning that helps understand
the limits of what computers can learn from data [37]–[39].
“Probably” means that the learning model should make ac-
curate predictions with high probability, and “approximately”
indicates that the predictions should be close to the actual
results within a small margin of error. This framework is
crucial for assessing whether learning problems can be solved
efficiently and how much data is needed to build accurate
models.

Formally, the PAC learning framework can provide a
guarantee on the learned concept:

𝑃 (𝑒(ℎ) < 𝜖) < 𝛿 (4)

We can interpret the PAC bound in Equation (4) as ”for a
specific learning algorithm, the probability that a concept ℎ it
learns will have an error 𝑒 bound by 𝜖 is 𝛿”. The concept ℎ
usually is a hypothesis on learning.

C. Signal Temporal Logic

Signal Temporal Logic (STL) is a formal language that
is motivated by monitoring real-time properties over signals
(e.g., state trajectories). It enables precise specification of how
signals should behave over time, using logical operators and
temporal operators like ”eventually,” ”always,” and ”until.”
STL can define constraints and patterns that the signals should
follow, allowing engineers to express complex timing require-
ments for system behaviors. This is particularly useful in real-
time and embedded systems to ensure the system adheres to
specified safety and reliability requirements. A STL formula
can be defined using the following syntax:

𝜙 ::= ⊤ | 𝑓(𝑠) < 0 | ¬𝜙 | 𝜙1 ∧ 𝜙2 | 𝜙1𝑈[𝑡1,𝑡2]𝜙2

where ⊤ is tautology, and 𝑓 is a function that maps a trajectory
𝑠 to a real number. 𝑈 is the until operator, e.g., 𝜙1𝑈[𝑡1,𝑡2]𝜙2

indicates that 𝜙2 must hold at some time 𝑡 between 𝑡1 and
𝑡2. Additionally, 𝜙1 must always hold before time 𝑡. The time
interval [𝑡1, 𝑡2] is interpreted as {𝑡1, 𝑡1 + 1, . . . , 𝑡2}. We can
induce other temporal operators from the 𝑈 operator such as 𝐹
(finally) and 𝐺 (globally). Specifically, 𝐹[0,𝑡]𝜙 means 𝜙 must
hold at one time step between 0 and 𝑡, and 𝐺[0,𝑡]𝜙 means 𝜙
must hold at all time steps between 0 and 𝑡.

Researchers have attempted to construct reward functions
for RL based on the formal specification. They map the degree
of the robustness of the specification to a real value, this
mapping also known as quantitative semantics. In general, the
quantitative semantics can be formalized as:

𝜌(𝑠, 𝑡, (𝑓(𝑠) < 𝑑)) = 𝑑− 𝑓(𝑠𝑡)

𝜌(𝑠, 𝑡,¬𝜙) = −𝜌(𝑠, 𝜙, 𝑡)

𝜌(𝑠, 𝑡, 𝜙1 ∧ 𝜙2) = min(𝜌(𝑠, 𝑡, 𝜙1), 𝜌(𝑠, 𝑡, 𝜙2))

𝜌(𝑠, 𝑡, 𝜙1 ∨ 𝜙2) = max(𝜌(𝑠, 𝑡, 𝜙1), 𝜌(𝑠, 𝑡, 𝜙2))

𝜌(𝑠, 𝑡, 𝐹[𝑡1,𝑡2]𝜙) = max
𝑡′∈[𝑡′+𝑡1,𝑡′+𝑡2]

𝜌(𝑠, 𝑡′, 𝜙)

𝜌(𝑠, 𝑡,𝐺[𝑡1,𝑡2]𝜙) = min
𝑡′∈[𝑡′+𝑡1,𝑡′+𝑡2]

𝜌(𝑠, 𝑡′, 𝜙)

𝜌(𝑠, 𝑡, 𝜙1𝑈[𝑡1,𝑡2]𝜙2)

= max
𝑡′∈[𝑡+𝑡1,𝑡+𝑡2]

(︁
min(𝜌(𝑠, 𝑡′, 𝜙2), min

𝑡′′∈[𝑡,𝑡′)
𝜌(𝑠, 𝑡′′, 𝜙1))

)︁
(5)

However, since the input of the signal temporal logic is a
trajectory of states 𝑠 instead of a state at one time step.
Therefore, some researchers have introduced new formats of
MDP to make STL tractable. A 𝜏 -MDP is an adaption of the
original MDP where the state space is a Cartesian product of
the original state space and the set of trajectories Σ𝑠 over the
horizon [40].

𝜏 -MDP = (𝑆 × Σ𝑠, 𝐴,𝒫, 𝑅, 𝛾)

This formulation suffers from the exponential state space
growth with horizon 𝑇 , which is also known as the curse
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of history. Instead, researchers try to compress the history
information to a series binary states to form the so called
𝐹 -MDP where the state space is a Cartisian product of the
original state space and the sets of these binary states.

𝐹 -MDP = (𝑆 ×
𝑛∏︁

𝑖=1

F𝑖, 𝐴,𝒫, 𝑅, 𝛾)

These binary states F𝑖 are flags to test for the satisfaction of
each STL sub-formula.

D. Problem Statement

In this work, we try to find a deadline-safe control
strategy for a finite-horizon MDP of reach-avoid using RL.
Specifically, we are trying to find a policy that has the
highest probability to achieve deadline-safe (deadline-safe
probability). Formally, the problem is trying to find an optimal
policy 𝜋𝑜𝑝:

𝜋𝑜𝑝 = argmax
𝜋

𝑃𝜋 (𝑠0, 𝑡)

𝑃𝜋(𝑠, 𝑡) =
∑︁
𝑎∈𝐴

𝜋(𝑎 | 𝑠)
∑︁
𝑠′∈𝑆

𝒫 (𝑠′ | 𝑠, 𝑎) · 𝑃𝜋 (𝑠′, 𝑡− 1)
(6)

𝑃𝜋(𝑠, 𝑡) represents the probability that the agent reaches the
target from state 𝑠 within the deadline 𝑡 controlled by policy
𝜋. 𝒫 (𝑠′ | 𝑠, 𝑎) is the probability of transitioning from state 𝑠
to 𝑠′ if taking action 𝑎. 𝑠0 is an arbitrary initial state in the
initial set, 𝑆 is the state space, 𝐴 is the action space.

IV. DEADLINE-SAFE VS AS SOON AS POSSIBLE

In this section, we formally define what is deadline-safe
and as soon as possible. We introduce ASAP to represent
”fast” reach-avoid behaviors since ”fast” is imprecise. We
elaborate on the difference between deadline-safe and ASAP
on the problem level. Moreover, we provide insights about the
relationship between these two behaviors to provide theoretical
foundations for further reward design.

A. Definitions of deadline-Safe and ASAP

Before discussing the relationship between deadline-safe
and as soon as possible, it is important to formally define
them. This formalization will provide a clear framework for
comparing these concepts and understanding their interactions,
particularly in systems where timing and safety are crucial.

Definition IV.1. A deadline-safe policy 𝜋𝑑𝑠 for a reach task
can drive the system from any initial point in the initial set
to the target within the given deadline 𝑇 . Formally, it can be
written as follows:

∀𝑠0 ∈ 𝑆𝑖𝑛𝑖𝑡, 𝑆𝑡𝑟𝑎𝑗 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅
𝑆𝑡𝑟𝑎𝑗 = {𝑠1, 𝑠2, ..., 𝑠𝑇 }, 𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑑𝑠(𝑠𝑖)

(7)

𝑓 is the dynamics of the system, 𝑎𝑖 is the action at 𝑖𝑡ℎ

time step. A deadline 𝑇 is the maximum acceptable time by
which a task must be completed after its initiation. 𝑆𝑖𝑛𝑖𝑡 is
the initial set and 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 is the target set. 𝑆𝑡𝑟𝑎𝑗 stands for
state trajectory set which contains the states on each time step
before the deadline.

Definition IV.1 provides a formal concept defines the
deadline-safe property of a policy for reach tasks. Similarly,
for deadline-safe policy of reach&avoid tasks, we can adapt
Definition IV.1 to :

∀𝑠0 ∈ 𝑆𝑖𝑛𝑖𝑡, 𝑆𝑡𝑟𝑎𝑗 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑆𝑡𝑟𝑎𝑗 ∩ 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 = ∅
𝑆𝑡𝑟𝑎𝑗 = {𝑠1, 𝑠2, ..., 𝑠𝑇 }, 𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑑𝑠(𝑠𝑖)

(8)

where 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 stands for unsafe that has to be avoided all the
time.

Definition IV.2. ASAP policy 𝜋𝑠𝑝 for reach tasks can drive
the system from any initial point in the initial set to the target
in the shortest time. Formally, it can be written as follows:

∀𝑠0 ∈ 𝑆𝑖𝑛𝑖𝑡, 𝑠𝑡 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅
∄𝜋𝑜𝑝 : 𝑠′𝑞 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑞 < 𝑡

𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑠𝑝(𝑠𝑖)

𝑠′𝑖+1 = 𝑓(𝑠′𝑖, 𝑎
′
𝑖), 𝑎

′
𝑖 = 𝜋𝑜𝑝(𝑠

′
𝑖)

(9)

where 𝑠′𝑞 and 𝑠𝑡 are the earliest time step on a trajectory that
reaches the target. 𝑠𝑖 and 𝑠′𝑖 represent the states of the system
at the 𝑖𝑡ℎ time step controlled by 𝜋𝑠𝑝 and 𝜋𝑜𝑝, respectively.
Definition IV.2 explains the temporal property of ASAP
policy for reach tasks. Specifically, there is no other policy
that can drive the system to the target in a shorter time than
a ASAP policy. Similarly, it can be extended to reach-avoid
tasks:

∀𝑠0 ∈ 𝑆𝑖𝑛𝑖𝑡, 𝑠𝑡 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑆𝑡𝑟𝑎𝑗 ∩ 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 = ∅
𝑆𝑡𝑟𝑎𝑗 = {𝑠1, 𝑠2, ..., 𝑠𝑡}, 𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑠𝑝(𝑠𝑖)

𝑆′
𝑡𝑟𝑎𝑗 = {𝑠′1, 𝑠′2, ..., 𝑠′𝑡}, 𝑠′𝑖+1 = 𝑓(𝑠′𝑖, 𝑎

′
𝑖), 𝑎

′
𝑖 = 𝜋𝑜𝑝(𝑠

′
𝑖)

∄𝜋𝑜𝑝 : 𝑠′𝑞 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑞 < 𝑡 ∧ 𝑆′
𝑡𝑟𝑎𝑗 ∩ 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 = ∅

𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑠𝑝(𝑠𝑖)

𝑠′𝑖+1 = 𝑓(𝑠′𝑖, 𝑎
′
𝑖), 𝑎

′
𝑖 = 𝜋𝑜𝑝(𝑠

′
𝑖)

(10)

In this work, we consider different reward functions to solve
the same problem. However, since the reward function is part
of the definition of the MDP, to formally define what is a
problem, we have to introduce a new concept: Markovian
decision process without rewards.

Definition IV.3. Markovian decision process without rewards
(MDP∖𝑅) is an adaption of Markovian decision process which
ignores the reward aspects. It can be formulated as

MDP ∖ ℛ = (𝑆,𝐴,𝒫, , 𝛾)

MDP∖𝑅 focuses solely on the state and action dynamics.
It excludes the aspects of reward that usually guide the
optimization of policies towards specific objectives.

Fig. 1 shows the topology of policies we defined for the
same MDP∖𝑅. We can see the big red eclipse is the set of
all the policies for the MDP∖𝑅, the green eclipse is the set
of all deadline-safe policies, the blue eclipse is the set of all
ASAP policies. We have two major observations from this
figure: First, the ASAP policies set is a subset of deadline-
safe policies set. Second, the ASAP policies set are not always
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Fig. 1: Topology of policies for the same MDP ∖ 𝑅, the red
set 𝜋 is the set of all the policies for a MDP ∖ 𝑅, the green
set 𝜋𝑑𝑠 is the set of all deadline-safe policies, the blue set 𝜋𝑠𝑝

is the set of all ASAP policies.

identical to the deadline-safe policies set. We will formally
prove these two statements in the following subsection.

B. Relationships between deadline-safe and ASAP

In this subsection, we will discuss the relationship between
the deadline-safe policies and ASAP policies.

Proposition IV.1. The ASAP policies set is not always iden-
tical to the deadline-safe policies set. This can formalized as:

𝑆𝜋𝑑𝑠
̸≡ 𝑆𝜋𝑠𝑝

𝑖𝑓 𝑆𝜋𝑑𝑠
̸= ∅ (11)

Proposition IV.1 claims the relationship between deadline-
safe and ASAP is not an identity. This claim seems a little bit
trivial but it has been overlooked when designing applications
with deadline-safe requirements. We can prove this proposition
by contradiction.

Proof. Assume if 𝑆𝜋𝑑𝑠
≡ 𝑆𝜋𝑠𝑝 and 𝑆𝜋𝑑𝑠

̸= ∅, the set of
deadline policies is identical to the set of ASAP policies for
a MDP∖𝑅. This implies any deadline-safe policy is also an
ASAP policy. However, we can easily find a counterexample.
Consider a simple discrete MDP∖𝑅 with only 2 states, A and
B as shown in Fig. 2:

Fig. 2: A counterexample of 𝑆𝜋𝑑𝑠
≡ 𝑆𝜋𝑠𝑝

, there are only 2
states A and B in this MDP∖𝑅, the goal is to reach B in 2
steps from A.

The initial state of this MDP∖𝑅 is A, and the goal is to
reach B in 2 steps, in other words, the deadline is 2 steps,
the time horizon is finite. There are 2 actions available for the
agent at A, the first is staying, and the second is moving to
next as the arrows in Fig. 2. There is only one action for for
agent at B which is staying. We can easily find two policies:

1) Policy 𝜋1: The agent chooses to move to the next
immediately, it reaches B in 1 step.

2) Policy 𝜋2: The agent chooses to stay at A then moving
to the next, it reaches B in 2 steps.

We can see both policy 𝜋1 and policy 𝜋2 are deadline-safe, but
policy 𝜋1 is ASAP but policy 𝜋2 is not. This counterexample
conflicts with the assumption that the set of deadline policies
is a subset of ASAP policies for a MDP∖𝑅. Therefore, there
is a contradiction, and proposition IV.1 holds.

Proposition IV.1 has provided some insights about the
potential reward hacking vulnerability if we design a reward
function encouraging ASAP for deadline-safe tasks. However,
in fact, a reward function encouraging ASAP works relatively
well on some deadline-safe tasks. To further elaborate on the
reason, we need more insights of the relationship between
these two behaviors.

Proposition IV.2. The set of ASAP policies is a subset of
deadline-safe policies for a MDP∖𝑅. Formally, we have:

𝑆𝜋𝑠𝑝
⊆ 𝑆𝜋𝑑𝑠

𝑖𝑓 𝑆𝜋𝑑𝑠
̸= ∅ (12)

Proof. Assume the set of ASAP policies is not a subset of
deadline-safe policies for a MDP∖𝑅. This implies that there
exists a policy that is ASAP but not deadline-safe. Given the
definition IV.1, the ASAP policy cannot drive the system to
the target by the given deadline. According to the definition
IV.2, if the ASAP policy cannot drive the system to the target
by the deadline, there does not exist a policy that can drive
the system to the target earlier than the deadline. Therefore,
the set of deadline-safe policies is empty, then there is an
contradiction.

Note that the condition of proposition IV.2 is important. If
𝑆𝜋𝑑𝑠

= ∅, proposition IV.2 does not hold since there might
be ASAP policies that can not meet the deadlines. In other
words, in that case, there are no deadline-safe policies even
they are as soon as possible.

There is an inconsistency between the definition of ASAP
policies when considering deadlines. We have to adapt
definition IV.2 to the following:

∀𝑠0 ∈ 𝑆𝑖𝑛𝑖𝑡, 𝑠𝑡 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑆𝑡𝑟𝑎𝑗 ∩ 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 = ∅
𝑆𝑡𝑟𝑎𝑗 = {𝑠1, 𝑠2, ..., 𝑠𝑇 }, 𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑠𝑝(𝑠𝑖)

𝑆′
𝑡𝑟𝑎𝑗 = {𝑠′1, 𝑠′2, ..., 𝑠′𝑇 }, 𝑠′𝑖+1 = 𝑓(𝑠′𝑖, 𝑎

′
𝑖), 𝑎

′
𝑖 = 𝜋𝑜𝑝(𝑠

′
𝑖)

∄𝜋𝑜𝑝 : 𝑠′𝑞 ∩ 𝑆𝑡𝑎𝑟𝑔𝑒𝑡 ̸= ∅ ∧ 𝑞 < 𝑡 ∧ 𝑆′
𝑡𝑟𝑎𝑗 ∩ 𝑆𝑢𝑛𝑠𝑎𝑓𝑒 = ∅

𝑠𝑖+1 = 𝑓(𝑠𝑖, 𝑎𝑖), 𝑎𝑖 = 𝜋𝑠𝑝(𝑠𝑖)

𝑠′𝑖+1 = 𝑓(𝑠′𝑖, 𝑎
′
𝑖), 𝑎

′
𝑖 = 𝜋𝑜𝑝(𝑠

′
𝑖)

(13)

where the agent should avoid the unsafe set until the deadline
ends instead of just avoid it before reach.

The relationship between ASAP and deadline-safe has been
elaborated by propositions IV.1 and IV.2. These two proposi-
tions indicate that there is a difference between deadline-safe
and ASAP from the problem level so that we can not treat
them identically. This message is important for researchers
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to formally design rewards to achieve deadline-safe to avoid
potential reward hacking. Additionally, deadline-safe requires
a predefined deadline for training but it is not required for
ASAP.

V. DEADLINE-SAFE TRAINING

In this section, we will introduce how to design reward
functions to encourage deadline-safe behaviors instead of
ASAP. Additionally, we describe the details of the new MDP
formulation, 𝑅-MDP, to avoid violating Markovian property
when using the reward function we introduced. Moreover,
we want to provide a probabilistic guarantee for our method
under certain conditions to make it suitable for time-critical
applications in CPS. We provide a formal PAC bound on the
deadline-safe probability and prove its correctness.

A. deadline-safe reward design

When designing a reward function, the most important con-
sideration is ensuring that the function aligns with the desired
goals and behaviors of the system, this process is known
as reward alignment. Let’s start with that simple discrete
example again which is shown in Fig.2. But the insights we
provide is also feasible for continuous space problems. How
do we design a deadline-safe reward function for this simple
problem?

The most intuitive idea is to design an episodic reward
function to encourage deadline-safe:

𝑅𝑒𝑝𝑖(𝑡) =

{︃
10 if 𝑡 = 𝑇 and the state is B
0 otherwise

(14)

This reward design encourages deadline-safe by only setting
rewards for the last time step of the episode and give zero
reward for other time steps. Deadline-safe is encouraged since
the optimal policy of this MDP is reaching B by the deadline
𝑇 . Note that this reward design does not encourage ASAP
since an earlier reach will not grant additional rewards for the
agent compared to an agent reaching it at the last time step in
the episode.

This reward function is good enough for this simple example
since there are only 2 states, and it is easy to have a sample
trajectory that reaches B during training even if there is no
immediate reward at every time step except the last time step.
However, it is going to be harder to find a sample trajectory
that reaches B if there are more states between A and B as
Fig. 3 shown.

It is possible to apply PBRS to resolve this sparse reward
issue by adapting the reward function in Equation (14):

𝑅𝑝𝑏𝑟𝑠(𝑡) =

{︃
10 if 𝑡 = 𝑇 and the state is B
𝑑(𝑠𝑡−1)− 𝑑(𝑠𝑡) otherwise

(15)

We define 𝑑(𝑠) as the length of the shortest path from 𝑠 to
B. This reward shaping provides dense rewards at each time
step which encourages the agent to reach B. Unfortunately,
this shaping will make the reward function encouraging ASAP
instead of deadline-safe. For the example in Fig. 3, assuming

Fig. 3: If there are multiple states between A and B, the agent
has 2 actions at each state: moving to next or staying, then it
is harder and harder to get motivated to reach B since there
is no immediate rewards. In other words, the agent will get
immediate zero rewards no matter choose to stay or move to
next.

the deadline is 5 and there are 2 states between A and B, the
global optimal policy is moving to the next state at every state.
This policy will grant a positive immediate reward (which
is 1 since the length of the shortest path is reduced by 1)
and maximize the global return as introduced in Equation (1).
However, this reward is not encouraging deadline-safe since
the different deadline-safe policies will have different returns.
In other words, under 𝑅𝑝𝑏𝑟𝑠, we think the ASAP policy
(which is also deadline-safe) is better than other deadline-
safe policies since it grants higher cumulative rewards. This
is a phenomenon of reward hacking and we want to avoid
this problem. Now the question for us is ”How to design a
reward function that grants equal cumulative rewards for every
deadline-safe policy?”

Researcher have attempted to apply STL and quantitative
semantics to resolve this problem. If the pure quantitative
semantics in Equation (5) are applied for training, then the
reward function is episodic and the training suffers from the
sparse reward again. Researchers in [28], [41] have made
the rewards dense by evaluating the degree of robustness of
the STL formula at every time step. However, these shaping
methods either suffer from the curse of dimensionality or
violate the Markovian property. Additionally, the rewards in
these works are still encouraging ASAP instead of deadline-
safe. To the best of our knowledge, there is no existing work
that has answered this question properly.

It is challenging to answer this question since there is a key
conflict between the dense rewards for encouraging reach and
the attached encouragement for ASAP instead of deadline-
safe. To resolve this conflict, we propose a novel reward
function which assigns rewards for the steps after reaching
to ”balance” the reward granted before reaching:

𝑅𝑑𝑠(𝑡) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
10 if (𝑠𝑡 ∈ 𝐵) ∧ (𝐶(𝐵) = 1) ∧ (𝑡 ̸= 𝑇 )

10−
∑︀

𝑟𝑏𝑟 if (𝑠𝑡 ∈ 𝐵) ∧ (𝐶(𝐵) = 1) ∧ (𝑡 = 𝑇 )

𝑑(𝑠𝑡−1)− 𝑑(𝑠𝑡) if 𝐶(𝐵) = 0
−

∑︀
𝑟𝑏𝑟

𝑇−𝑡+1 if 𝐶(𝐵) > 1 ∨ ((𝑠𝑡 /∈ 𝐵) ∧ (𝐶(𝐵) = 1))
(16)

𝐶(𝑠) represents the number of times this state 𝑠 has been
visited including this time step. There are three differences be-
tween the new deadline-safe reward function in Equation (16)
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and the PBRS reward function in Equation (15):
1) If the goal is achieved (in the example, the goal is to

reach B), the reward will be granted at that time step
instead of the last time step. However, this reward is
only granting once which is the first time.

2) We separate the time steps to two parts: before reaching
B and after reaching B. Before reaching B, the reward
is the same as the reward designed in Equation (15). We
store these rewards 𝑟𝑏𝑟 before reaching B into a buffer
and calculate the sum of them. For every time step after
reaching B, the reward is the additive inverse of that
sum divided by the remaining time steps.

3) There is a special case that the first time the agent reach
the goal is at the last time step. In this case, there is
no time step remaining and the additive inverse of the
reward sum is added to include in the immediate reward
at this time step, too.

The main idea in the design of the reward function in Equa-
tion (16) is using the time steps after reaching to compensate
the rewards granted before reaching. The goal of this design
is to encourage deadline-safe instead of ASAP. To be noticed,
we have not included avoid in the reward yet. It is important
to consider avoiding behavior as well as considering deadline-
safe. We can trivially consider collision behavior is as bad as
not achieving deadline-safe. Therefore, if there is a collision
at one time step, it will get the same reward for not reaching
at the last time step. We can formally define when the reward
function is encouraging deadline-safe:

Definition V.1. A reward function 𝑅𝑑𝑠 is encouraging
deadline-safe if every deadline-safe policy grants equal cumu-
lative rewards for starting from any initial point in the initial
set. Formally, we have:

𝑉 𝜋1(𝑠0) = 𝑉 𝜋2(𝑠0) ∀𝜋1, 𝜋2 ∈ 𝜋𝑑𝑠, 𝛾 = 1, 𝑠0 ∈ 𝐼

𝑉 𝜋(𝑠) = E
𝑎∼𝜋

[︃
𝑇−1∑︁
𝑘=0

𝛾𝑘𝑅𝑑𝑠(𝑘 + 1) | 𝑠0 = 𝑠

]︃
(17)

Lemma V.1. Reward function in Equation (16) is encouraging
deadline-safe.

Proof. Since the horizon is finite, it is possible to set the
discount factor 𝛾 to 1. Based on this simplification, the value
of the initial point is the expectation of the sum of the reward
of the episode.

We assume there is a single case that there are two deadline-
safe policies 𝜋1 and 𝜋2 and they grant different cumulative
rewards such that 𝑉 𝜋1(𝑠0) ̸= 𝑉 𝜋2(𝑠0). Since both of them are
deadline-safe, then it must reach the goal before the deadline.
However, according to Equation (16), the sum of rewards of
any episode if reach is 10. Therefore, there is a contradiction.

In this subsection, we have introduced how to design reward
functions to encourage deadline-safe. Although we only prove
Lemma V.1, this is not confined to the special instance in
Equation (16). In fact, it is more like a template since we

can replace 𝑑(𝑠𝑡−1) − 𝑑(𝑠𝑡) with any reward shaping that
encourages reach behavior (such as quantitative semantics) and
the reward function is still encouraging deadline-safe.

However, the reward depends on both the remaining time
steps and the previous rewards which violates the Markovian
property. Therefore, we need a new formulation of the MDP
problem to restore Markovian property.

B. 𝑅-MDP formulation

In this subsection, we introduce 𝑅-MDP for deadline-safe
rewards and compare them to existing formulations.

In 𝑅-MDP, the state space is a Cartesian product of the
original state space 𝑆, the set of remaining time steps 𝑇𝑟, the
set of reward history Σ𝑟, and a set of a binary flag state 𝐾
indicates whether the goal has been achieved:

𝑅-MDP = (𝑆 × 𝑇𝑟 × Σ𝑟 ×𝐾,𝐴,𝒫, 𝑅, 𝛾) (18)

We can assign the state space of 𝑅-MDP as Σ𝑅 where we have
Σ𝑅 ∈ (𝑆×𝑇𝑟×Σ𝑟×𝐾). In this formulation, the deadline-safe
reward function does not violate the Markovian property. The
format of the reward history is an array with size 𝑇 which is
the deadline, the initial values are set to 0.
𝑅-MDP does not suffer from the curse of history as much

as 𝜏 -MDP since the reward is a single value instead of vectors.
This is a very important property when the dimension of the
system model is high. Also, the binary states in 𝐹 -MDP are
not able to include the reward history and remaining time steps
in the MDP since these are real values.

For time-critical applications in CPS, it is important to have
guarantees on the performance of the proposed method. In the
next subsection, we introduce how to obtain a probabilistic
guarantee on deadline-safe behavior.

C. deadline-safe PAC guarantee

We define the probability of deadline-safe as the probability
of reaching the target by the deadline from arbitrary initial
point 𝑠0 in the initial set under policy 𝜋 is 𝑃𝜋(𝑠0) in the
problem statement . We want to find the an optimal policy
which has the highest deadline-safe probability within the
given deadline 𝑇 from arbitrary initial point in the initial set.
However, there is an inconsistency since the RL algorithms
are maximizing the value formulated in Bellman Equation
instead of probabilities. Therefore, it is important to show
the monotonicity between deadline-safe probability and value.
Before we show how to obtain the probabilistic guarantee,
we have to make certain adaptation to the reward function in
Equation (16):

𝑅𝑑𝑠(𝑡) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

10 if (𝑠𝑡 = 𝐵) ∧ (𝐶(𝐵) = 1) ∧ (𝑡 ̸= 𝑇 )

10−
∑︀

𝑟𝑏𝑟 if (𝑠𝑡 = 𝐵) ∧ (𝐶(𝐵) = 1) ∧ (𝑡 = 𝑇 )

−10−
∑︀

𝑟𝑏𝑟 if (𝐶(𝐵) = 0) ∧ (𝑡 = 𝑇 )

𝜇− 𝑑(𝑠𝑡) if 𝐶(𝐵) = 0 ∧ (𝑡 ̸= 𝑇 )
−

∑︀
𝑟𝑏𝑟

𝑇−𝑡+1 if 𝐶(𝐵) > 0
(19)

𝜇 is a constant represents the threshold for reach, in discrete
settings, 𝜇 can be set to 0, in continuous settings, usually 𝜇 is
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setting to the radius of the target set if we assume target set is
a ball. Therefore, the rewards before reach are negative since
𝑑(𝑠) is greater or equal to 0. This adaption does not violate
the deadline-safe property from Lemma V.1. The values of 10
and -10 are constants and can vary depending on the problem.

Lemma V.2 (Monotonicity between deadline-safe probability
and value). With the reward in Equation (19), starting from
a 𝑠0 in the initial set, for any two control policies 𝜋1 and
𝜋2 with values 𝑣𝜋1(𝑠0), 𝑣𝜋2(𝑠0) and deadline-safe probability
𝑃𝜋1(𝑠0), 𝑃𝜋2(𝑠0), we have monotonicity

𝑃𝜋1(𝑠0) ≤ 𝑃𝜋2(𝑠0) ⇐⇒ 𝑉 𝜋1(𝑠0) ≤ 𝑉 𝜋2(𝑠0) (20)

Proof. To be noticed, 𝜋1 and 𝜋2 are not guaranteed to be
deadline-safe. For policies 𝜋1, we denote 𝑟𝜋1

𝑡 as the reward
received at time 𝑡, 𝑟𝜋1

𝑡 = 𝑅𝑑𝑠(𝑡). Similarly, we have 𝑟𝜋2
𝑡 . To

prove ⇒, we have:

𝑉 𝜋1(𝑠0) = 𝐸𝜋1
1 + 𝐸𝜋1

2

𝐸𝜋1
1 = 𝑃𝜋1(𝑠0) * Σ𝑑𝑠 = E𝑑𝑠

[︃
𝑇∑︁

𝑡=1

𝛾𝑡−1𝑟𝜋1
𝑡

]︃

𝐸𝜋1
2 = (1− 𝑃𝜋1(𝑠0)) * Σ𝑛𝑑𝑠 = E𝑛𝑑𝑠

[︃
𝑇∑︁

𝑡=1

𝛾𝑡−1𝑟𝜋1
𝑡

]︃ (21)

𝐸1 is the expectation of deadline-safe cases, 𝐸2 is the ex-
pectation of other cases. The sum of rewards of any episode
if deadline-safe is 10, also, this is the highest cumulative
rewards it can obtain, therefore Σ𝑑𝑠 = 10 . On the other
hand, any non-deadline-safe episode will grant cumulative
reward -10. then we have Σ𝑛𝑑𝑠 < 10, Σ𝑑𝑠 > Σ𝑛𝑑𝑠 Therefore,
𝑉 𝜋1(𝑠0) − 𝑉 𝜋2(𝑠0) = (𝐸𝜋1

1 − 𝐸𝜋2
1 ) + (𝐸𝜋1

2 − 𝐸𝜋2
2 ) =

(𝑃𝜋1(𝑠0)− 𝑃𝜋2(𝑠0)) *Σ𝑑𝑠 + (𝑃 𝜋2(𝑠0)− 𝑃𝜋1(𝑠0)) *Σ𝑛𝑑𝑠 =
(𝑃𝜋1(𝑠0) − 𝑃𝜋2(𝑠0)) * (Σ𝑑𝑠 − Σ𝑛𝑑𝑠). Since 𝑃𝜋1(𝑠0) ≤
𝑃𝜋2(𝑠0), we have (𝑃𝜋1(𝑠0)−𝑃𝜋2(𝑠0)) ≤ 0. And we also have
Σ𝑑𝑠 > Σ𝑛𝑑𝑠, then (𝑃𝜋1(𝑠0)− 𝑃𝜋2(𝑠0)) * (Σ𝑑𝑠 − Σ𝑛𝑑𝑠) ≤ 0.

To prove ⇐, same as above, we have 𝑉 𝜋1(𝑠0)−𝑉 𝜋2(𝑠0) =
(𝑃𝜋1(𝑠0)−𝑃𝜋2(𝑠0))*(Σ𝑑𝑠−Σ𝑛𝑑𝑠). Because (Σ𝑑𝑠−Σ𝑛𝑑𝑠) =
20 > 0, if 𝑉 𝜋1(𝑠0)−𝑉 𝜋2(𝑠0) ≤ 0, we can obtain (𝑃𝜋1(𝑠0)−
𝑃𝜋2(𝑠0)) ≤ 0.

Lemma V.2 claims that a greater probability of deadline-safe
is equivalent to a higher value. Therefore, the optimal control
policy with the largest value must reach the target within the
greatest probability of deadline-safe. Therefore, we can obtain
this PAC bound on deadline-safe probability:

Lemma V.3. Under a model-free RL algorithm that optimizes
a control policy 𝜋 to reach a target in a deadline 𝑇 , if we
use the reward in Equation (19), with an error 𝜖 ≥ 0, false
probability of the hypothesis 𝛿 ∈ [0, 1], the reward of first
time reaching 𝑟𝑓𝑟 > 0 and reward of not reaching at the end
𝑟𝑛𝑟 < 0, and discount factor 𝛾 = 1, we have:

𝑃 [𝑉 𝜋*
(𝑠0)− 𝑉 𝜋(𝑠0) ≤ 𝜖] ≥ 1− 𝛿

=⇒ 𝑃 [𝑃𝜋*
(𝑠0)− 𝑃𝜋(𝑠0) ≤ 𝜖𝑑𝑠] ≥ 1− 𝛿

𝜖𝑑𝑠 ≤
𝜖

𝑟𝑓𝑟 − 𝑟𝑛𝑟

(22)

𝜋* is the optimal policy

Proof. From Lemma V.2, we know 𝑃𝜋*
(𝑠0)−𝑃𝜋(𝑠0) ≥ 0, let

𝑃𝜋*
(𝑠0) = 𝑃𝜋(𝑠0)+Δ𝑝, Δ𝑝 ≥ 0, then we have a probability

of 1−𝛿 that 𝑉 𝜋*
(𝑠0)−𝑉 𝜋(𝑠0) = (𝑃𝜋*

(𝑠0)−𝑃𝜋(𝑠0))*(Σ𝑑𝑠−
Σ𝑛𝑑𝑠) ≤ 𝜖. To be noticed, in the settings of Equation (19), we
set 𝑟𝑓𝑟 = 10 and 𝑟𝑛𝑟 = −10. In general, we have (Σ𝑑𝑠 −
Σ𝑛𝑑𝑠) = 𝑟𝑓𝑟 − 𝑟𝑛𝑟. Therefore, Δ𝑝 ≤= 𝜖/(𝑟𝑓𝑟 − 𝑟𝑛𝑟).

Lemma V.3 provides a guarantee of the probability of
deadline-safe under a model-free RL using the reward function
in the format of Equation (19) based on the guarantee of the
value obtained. For example, assuming we are using the reward
function in Equation (19), and we have 𝛿 = 0.05 and 𝜖 = 1. If
there is 95% probability that the value at an initial point is at
most 1 less than the value of optimal policy we have at least
95% probability that the deadline-safe probability is no more
than 5% less than the deadline-safe probability of the optimal
policy.

To obtain this bound efficiently during the training, we need
to apply PAC-MDP (sample efficient) [33] algorithms with
polynomial number of training samples. We choose DGPQ
[35] which is available for continuous state space and discrete
action space and proved to be PAC-MDP.

Theorem V.4. With our reward design in Equation (19),
within 𝑚 = poly(𝒩𝑆 , 1/𝜖, 1/𝛿, 𝑟𝑛𝑟+𝑟𝑓𝑟+(𝑑𝑚𝑎𝑥−𝜇)*(𝑡−1)),
if the maximum distance from an original state to the target
is 𝑑𝑚𝑎𝑥, we can achieve:

𝑃 [𝑃𝜋*(𝑠0)− 𝑃𝜋(𝑠0) ≤
𝜖

𝑟𝑓𝑟 − 𝑟𝑛𝑟
] ≥ 1− 𝛿 (23)

𝒩𝑆 is a covering number of state space S.

Proof. Since DGPQ is PAC-MDP, it satisfies:

𝑃 [𝑉 𝜋*
(𝑠0)− 𝑉 𝜋(𝑠0) ≤ 𝜖] ≥ 1− 𝛿

with a number of samples 𝑚 = poly(𝒩𝑆 , 1/𝜖, 1/𝛿, 1/(1−𝛾)))
for an infinite-horizon MDP where the range of the value is
[0, 1/(1 − 𝛾)] [35]. However, under the reward function in
Equation (19) with a finite-horizon MDP, the value range is
[𝑟𝑛𝑟, 𝑟𝑓𝑟+(𝑑𝑚𝑎𝑥−𝜇)*(𝑡−1)] since the the lower bound of the
value is 𝑟𝑛𝑟, and the highest value is 𝑟𝑓𝑟+(𝑑𝑚𝑎𝑥−𝜇)*(𝑡−1)
at the case if the agent reaches the target at the last step, and
it keeps the maximum distance to the target at every time step
before. Then with Lemma V.3, we can obtain the PAC bound
on the deadline-safe probability.

We have proved that using DGPQ can efficiently obtain
a PAC bound on the probability of deadline-safe. Based on
Proposition IV.1 and Proposition IV.2, we are motivated to
provide standards to design deadline-safe reward and we de-
liver Lemma V.1. Since the optimal policy of MDP is obtained
by solving Bellman Equation which maximizes the value, we
derive Lemma V.2 to connect the probability of deadline-safe
with the value. Based on Lemma V.2, we deliver Lemma V.3
to provide a guarantee of the probability of deadline-safe based
on the guarantee of the value. Since PAC learning can obtain
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a guarantee of the value, based on Lemma V.3, we derive
Theorem V.4 that shows a probabilistic guarantee of deadline-
safe can be obtained by PAC learning.

VI. EVALUATION

In this section, we evaluate the proposed deadline-safe
control synthesis methods. First, we introduced the baselines
and metrics. Then, we compared it with existing baselines
to show its effectiveness in two case studies on a low-
dimensional linear system and a high-dimensional non-linear
system. Additionally, we make a special case study to validate
the PAC bound we proved in Theorem V.4.

A. Baselines and Metrics

In this work, we consider two baselines:
1) STL-reward: The reward function introduced in [30]

with dense reward settings [28]. This reward is based
on the quantitative semantics of STL in equation 5. This
format of reward functions is designed to satisfy STL
specifications and has been applied in existing works
[27], [28].

2) Distance-based reward: Distance-based reward functions
in RL primarily leverage the spatial or state space
distance between an agent’s current state and a goal state
to guide its learning process. This approach simplifies
the reward structure by focusing on reducing the distance
to the goal without requiring additional domain expertise
[42], [43]. In our experiments, we use Euclidean distance
to measure the distance between the agent to the target
and the obstacle and generate corresponding rewards.
We use the rate of deadline-safe as the metric for
evaluation. No matter the agent has a collision with the
unsafe set or has not reached the target by the deadline,
we consider this test case is not deadline-safe.

B. Case Study: DC Motor Position

A DC motor is a crucial component in various applications
where precise motion control is required, such as robotics,
automotive systems, and industrial machinery. The ability to
control the position of a DC motor is vital for tasks that
demand high accuracy in short deadlines. Position control in
DC motors is typically achieved through the use of feedback
mechanisms, such as encoders, which provide real-time data
on the motor’s position. This allows for precise adjustments
to be made to the motor’s speed and direction, ensuring that
the motor reaches and maintains the desired position. In our
experiments, DC motor position benchmark is a linear system
that uses the current as control input to manipulate the system
that drives the motor angle to a target position. For the details
of the system model, please check [4]. The initial set of the
DC motor position benchmark is [0,−1,−10] to [𝜋, 1, 10], the
target set is a ball with radius 0.5 centered at [𝜋/2, 0, 0], the
unsafe set is set as a ball with radius 0.2 centered at [𝜋/4, 0, 0],

Fig. 4 shows the results of the experiments on the DC motor
position benchmark for reach-avoid tasks. There are two main
observations from Fig. 4:

T 15 20 30
DS STL DIS DS STL DIS DS STL DIS

A 86.5 76.1 5.9 96.7 94.8 9.4 100.0 99.9 16.0

TABLE I: The deadline-safe rate of deadline-safe RL, STL-
reward and distance-based reward on DC motor position
benchmark with different deadlines. 𝑇 stands for deadline,
𝐴 stands for reach-avoid tasks, DS stands for deadline-safe,
STL stands for STL-reward, and DIS stands for distance-based
reward.

1) Deadline-Safe RL outperforms baselines when the dead-
line is 15, it has similar results with STL-reward when
the deadline is 20 and 30. This observation shows
the effectiveness of deadline-safe RL compared to the
baselines. The performance of the distance-based reward
is shaking due to the unawareness of the deadline.

2) STL-based reward converges slightly faster than the
deadline-safe RL when the deadline is 30. This obser-
vation may be due to the expansion of the state space
in deadline-safe. Since 𝑅-MDP includes reward history
to the state space which is greater than the original state
space which only has three states.

Table I shows the quantitative results on the deadline-
safe rate on the DC motor position benchmark using SAC
for training. Deadline-Safe RL outperforms the baselines on
various deadlines for reach-avoid tasks.

C. Case Study: Attitude Control

Attitude control in real-time is essential for maintaining
the stability and orientation of various CPS, such as satel-
lites, aircraft, and spacecraft. Accurate and timely attitude
control ensures that these systems can perform their intended
functions, such as communication, navigation, or scientific
observation, without deviation from their desired orientations.
Real-time attitude control allows for immediate adjustments in
response to disturbances or changes in environmental condi-
tions, enhancing the reliability and effectiveness of the system.
Moreover, it is critical for ensuring safety, as improper attitude
control can lead to mission failures and collisions.

In our experiment, we consider a non-linear model of
attitude control for a rigid body which is introduced in
the competition of the workshop of Applied Verification of
Continuous and Hybrid Systems (ARCH’2022), please check
the details of system model at [44]. This benchmark is more
complex than the DC motor position benchmark due to the
non-linearity and the increasing of the dimension of the states.
To better illustrate the effectiveness of deadline-safe method
we propose, we first start with the reach tasks without consid-
ering collision. The initial set of the attitude control benchmark
is [−1,−1,−1,−1,−1,−1] to [1, 1, 1, 1, 1, 1], the target set is
a ball with a radius 0.8 centered at [0, 0, 0, 0, 0, 0], the unsafe
set is set as a ball with radius 0.3 centered at [0, 0, 0.2, 0, 0, 0],
the time step of this benchmark is 0.1 seconds

Fig. 5 shows the deadline-safe rate of the proposed method
with two baselines over the training process in 1 million steps
using SAC algorithm. The number of training steps is the prod-
uct of the episode length with the number of episodes. The x-
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Fig. 4: Deadline-safe rate comparison between deadline-safe RL, STL-reward and distance-based reward for reach-avoid tasks
on DC motor position benchmark. Deadline-Safe rate is smoothed with a moving window of size 20 for better visualization.
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Fig. 5: Deadline-safe rate comparison between deadline-safe RL, STL-reward and distance-based reward for reach tasks on
attitude control benchmark. Deadline-Safe rate is smoothed with a moving window of size 20 for better visualization.

axis is the number of training steps, the y-axis is the deadline-
safe rate. For better visualization, the deadline-safe rate is
smoothed by a moving window of size 20. The orange curve
represents the deadline-safe rate of deadline-safe RL proposed
in this work, the blue curve represents the deadline-safe rate
of STL-reward, the green curve represents the deadline-safe
rate of the distance-based reward. The deadline-safe rate is
calculated over 1000 testing initial points in the initial set. We
conduct three groups of experiments where we set the deadline
to 15,20 and 30 for reach tasks without considering collision.

There are three main observations from Fig. 5:

1) Deadline-safe RL outperforms baselines on different
deadlines in terms of deadline-safe rate. When the
deadline is set to 15, STL-reward achieves around 50%
deadline-safe rate at the end of the training, deadline-
safe RL achieves over 60% deadline-safe rate. The
distance-based reward performs not well under the
model-free scenario if there is a deadline.

2) Deadline-safe RL converges faster than STL-reward.
The gap between the deadline-safe rate of deadline-
safe RL and that of STL-reward is getting smaller with
the increment of the training steps. This observation
shows deadline-safe RL is efficient for the training of
time-critical tasks with a fixed deadline. With more
training steps, STL-reward agents gradually improve
their performance and become better at completing tasks
on time, even though their primary motivation is to finish
ASAP.

3) The gap between the deadline-safe rate of deadline-
safe RL and that of STL-reward is getting smaller with

a longer deadline. In other words, deadline-safe RL
is more efficient compared with the baselines when
the deadline is short. This observation conforms to the
relationship between ASAP and deadline-safe. Deadline-
safe RL is designed to ensure task completion within the
specified deadline, prioritizing reliability and adherence
to time constraints. On the other hand, STL-reward
encourages ASAP policies, encouraging the agent to
complete tasks as quickly as possible. As the dead-
line increases, the aggressive nature of the STL-reward
mechanism means that the agent, already motivated to
finish early, finds it progressively easier to meet the
deadline. When the deadline is getting greater, it is
becoming harder and harder for it to miss the deadline
due to its aggressive behavior.

We also conduct experiments for reach-avoid tasks which we
add an unsafe set in ball shape in the way between the initial
set and the target set.

Fig. 6 shows the results for reach-avoid tasks. We can see
similar trends to the reach tasks. Deadline-Safe RL can effi-
ciently complete the reach-avoid tasks by the given deadline.

Quantitative results for experiments on attitude control
benchmarks can be found in Table II. There is a minor
observation that the gap between the deadline-safe rate of
deadline-safe RL and that of STL-reward for reach-avoid is
slightly smaller than that for reach tasks when the deadline
is 15, but it is bigger when the deadline is 20. This may
caused by various reasons such as the position and the size
of the unsafe set. This may also be the reason for the slight
difference between the performance of deadline-safe RL on
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Fig. 6: Deadline-safe rate comparison between deadline-safe RL, STL-reward and distance-based reward for reach-avoid tasks.
Deadline-Safe rate is smoothed with a moving window of size 20 for better visualization.

T 15 20 30
DS STL DIS DS STL DIS DS STL DIS

R 63.6 51.5 8.8 81.6 76.1 7.8 96.9 95.2 10.2
A 62.7 54.0 7.0 81.0 70.4 7.9 97.2 93.8 9.0

TABLE II: The deadline-safe rate of deadline-safe RL, STL-
reward and distance-based reward on attitude control bench-
mark with different deadlines. 𝑇 stands for deadline, 𝑅 stands
for reach tasks, 𝐴 stands for reach-avoid tasks, DS stands
for deadline-safe, STL stands for STL-reward, DIS stands for
distance-based reward.

reach and reach-avoid tasks.

D. Case Study: PAC deadline-safe

In this subsection, we will validate the PAC bound of the
probability of deadline-safe on a discretized model of DC
motor position since DGPQ can only be applied to the system
with discrete action space.

The optimal policy can be obtained by brute-force or other
optimization-based methods since the deadline is fixed. For
each initial point, we can do a brute-force on the set of possible
combinations of actions to see whether it can reach the target
by the deadline, and this is guaranteed to find a solution if
there exists one. As long as there is a single case that a series
of actions can drive the agent from the initial point to the
target by the deadline, the optimal policy should be able to
find it. We need to randomly select several initial points from
the initial set to estimate the probability of the deadline-safe
of the optimal policy. We choose 50 initial points since the
minimum requirements for the law of large numbers to make
a statistically sound conclusion about a population is 30.
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Fig. 7: The cumulative rewards of deadline-safe RL using
DGPQ, the training takes 50 episodes

Fig. 7 shows the cumulative rewards of deadline-safe
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Fig. 8: The deadline-safe rate of deadline-safe RL using
DGPQ, the training takes 50 episodes

RL using DGPQ on the discretized model of the DC motor
position. The cumulative rewards is the sum of the rewards
on each step of the testing trajectories from 50 random initial
points after each 2 episodes during training. The sum is
negative since we early stop the testing whenever it reaches
the target. The curve shows it converges after the 7𝑡ℎ episode.

Fig. 8 shows the deadline-safe rate of deadline-safe RL
using DGPQ on the discretized model of DC motor position.
The initial set of the discretized DC motor position benchmark
is [0,−1,−1] to [𝜋, 1, 1], the target set is a ball with a radius
0.5 centered at [𝜋/2, 0, 0], the unsafe set is set as a ball
with radius 0.2 centered at [𝜋/4, 0, 0], the time step of this
benchmark is 0.05 seconds and the deadline is 100 time steps.
The control input is discretized as {−5,−2,−1, 1, 2, 5}, we
can see the performance reaches the peak after the 7𝑡ℎ episode.

Since 𝛿 = 0.05, 𝜖/(𝑟𝑓𝑟 − 𝑟𝑛𝑟) = 0.05, and the deadline-
safe rate is 98% at the peak, and the optimal policy cannot
reach an deadline-safe rate greater than 100%, the experiment
results validate the statement in Lemma V.4 and the efficiency
of DGPQ for deadline-safe tasks. There is a minor observation
that the performance is shaking after reaching the peak. This is
due to the over-fitting and can be improved by regularization
and other existing methods. Similar phenomenons are found
in the experiments from [35].

VII. CONCLUSION

In conclusion, this work addresses the challenges inherent
in real-time CPS by proposing an innovative integration of
deadline-safe with RL. By redefining the reward structure
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within a newly formulated reward-based Markov Decision Pro-
cess (R-MDP), we have mitigated issues associated with non-
Markovian rewards and reward hacking. Our reward functions
are specifically designed to encourage deadline-safe, thereby
enhancing the reliability and safety of operations within time-
critical applications. The empirical evaluations across diverse
benchmarks demonstrate that our method not only fosters the
development of deadline-safe policies but also significantly
outperforms existing baselines. In the future, we are inter-
ested in designing efficient deadline-safe training algorithms.
Another interesting direction is to extend our method to multi-
agent scenarios.
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