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We report the differential yields at mid-rapidity of the Breit-Wheeler process (yy — e*e™) in peripheral
Au + Au collisions at ,/syy = 54.4 and 200 GeV with the STAR experiment at the Relativistic Heavy Ion
Collider (RHIC), as a function of energy /syy, ete” transverse momentum pr, p%, invariant mass M,,, and
azimuthal angle. In the invariant mass range of 0.4 < M,, < 2.6 GeV/c? at low transverse momentum (pr <
0.15 GeV/c), the yields increase while the pair /(p) decreases with increasing ,/syy, a feature that is correctly
predicted by the QED calculation. The energy dependencies of the measured quantities are sensitive to the
nuclear form factor, infrared divergence and photon polarization. The data are compiled and used to extract the

charge radius of the Au nucleus.

DOI: 10.1103/PhysRevC.111.014909

I. INTRODUCTION

In ultrarelativistic heavy-ion collisions, strong electromag-
netic fields arising from the Lorentz contraction of highly
charged nuclei generate a large flux of high-energy quasireal
photons (equivalent photon approximation, EPA) [1,2]. In col-
lisions of identical nuclei, the photon density is proportional to
the square of the ion charge number (Z). Dileptons can be pro-
duced via photon-photon interactions (yy — [*tI7) even in
ultraperipheral heavy-ion collisions (UPCs) for which the im-
pact parameter between the colliding nuclei is larger than the
sum of their radii such that no nuclear overlap occurs [3—-6].
From the EPA, the photons are preferentially aligned along the
collision axis and have transverse momentum on the scale of
w/yL, where w is the photon energy and y;, is the Lorentz fac-
tor of the colliding nuclei. Therefore, the leptons produced by
these photon-photon processes have the distinctive signature
of being nearly back to back in azimuth with small pair trans-
verse momenta [7]. Traditionally these photon-photon fusion
processes have been studied only in UPCs [8—13]. However,
it was recently observed that even in hadronic heavy-ion colli-
sions (HHICs) the dilepton production at very low transverse
momentum (pr) originates mainly from two-photon interac-
tions [14-16]. Furthermore, the STAR Collaboration at the
Relativistic Heavy-ion Collider (RHIC) [14] and the ATLAS
Collaboration at the Large Hadron Collider (LHC) [15] have
found a significant pair pr broadening effect for the lepton
pairs from photon-photon collisions in HHICs compared to
those in UPCs. Previously, it was believed that the transverse
momentum distribution of dileptons from the two-photon pro-
cess should not depend on the impact parameter, and the
observed broadening of pr was explained by introducing the
final-state effect of either the Lorentz force from a trapped
electromagnetic field [14] or Coulomb scattering [15] in the
quark-gluon plasma (QGP) created in the HHICs. In contrast
to these expectations, recent measurements in Pb + Pb UPCs
by the CMS Collaboration, where the final-state effects are ab-
sent, show that the dimuons produced via two-photon process
have significant impact parameter dependence [17]. CMS also
measured the pp broadening effect, which has quantitatively
been described by the generalized EPA (gEPA), lowest order
QED, and Wigner function formalism, each of which includes
the impact parameter dependence [7,18-21]. The broadening
effect due to the initial QED field strength should be consid-
ered in studying possible trapped magnetic field and multiple
scattering in QGP. Specifically, QED calculations with the
impact parameter dependence of initial photon kinematics

predict a systematically lower ,/(p7) than the STAR data

[7] in HHICs. More experimental studies in the peripheral
HHIC:s are crucial for understanding such a discrepancy and
to investigate the potential final-state effects.

According to the EPA [8,11], the photon number density as
a function of energy w is determined by the field of a single
nucleus:

Zep [~ a2, | F((2)"+
o) = 28 [T R
0 @R | (e

YL

Tw

where _k> 1 is the photon transverse momentum, and
F ((yﬂ[)2 + ?i) is the nuclear electromagnetic form factor.
The photon-photon process is categorized into three possible
interactions according to the virtuality of the photons [19]:
the collision of two virtual photons (Landau-Lifschitz pro-
cess [22]); the collision of one virtual and one real photon
(Bethe-Heitler process [23]); and the collision of two real
photons (Breit-Wheeler process [24]). The transverse momen-
tum of the photons in UPCs is often considered to be related
to the virtuality of the photons [5,9,25-27]. Therefore, the
two-photon process in UPCs is considered to be the Landau-
Lifschitz process. However, in many practical calculations,
the Breit-Wheeler formalism is applied as a convenient and
practical tool [28] ignoring any possible effect from small
virtuality. There is no clear consensus on what is considered as
the Breit-Wheeler process in UPCs. Constraints on the avail-
able phase space for the photons that may participate in the
Breit-Wheeler process in heavy-ion collisions were recently
proposed [29]:

o/ye Sk S 1/R K o, ()

where R is the charge radius of the colliding nucleus. Due to
the STAR kinematic acceptance requirement of single elec-
tron (positron) transverse momentum being greater than 200
MeV/c at midrapidity (with pseudorapidity |n| < 1), there
may not be sufficient phase space for the Breit-Wheeler pro-
cess as defined in relation (2) at low beam energies (y, < 20)
even though the Breit-Wheeler process dominates at top RHIC
energy. Distinctive features of the Breit-Wheeler process have
been found in recent STAR measurements for Au 4+ Au colli-
sions at 200 GeV [19]. Because real photons with zero mass
cannot exist in a helicity J; = 0 state, the produced ete™
pair in a collision of two real photons should have a smooth
invariant mass (M,,) spectrum and single electron (positron)
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momentum preferentially aligned along the collision axis.
STAR also confirmed with a pure fourth-order azimuthal an-
gular modulation that the quasi-real photons originating from
EPA of Lorentz contraction of electromagnetic fields are lin-
early polarized [19]. Furthermore, Eq. (1) shows an intriguing
factor [(%)2 + 71] inside the form factor (F) and in the
denominator. It constrains the dielectrons produced by real
photon-photon processes to have small total transverse mo-
mentum. More importantly, it suggests that the total transverse

momentum (related to & ;) increases with decreasing beam
energy (y.) for a given photon energy () [29].

In this paper, we report the energy and centrality depen-
dence of the polarized yy — eTe™ process in peripheral
Au + Au collisions at \/syy = 54.4 and 200 GeV. The ete™
yields are presented as a function of pair transverse mo-
mentum pr, M., p%, and A¢, the difference between the
azimuthal angles of the sum and difference of the et and e~
momenta. The measurement of p3 can better reflect whether

pr has a broadening effect. The yields and v/ (p%) are also
presented as functions of collision energy. Furthermore, we
present the measurement of (cos(4A¢)) as a function of
pr predicted for the Breit-Wheeler photon-photon fusion
process. Model calculations are compared with the measure-
ments. The paper is organized as follows. Section II describes
the experimental setup and the data sets used in this analysis.
Section III explains in detail the analysis techniques, including
event and track selection, centrality definition, electron iden-
tification, raw signal reconstruction, background subtraction,
detector efficiency correction, hadronic cocktail simulation,
and systematic uncertainties. Section IV presents our results
on photon-induced dielectron production yields within the
STAR detector acceptance and a comparison to theoretical
calculations. Our results and conclusions are summarized in
Sec. V.

II. EXPERIMENTAL SETUP AND DATA SETS

This experiment was conducted at the Relativistic Heavy
Ion Collider (RHIC) [30], and the data were collected by the
Solenoidal Tracker at RHIC (STAR) experiment. The major
detector subsystems used in this analysis are the time pro-
jection chamber (TPC) [31], the barrel time of flight (TOF)
[32], and a trigger subsystem: the vertex position detectors
(VPDs) [33]. The TPC is the main tracking detector, used
for the measurements of charged particle momenta and for
particle identification (PID) via ionization energy loss per
unit length (dE /dx). The TOF system consists of the barrel
TOF (BTOF) detector covering the TPC outer cylinder and
the VPDs at the forward pseudorapidity regions. Combining
the timing information from the VPD and the BTOF detectors,
the flight time of the particle can be calculated. The flight time
of the particle is further combined with the track length and
momentum, both measured by the TPC, to provide charged
particle identification. The datasets of Au+ Au collisions
taken in 2010 and 2011 at ,/syxy = 200 GeV, and those taken
in 2017 at 54.4 GeV, are used for this analysis. The minimum
bias trigger is defined by requiring a coincidence between the
signals from the east and west VPDs and a collision-vertex cut

applied in data taking, in order to select collision events that
took place near the center of the detector.

III. ANALYSIS TECHNIQUES
A. Event selection and centrality definition

Events used in this analysis were required to have a re-
constructed collision vertex (primary vertex) within 30 cm of
the TPC center along the beam direction to ensure uniform
detector acceptance, and to be within a 2 cm radius in the
plane perpendicular to the beam direction to reject events
hitting the beam pipe (radius 5 cm). To suppress pileup events
from different bunch crossings in which a TPC vertex was
mistakenly reconstructed, the distance along the beam line be-
tween the collision vertex constructed using the TPC and that
determined by the VPD is required to be less than 3 cm. These
selection criteria yield 222 M (year 2010) and 508 M (year
2011) minimum bias triggered events at /syy = 200 GeV
and 490 M (year 2017) minimum bias triggered events at
/Svv = 54.4 GeV. The results at ,/syy = 200 GeV reported
in this paper are from the combined year 2010 and year 2011
data.

The centrality definition used in this analysis is determined
by matching the TPC measured (uncorrected) charged particle
multiplicity density dN/dn within || < 0.5 with a Monte
Carlo Glauber simulation [34,35]. The centrality bins are de-
fined according to the Monte Carlo Glauber distribution. In
particular, if the charged particle multiplicity is less than that
corresponding to 80% centrality, it is defined as 80—100%.

B. Track selection

The main detector subsystems used to reconstruct the elec-
tron candidate tracks (including positrons if not specified)
are the TPC and TOF. The number of fit points in the TPC
(nHitsFit) is required to be at least 1520 (this cut is different
for different runs) to ensure sufficient momentum resolution,
and no fewer than 10-16 (this cut is different for different
runs) space points (nHitsdEdx) are required for the ionization
energy loss (dE /dx) calculation to ensure good dE /dx reso-
lution. The ratio of the number of fit points over the number
of possible points should be greater than 0.52 in order to avoid
track splitting in the TPC. The distance of closest approach to
the primary vertex (DCA) is required to be less than 1 cm to
reduce the contributions from secondary decays. Each track’s
transverse momentum should be greater than 0.2 GeV/c to
ensure that the track can pass through the TPC. Furthermore,
the tracks are required to match to a hit in TOF, which only
covers ~90% in azimuth.

C. Electron identification

Electrons were identified by combining the normalized
dE /dx from the TPC and velocity (8) from the TOF. The
normalized dE /dx is defined as follows:

_ In((dE/dx)"/(dE [dx)!")

RyE ax

; 3

no,
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1.3
1.2

1.17

1/8

no,

FIG. 1. An example of electron identification at . /syy =
54.4 GeV in the 80-100% centrality range. Upper panel: 1/8 vs
momentum (p) distributions for all charged particles. Bottom panel:
normalized dE /dx (no,) vs p distributions after applying the TOF
velocity cut |1 — 1/8| < 0.03 denoted with dashed lines.

where (dE/dx)" and (dE /dx)" represent measured and
theoretical dE /dx values, respectively, and R4k /4, is the ex-
perimental dE /dx resolution. More details about the electron
identification procedure can be found in Refs. [36,37].

The inverse particle velocity (1/8) measured by the TOF
versus the particle momentum p measured by the TPC is
shown in the upper panel of Fig. 1 for all charged particles
in Au + Au collisions at /syy = 54.4 GeV in the 80-100%
centrality range. The area enclosed by the two black lines is
the TOF velocity selection condition |1 — 1/8| < 0.03. The
bottom panel shows the no, vs p distribution after applying
the TOF velocity selection. The area enclosed by the black
lines is the selection condition from no,. By making use of the
measured no, and 1/8, the electron sample can be selected at
a high purity. The electron purity for p7 > 0.2 GeV/c is about
95% in both the /syy = 54.4 GeV and ,/syy = 200 GeV
data samples.

D. e*e™ pair reconstruction and background subtraction

For each event, all electron and positron candidates within
the STAR acceptance of p§ > 0.2 GeV/c and |n| < 1 are
combined to generate the (same event) inclusive unlike-sign
pairs (V4 _, including signal and background). In this analysis
the signal is defined as the eTe™ pairs that originate from

l 10°

0 04102 03 0.4 05 06 0.7 0.8 0.9
M., (GeV/c?)

FIG. 2. ¢y vs mass spectrum for raw signal within the STAR ac-
ceptance in Au + Au collisions at \/syy = 54.4 GeV in the centrality
40-60%. The red solid line represents the ¢y cut used to remove
photon conversion electron pairs.

photon-photon processes. Background sources that contribute
to the inclusive unlike-sign pair distributions include

(1) Combinatorial background pairs, which come from
uncorrelated electron and positron pairing.

(2) Photon conversion background pairs, which come
from photons interacting with the detector material and
converting into eTe™ pairs.

(3) Hadronic cocktail background pairs, which originate
from hadron decays such as 7°, n, ', w, ¢, J/V¥, as
well as correlated charmed hadrons.

Contributions from combinatorial background pairs are
calculated by using the mixed-event unlike-sign pairs. The
photon conversion electron pairs are removed from the same
event and mixed event using the ¢y cut method [38,39].
This method relies on the kinematics of the pair production
process. The opening angle, ¢y, for electron-positron pairs
due to photon conversions should be zero. Unit-vector defi-
nitions used for the construction of the ¢y angle were taken
from Refs. [37,38]. Finally, the raw dielectron signal can
be obtained by subtracting the mixed-event unlike-sign pairs
from the same event unlike-sign pairs. Figure 2 shows the
¢y vs mass spectrum for the raw signal within the STAR
acceptance in Au+ Au collisions at ,/syy = 54.4 GeV in
the centrality 40—-60%. In the very low invariant mass region,
a clear band of photon conversion electron pairs can be ob-
served. The red solid line represents the ¢y cut used to remove
photon conversion electron pairs. Figure 3 shows the low-pt
invariant mass distributions of same event unlike-sign pairs
(black dots), mixed-event unlike-sign pairs (open circles), and
raw dielectron signal (blue dots) for /syy = 54.4 GeV and
/svv = 200 GeV in different centralities. The significance
JSLW of the signal is also shown in Fig. 3, where S and B
represent the number of raw signal and background events,
respectively. Centrality 80-100% (x50) in the figure repre-
sents the experimental data for 80-100% centrality multiplied
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FIG. 3. The low-pr (pr < 0.15 GeV/c) ete™ raw mass spectra within the STAR acceptance in Au + Au collisions at /syy = 54.4 GeV
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by 50, making the presentation of the figures cleaner. This
approach is also applied throughout the paper.

E. Efficiency correction

The raw eTe™ signal is corrected for the detector efficiency
to obtain the final physics ete™ signal. The pair efficiency
within STAR acceptance (single electron transverse momen-
tum p§ > 0.2 GeV/c, single electron pseudorapidity |n,| <
1, dielectron rapidity |y*“| < 1) is evaluated from the single
electron efficiency by using a Monte Carlo (MC) simulation
that used the virtual photons as the input and let them decay
into dielectrons isotropically. The single-electron efficiency
losses are caused by the detector inefficiency and electron
identification cuts.

The detector efficiency includes the TPC tracking ef-
ficiency and TOF matching efficiency. The TPC tracking
efficiency is evaluated via the standard STAR embedding
technique [40]. The real data electrons from 7° Dalitz decays
and photon conversion are identified by invariant mass and
used as the high purity electron sample to evaluate the TOF
matching efficiency. Due to the limited statistics of this high
purity electron sample, the pure pion sample selected by a
tight no,; cut is used to generate the three-dimensional (pr, 1,
and ¢) TOF matching efficiency. The pr-dependent correction
factor is then used to correct the TOF matching efficiency
difference between electrons and pions caused by the decay
loss of pions between the TPC and TOF, as well as other

effects. The correction factor is the TOF matching efficiency
ratio of electrons to pions as a function of pr.

The electron identification efficiency includes two com-
ponents: TOF 1/8 cut efficiency and no, selection criteria
efficiency. Both of these efficiencies are evaluated using
the high purity electron samples identified by invariant
mass.

The MC simulation, with virtual photons as input, is
used to fold the single electron efficiency into the ete”
pair efficiency within STAR acceptance. The two-dimensional
kinematics (M., pr) of the virtual photon is taken from the
hadronic cocktail (discussed in Sec. III F). The virtual photons
have flat rapidity and azimuthal distributions, and decay into
et e pairs isotropically. The virtual photon simulation is also
used to estimate the pair ¢y cut efficiency.

F. Hadronic cocktail

The detected ete™ pairs, originating from all stages in the
evolution of heavy-ion collisions, are contributed by hadron
decays (known as hadronic cocktail [42]) and photon-photon
processes. The latter are mainly concentrated at low pr [14].
The hadronic cocktail contributions in the final dielectron
spectrum can be evaluated as long as the hadron yields dN/dy
and pr distributions are known. The hadronic cocktails in-
cluded in our simulation contain contributions from decays
of 70, n, ', w, ¢, and J/yr, as well as correlated charmed
hadrons. The input rapidity distributions are assumed to be

014909-6



ENERGY DEPENDENCE OF POLARIZED yy — ete™

PHYSICAL REVIEW C 111, 014909 (2025)

HT

sl Centrality: 0-5% E 0.7H] Au+Auys =544GeV ~
(a) 1 1 1 1 E 0 : (b) 1 1 1 1 1 : 1 :
00 50 100 150 200 et) 50 100 150 200 250 0 500 1000
VS (GeV) (1-x) (Npar‘t/2)+x NcoII Neoi

FIG. 4. (a) The ° yield [40,41] as a function of beam energy in 0-5% centrality with the exponential fit shown as the solid line. The band

is the 1o confidence interval of the fit. (b) The ”p,,

value in different centralities at 54.4 GeV fitted by a constant shown as the solid line. The

band is the 1o confidence interval of the fit. (c) The parameter Srgw for Tsallis blast wave fits as a function of N, with a polynomial fit shown

as the solid line.

flat within |y| < 1.2. The input dN/dy and pt distributions
are discussed below.

The input ° yield is taken as the average of the 7+ and 77~
yields. Other hadron yields are obtained by scaling by the ratio
of the hadron to 7° cross sections [43]. There were no mea-
surements of hadron yields at 54.4 GeV, while the 7 yields
were accurately measured in the STAR BES-I program for
7.7, 11.5 19.6, 27, and 39 GeV [41] and in Ref. [40] for 62.4
and 200 GeV. The exponential function pgexp[—(x/pi1)P*]
was used to fit the 7° yields for these energies to interpolate
the ¥ yields for the corresponding centrality at 54.4 GeV,
where py, p1, and p, are parameters. Figure 4(a) is an example
of exponential fitting to interpolate the 7° yield at 54.4 GeV
in 0-5% centrality; the band is the 1o confidence interval of
the fit and was used as a systematic uncertainty in the cocktail.
The “two components model” [44], given as

dN,o
dy

Npart
pp (1_ x) B + xNeot |, 4)

is used to described the particles yield, where N.o is the
number of binary collisions and N,y is the number of partici-
pating nucleons. Neoji and Nyyy are obtained from the Glauber
model [34] in our analysis. Therefore according to the “two
components model” [44], n7, 1n each centrality at 54.4 GeV

can be obtained as shown in Flg. 4. At a given energy, ny,
should be a constant, so fitting the data in Fig. 4(b) with
a constant resulted in n”, = 0.855 + 0.068 at 54.4 GeV. As
before, the band is the 1o confidence interval of the fit and
was used as a systematic uncertainty in the cocktail. Based on
Eq. (4), the yields of 79 in the centralities 40-60%, 60-80%,
and 80-100% at 54.4 GeV are 30.81 + 2.44, 9.45 £ 0.75, and
2.74 £ 0.22, respectively. The charged pion yields for 200
GeV Au + Au minimum-bias collisions have been accurately
measured in the STAR acceptance [40], so again the “two
component model” was used to extrapolate the ° yield in
80-100% centrality at 200 GeV, where the 70 yield was found
to be 4.32 + 0.31.

For light hadrons, the Tsallis blast-wave (TBW) functions
provide good parametrizations of their pr spectra [45]. Poly-
nomial functions were used to fit the TBW parameters as a
function of N to extrapolate the parameters in our study.
Figure 4(c) is an example of polynomial fitting to parame-
ter Brgw for the flow velocity in TBW. The extracted TBW
parameters from the fit are used to generate the light hadron
spectra as our input. The cocktail input of the J/v pr spectra
is the same as that in Ref. [46] at 62.4 GeV. We note that
the hadronic cocktail for J/¢ are in a different mass range
and phase space, though this should have little effect on our
results.

The correlated open-charm decay contributions in p + p
collisions were obtained from PYTHIA simulations [47] and
scaled by N0 in Au + Au collisions for the default cocktail
simulations. It should be noted that the Glauber model cannot
describe experimental data due to trigger bias in peripheral
collisions, so weights are included to correct charged particle
multiplicities from the data to the Glauber model. In particu-
lar, the experimental data in 80—100% centrality have not been
corrected for trigger bias, and therefore need to be studied.
Figure 5(a) shows the dielectron yield as a function of cen-
trality calculated by EPA-QED for the yy — eTe™ process at
54.4 GeV [29]. Figure 5(b) is the multiplicity distribution of
charged particles (N,,) from our measurement compared to a
Glauber model simulation at 54.4 GeV in 80-100% centrality.
By taking the difference of the two distributions in Fig. 5(b),
the effects of trigger bias on the dielectron yield from the
yy — ete” process at 54.4 GeV in 80-100% centrality can
be determined. Thus, we conclude that the definition of 80—
100% centrality at 54.4 GeV has a bias of 4.5% for the yy —
ete™ process. Similarly, the definition of 80-100% centrality
at 200 GeV has a bias of 1.3% for this process.

G. Systematic uncertainties

The sources of systematic uncertainty that contribute to the
final result in this analysis includes: an efficiency correction,
hadron contamination, and subtraction of the cocktail contri-
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FIG. 5. (a) The dielectron yield of the yy — e*e™ process as a function of centrality at 54.4 GeV calculated by EPA-QED. (b) The
multiplicity distribution of charged particles (N,) at 54.4 GeV in 80-100% centrality for data and a Glauber model simulation.

bution. The systematic uncertainty on the efficiency correction
comes from the uncertainty on the single-track reconstruction
efficiency, which is estimated by comparing the embedding
and data. A virtual photon simulation method was used to
fold the uncertainty on the single-track efficiency to the pair
systematic uncertainty. The pair systematic uncertainties for
each individual component of the efficiency correction at
/Svnv = 54.4 GeV are summarized in Table I. The systematic
uncertainty of DCA is relatively large because the embedding
does not describe the DCA distribution of the data well at
54.4 GeV. The systematic uncertainty on the efficiency cor-
rection at ,/syy = 200 GeV follows Ref. [37]. The electron
candidates contain a small amount of hadron contamination,
which may be combined with each other or electrons and
thus contribute to the signal pairs. This contribution can be
estimated by using the pure pion, kaon and proton samples,
which results in an uncertainty of less than 2% at /syny =
54.4 GeV as listed in Table I. The systematic uncertainty
from hadron contamination is 5% at /syy = 200 GeV. The
total systematic uncertainty of the signal is determined via the
quadratic sum of the efficiency correction and hadron con-
tamination. The systematic uncertainties on the cocktail are
dominated by the extrapolated uncertainties on particle yields
(discussed in Sec. III F) and the uncertainties on the decay
branching ratios of hadrons to dielectrons as determined by
the Particle Data Group [48]. Another important contribution

TABLE I. Systematic uncertainties on pair efficiency and hadron
contamination at 54.4 GeV.

Source Uncertainty (%)
TPC nHitsFit 34
nHitsdEdx 0.9
DCA 9.1
no, 1.1
TOF matching 0.1
1/8 3.5
Hadron contamination 2
Total 10.7

is that of thermal radiation and p meson decays, which cannot
be estimated by simulation. It is worth noting that the expected
contribution from thermal radiation is also larger toward more
central collisions. Given that hadrons freeze out at a particular
temperature, and the average temperature from thermal radia-
tion is similar, one expects therefore that the dielectrons from
thermal radiation and p meson decays should have similar
pr distributions. In fact, in-medium p° decay dominates the
low-pr and low-mass dielectron range [46,49]. To take this
into account, we scale the cocktail to match the data for
pr =~ (0.2,1.1) GeV/c and take this extra scaling factor as
a systematic uncertainty in the cocktail. These contributions
are included in the total systematic uncertainty of signal ete™
yield. The scale factors are determined to be 1.33, 1.06, and
1.47 at 40-60%, 60-80%, and 80-100% centralities at 54.4
GeV, respectively, and 1.23 in 80-100% centrality at 200 GeV.

IV. RESULTS AND DISCUSSION

A. Transverse momentum distributions

The pr distributions of e*e™ pairs within STAR acceptance
(p; > 0.2 GeV/e, In°] <1, and [y*| < 1) for the invari-
ant mass region 0.4-2.6GeV/c?> in Au+ Au collisions at
/Svv = 54.4 and 200 GeV in different centralities are shown
in Fig. 6. A significant enhancement in the yield is found
below pr =~ 0.15 GeV/c at these energies and centralities,
while the hadronic cocktail, shown as the blue curve in Fig. 6,
can describe the data reasonably well for pr > 0.15 GeV/c.
These excesses are consistent with the lowest order EPA-QED
predictions for the collision of linearly polarized photons
quantized from the extremely strong electromagnetic fields
generated by the highly charged Au nuclei at ultrarelativis-
tic speed [7]. We note that Fig. 6 panels (c) and (d) show
that there may be potentially an enhanced yield at pr ~
0.2 GeV/c. We have examined single track and pair azimuthal
and pr distributions for those pairs to see if there is any
correlation due to detector defects. We also checked pion
contamination in the electron identification. None of these
studies indicate that detector effects would cause such en-
hancement. Future high-statistic datasets with much smaller
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trigger bias in peripheral Au + Au collisions at 200 GeV may
help determine if this is a real physical effect.

B. Invariant mass distributions

After subtracting the hadronic cocktail contribution from
the inclusive eTe™ pairs, the invariant mass distributions of
excess pairs for pr < 0.15 GeV/c are shown in Fig. 7 for
/Snvv = 54.4 and 200 GeV in different centralities. The in-
variant mass spectra are smooth and featureless even in the
range of known vector mesons. This a consequence of the
charge parity conservation allowing for J¥C states of two pho-
tons with positive C-parity only, irrespective of their virtuality.
Thus, with the hadronic cocktail contributions removed, the
remaining pairs are predominantly due to the photon-photon
process of interest. These signal pairs are also consistent with
the lowest order EPA-QED predictions [29].

We integrated the low-py invariant mass distributions for
signal pairs in the invariant mass regions of (a) 0.4-0.76,
(b) 0.76-1.2, and (c) 1.2-2.6 GeV/cz. The integrated signal
yields as a function of beam energy for the centrality intervals
of 40-60%, 60—-80%, and 80-100% are shown in Fig. 8. We
note that the signal yields in a given centrality increase with
beam energy in all three mass regions. EPA-QED [29] predicts
similar energy dependences, which are consistent with the
data.

C. p? distributions

To further explore the properties of dielectrons produced
via the Breit-Wheeler process, the p3 distributions of the
signal pairs within STAR acceptance in the invariant mass
region of 0.4-0.76 GeV/c? in different centralities at 54.4 and
200 GeV are shown in Fig. 9. The aforementioned lowest
order numerical EPA-QED calculations are also shown in the
plots as dotted lines, which are consistent with the data within
uncertainties.

Since v/ { p%) is more sensitive to pt broadening than the
distribution of pr itself, we study ~/(p%) for eTe™ pairs as
a function of beam energy in the invariant mass region of
0.4-0.76 GeV /c? in different centralities, as shown in Fig. 10.
Due to statistical limitations, EPA-QED results are used to
extrapolate to the unmeasured higher p3 region to account for

the missing contribution. One can see that v (p%) decreases
with increasing impact parameter at both beam energies. This
results from the impact parameter dependence of the trans-
verse momentum of the initial photon. For high precision
results at ,/syy = 200 GeV in UPCs, the consistency between
the EPA-QED prediction [29] and our measurement shows
that the EPA-QED predictions at ./syy = 200 GeV can be
treated as a baseline. A difference of 4.30 is found when
comparing the data at ,/syy = 54.4 GeV to EPA-QED pre-
dictions at ,/syy = 200 GeV, which arises from the energy
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dependence of +/(p2) and possible final-state effects. The perpendicular relative polarization angles in photon-photon

observed energy dependence shows that v/ (p3) decreases with
increasing beam energy, which is consistent with EPA-QED
predictions. Final-state effects will be discussed in Sec. IV E.

collisions result in distinct differential cross sections [28,51].
It was only recently realized that these effects could be ac-
cessed experimentally in ultrarelativistic heavy-ion collisions
[52] since the transverse momentum of the pair is correlated

with the polarization of the photons. For linearly polarized

D. A¢ distributions photons, the distinct differential cross sections contains no-

A consequence of the quantum nature of the real pho- ticeable cos(4A¢) and negligible cos(2A¢) terms, where A¢
ton intrinsic spin and wave function is that the parallel and  is the azimuthal angle difference between the momenta of the
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FIG. 8. The integrated signal e*e™~ yields as a function of collision energy in the mass regions of (a) 0.4-0.76 GeV /c? (scaled x 0.07),
(b) 0.76-1.2 GeV/c? (scaled x 0.5), and (c) 1.2-2.6 GeV/c? in Au + Au collisions in the 40-60%, 60—-80%, and 80—100% centrality ranges.
The points are offset slightly in the horizontal direction for clarity. The energy dependence of integrated signal e*e™ yields from the lowest
order EPA-QED predictions [29] are also shown as dashed lines for comparison. Statistical uncertainties are shown as vertical bars. The
systematic uncertainties of the data are shown as boxes. Open markers are extracted from previously published STAR data in Ref. [14].
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ete” and po+ — po- (Or p- — pe+), in the laboratory frame.
Since the photoinduced e™e™ pairs are produced almost back
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FIG. 10. The /(p%) of e"e™ pairs as a function of beam energy

compared to the lowest order EPA-QED predictions [29] shown as
dashed lines in Au + Au collisions for the centrality intervals of
40-60%, 60-80%, 80-100% and for UPCs. The pair invariant mass
region is 0.4-0.76 GeV /c?. The solid blue marker is offset slightly in
the horizontal direction for clarity. Statistical uncertainties are shown
as vertical bars, while systematic uncertainties are shown as boxes.
Open markers are extracted from previously published STAR data in
Refs. [14,19].

to back, the A¢ is approximately the azimuthal angle in the
laboratory frame between the momentum of the ete™ pair
and one of the daughters (e or ™). Recently, STAR observed
cos(4A¢) modulations in peripheral and ultraperipheral Au +
Au collisions at 200 GeV, and declared that it is closely related
to the phenomenon of vacuum birefringence [19].

Figure 11 shows the A¢ distribution within STAR accep-
tance for invariant mass region 0.45-0.76 GeV/c? in Au + Au
collisions at \/syy = 54.4 and 200 GeV in different centrali-
ties. The fits to a function of the form given as

F(AQ) = C[1 — Aypg cos(4Ae)] &)

are also shown in Fig. 11 as solid lines. In Eq. (5), C is a
constant, and A4ag is the magnitude of cos(4A¢) modula-
tion. The observed magnitudes of the cos(4A¢) modulations
are presented in Table II; the first and second uncertainties
are statistical and systematic uncertainties, respectively. The
x%/NDF for the fit of Eq. (5) is also shown in Table II.
In 60-80% centrality at 54.4 GeV and 80-100% centrality
at 200 GeV, there are statistically significant indications of
nonzero cos(4A¢) modulation. At 54.4 GeV, due to a large
background from the hadronic cocktail in 40-60% centrality
and limited statistics of photon-produced dielectrons in 80—
100% centrality, cos(4A¢) modulations are consistent with
0 within uncertainties. Our results are also compared with the
lowest order EPA-QED predictions for the collision of linearly
polarized photons, shown in Fig. 11 as a dashed line. The
extracted (A4a¢) and X2 /NDF values of cos(4A¢) are shown
in Table II.
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The amplitude of cos(4A¢), or (Asag), is shown as a
function of pr in Fig. 12(a) for 80-100% centrality and in
Fig. 12(b) for UPCs at 200 GeV. For UPC events, there
is no hadronic or medium-induced background in the se-
lected kinematic range. For more details on the selection and
analysis of these events, see Ref. [19]. It can be seen that the
cos(4A¢) modulation has obvious pr dependence in UPCs.
More specifically, below pp =~ 0.08 GeV/c the cos(4A¢p)
modulation amplitude remains positive, then turns increas-
ingly negative for pr above 0.08 GeV/c in UPCs. However,
no obvious pr dependence is observed in 80-100% centrality
due to the limited statistics. The figure shows two types of
QED calculations [53]. They are the lowest order QED shown
as the black dashed line, and QED with higher order effects
due to perturbative final state soft photon radiation (Sudakov
effect) shown as the red dashed line. The difference between
the two QED calculations is small for pt less than about
0.08 GeV/c, and STAR statistical precision is not sufficient to

distinguish between them so far. At higher pr, however, UPC
measurements are consistent with QED when the Sudakov
effects are included. Our measurements show the importance
of including the radiation of final-state soft photons in UPCs.

E. Application: Constrain the Au nuclear charge distribution

The photon density is related to the energy flux of the
electromagnetic fields [8] n(w) « § = ﬁE X B, where ug

is vacuum permeability, and S is the Poynting vector. Total
and differential cross sections for yy — ete™ are related to
field strength and spatial distribution. Therefore, assuming the
electromagnetic field comes from the charged nucleus, it was
proposed that the cross section of Yy — eTe™ can be used
to constrain the nuclear charge distribution [18,29]. Figure 13
shows the 99.7% (30') confidence level contours for the charge
distribution of Au nucleus with different data conditions.
These confidence contours result from a y2-minimization

TABLE II. The amplitudes (A4a4) of cos(4A¢) and x2/NDF of the fits according to Eq. (5), compared with EPA-QED predictions.

Fit EPA-QED
Asng XZ/NDF Asng XZ/NDF
54.4 GeV 40-60% 0.19+0.21 £0.03 13.24/8 0.40 12.40/9
54.4 GeV 60-80% 0.24 +£0.09 £ 0.04 4.82/8 0.31 4.94/9
54.4 GeV 80-100% 0.09 +0.13 +0.01 4.98/8 0.24 13.04/9
200 GeV 80-100% 0.25 +0.06 +0.03 12.95/8 0.35 26.97/9
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FIG. 12. The amplitude of cos(4A¢), Asae, in (a) 80-100% centrality and (b) UPCs at 200 GeV compared to the different EPA-QED
predictions [50]. The pair invariant mass region is 0.45-0.76 GeV/ 2. The black line shows the lowest order QED calculation, while the red
line shows the QED calculation with high order effect (Sudakov effect). Statistical uncertainties are shown as vertical bars, while systematic

uncertainties are shown as blue boxes.

procedure applied to the previous STAR measurements
[14,19] and these new measurements of the pr and M.,
distributions from the yy — ete™ process compared to
the corresponding lowest order EPA-QED calculations. For
the minimization, the nuclear radius and skin depth are
parametrized according to the Woods-Saxon distribution and
are assumed to be the same for both electromagnetic and
strong interactions. The Woods-Saxon distribution is given by

0o
1 + expl(r — R)/d]’ ©
where R is the nuclear radius and d is the skin depth. The
absolute cross section is used to obtain the x> value. The data
points in peripheral Au 4 Au collisions at 54.4 and 200 GeV
were used to obtain the blue and green contours, respectively.
All available data points in Au 4+ Au peripheral collisions at

oa(r) =
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FIG. 13. The constraints on Au nuclear charge distribution ex-
tracted by the comparison between STAR measurement of yy —
e e and the corresponding lowest order EPA-QED calculation [29].
HHICs include 40—-60%, 60—-80%, and 80—100% centralities.

both 200 GeV [14] and 54.4 GeV were used to obtain the red
contour. The data points in ultraperipheral Au + Au collisions
at 200 GeV [19] were used to get the gray contour. In order
to incorporate the experimental conditions into the theoretical
calculations, the QED calculation in UPCs has included the
probability of emitting neutrons from an excited nucleus 1n1n,
where 1nln is defined as two colliding nuclei that each emit a
neutron.

The red marker shown in Fig. 13 indicates the result from
fits to low energy electron scattering data [54]. The gray
contour deviates from blue, green, and red contours but is
quite close to the red marker, which indicates a potential
final-state effect in peripheral hadronic heavy-ion collisions
that is not included in the EPA-QED calculations. e*e™ pairs
produced from photon-photon interactions are mostly back
to back, and final-state effects due to trapped magnetic field
or Coulomb scattering in the QGP can lead to the observed
pr broadening. As Fig. 10 shows, all non-UPC data points
are slightly higher than QED predictions at about the 2.19¢
confidence level. For different radius and skin depth, we can
get different root-mean-square (rms) values of the radius ac-
cording to Eq. (6). Then according to the minimum x2 (x2;)
and the corresponding uncertainty we can get the rms charge
radius corresponding to the different conditions in Fig. 13,
which are listed in Table III. These are compared to the default
rms value of the nuclear charge radius of \/(r2) = 5.33 fm at

TABLE III. The rms radius (y/(r2)) at minimum x?2 (x2,,) and
uncertainties within x2, + 1.

rms charge radius (fm)

Low energy e-scattering experiment 5.33£0.05

200 GeV (UPC) 5.39+0.16 - 0.21
54.4 GeV (HHIC) 5.39+0.16 - 0.30
200 GeV (HHIC) 5.72 4+ 0.07 - 0.04

54.4 GeV (HHIC) + 200 GeV (HHIC) 5.72+40.03 - 0.14
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FIG. 14. The density of nucleons inside a Au nuclear, which
is parameterized with a Woods-Saxon form. The black solid line
represents the results from low energy e-scattering experiment, while
the red solid line shows the minimum x? result for the 200 GeV
UPC fit. The red contour corresponds to the 1o (2, + 1) confidence
interval in the UPC.

R = 6.38 fm and d = 0.535 fm [54]. The rms nuclear charge
radius extracted by data points at 200 GeV for ultraperiph-
eral collisions is consistent with the default value, while the
result extracted from hadronic heavy-ion collisions at 200
GeV is slightly larger (by about 0.4 fm) than the default
value. Although the rms nuclear charge radius at 54.4 GeV
HHIC is consistent with the value from low energy electron
scattering, the uncertainty is large, and when the 54.4 and
200 GeV HHICs are combined, the large rms value is still
favored. These all indicate that a potential final-state effect in
hadronic heavy-ion collisions can modify the results of the
charge radius extraction and favors an apparent large radius.
Finally, we present the density of nucleons inside a gold
nucleus extracted from UPC data, as indicated by the red solid
line in the Fig. 14, which is parametrized with a Woods-Saxon
form. The red band represents the 1o (x2,. + 1) confidence
interval in the UPCs. For comparison, the black solid line in
the Fig. 14 represents the results from low energy electron
scattering experiments. It can be seen that within the 1sigma
uncertainty, the UPC results are consistent with the black solid
line.

V. CONCLUSIONS

We have reported low-py dielectron measurements in pe-
ripheral Au + Au collisions at /syy = 54.4 and 200 GeV
by the STAR experiment at RHIC. The measured dielectron
transverse momentum spectrum shows a significant excess at
low pr (pr < 0.15 GeV/c) with respect to expected hadronic
contributions at both beam energies. The extracted excess
yield at low pr as a function of dielectron invariant mass
shows a smooth and featureless distribution, which is a conse-
quence of the quantum numbers of the two photons involved

in the Breit-Wheeler process. The integrated signal ete™
yields in the dielectron invariant mass regions of 0.4-0.76,
0.76-1.2, and 1.2-2.6 GeV /c? show significant energy depen-
dence in different centralities, and the results are consistent

with the EPA-QED predictions. v (p%) decreases with in-
creasing impact parameter at both beam energies, while its
distribution strongly suggests both an energy dependence
and that final-state effects may play a role. The A¢ dis-
tribution shows cos(4A¢) modulations at pr < 0.1 GeV/c
with 2.40 and 3.70 significance at 54.4 GeV in 60-80%
centrality and 200 GeV in 80-100% centrality, respectively.
Due to statistical limitations, the cos(4A¢) modulations in
other centralities and energies are consistent with 0 within
uncertainties. However, cos(2A¢) modulations are found to
be consistent with 0 within uncertainty for py < 0.1 GeV/c in
all centralities at both beam energies. —2(cos(4A¢)) shows a
clear pr dependence in ultraperipheral collisions. In the high
pr region (pr > 0.1 GeV/c), the behavior of —2(cos(4A¢))
as a function of pr indicates that the Sudakov effects need
to be included in theoretical calculations. However, this effect
does not lead to qualitative conclusions in 80—100% centrality
due to statistical limitations. Finally, we confirmed that mea-
surements of the yy — eTe™ process can be used to constrain
nuclear charge distributions at RHIC energies, though a po-
tential final-state effect in hadronic heavy-ion collisions can
modify the extracted nuclear charge radius in a way that favors
a larger radius.
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