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interacting with a background fluid moving with nonrelativistic velocities. The system of nonlinear
moment equations, with special relativistic corrections to O(v/c), expresses a balance between
phase-space advection and collisions and includes velocity-dependent terms that account for
spatial advection, Doppler shift, and angular aberration. The model is conservative for the correct
O(v/c) Eulerian-frame number density and is consistent, to O(v/c), with Eulerian-frame energy
and momentum conservation. This model is closely related to the one promoted by Lowrie et al. [1]
and similar to models currently used to study transport phenomena in large-scale simulations of
astrophysical environments. The proposed numerical method is designed to preserve moment
realizability, which guarantees that the moments correspond to a nonnegative phase-space
density. The realizability-preserving scheme consists of the following key components: (i) a
strong stability-preserving implicit-explicit (IMEX) time-integration method; (ii) a discontinuous
Galerkin (DG) phase-space discretization with carefully constructed numerical fluxes; (iii) a
realizability-preserving implicit collision update; and (iv) a realizability-enforcing limiter. In time
integration, nonlinearity of the moment model necessitates solution of nonlinear equations, which
we formulate as fixed-point problems and solve with tailored iterative solvers that preserve
moment realizability with guaranteed global convergence. We also analyze the simultaneous
Eulerian-frame number and energy conservation properties of the semi-discrete DG scheme and
propose a “spectral redistribution” scheme that promotes Eulerian-frame energy conservation.
Through numerical experiments, we demonstrate the accuracy and robustness of this DG-IMEX
method and investigate its Eulerian-frame energy conservation properties.
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1. Introduction

In this paper, we design and analyze a numerical method for solving a system of moment equations that model transport of neutral
particles (e.g., photons, neutrons, or neutrinos) interacting with a background fluid moving with nonrelativistic velocities — i.e.,
flows in which the ratio of the background flow velocity to the speed of light, v/c, is sufficiently small such that special relativistic
corrections of order (v/c)? and higher can be neglected. Similar O(v/c) models have been used to study transport phenomena in
astrophysical environments [2], including neutrino transport in core-collapse supernovae (e.g., [3-7]) and binary neutron star mergers
(e.g., [8,91). The numerical method is based on the discontinuous Galerkin (DG) phase-space discretization and an implicit-explicit
(IMEX) method for time integration, and we pay particular attention to the preservation of certain physical bounds by the fully
discrete scheme. The bound-preserving property is achieved by carefully considering the phase-space and temporal discretizations,
as well as the formulation of associated iterative nonlinear solvers.

Neutral particle transport in physical systems where the particle mean-free path may be similar to, or exceed, other characteristic
length scales demands a kinetic description based on the distribution function f(p, x,t), which is a phase-space density providing, at
time ¢, the number of particles in an infinitesimal phase-space volume dxdp centered around phase-space coordinates {p, x}. Here,
p and x are momentum- and position-space coordinates, respectively. The evolution of f is governed by a kinetic equation that
expresses a balance between phase-space advection and collisions (e.g., interparticle collisions and/or collisions with a background);
see, e.g., [10,2] for detailed expositions. In this paper, as a simplification, we consider the situation where particles described by a
kinetic distribution function interact with an external background whose properties are prescribed and unaffected by f.

The design of numerical methods to model transport of particles interacting with a moving fluid is complicated, in part, by the
necessity to choose coordinates for discretization of momentum space. While relativistic kinetic theory provides the framework to
freely specify momentum-space coordinates, the two most obvious reference frame choices, the Eulerian and comoving frames, come
with distinct computational challenges (e.g., [11-13,2]). On the one hand, choosing momentum-space coordinates associated with
an Eulerian observer eases the discretization of the phase-space advection problem at the expense of complicating the particle-fluid
interaction kinematics and, for moment models, the closure procedure. On the other hand, choosing momentum-space coordinates
associated with the comoving frame (or comoving observer) — defined as the sequence of inertial frames whose velocity instanta-
neously coincides with the fluid velocity [13,2] — simplifies the description of particle-fluid interaction kinematics but at the expense
of increased complexity in solving the phase-space advection problem numerically. Moreover, when particles equilibrate with the
fluid, the distribution function becomes isotropic in the comoving frame, which simplifies the closure procedure for moment-based
methods [13]. We also mention the mixed-frame approach (e.g., [14]), where the distribution function depends on Eulerian-frame
momentum coordinates. Then, to evaluate comoving-frame emissivities and opacities at Eulerian-frame momentum coordinates, ap-
propriate transformation laws and expansions to O(v/c) are applied (see Section 7.2 in [2]). The mixed-frame approach attempts
to combine the best of both coordinate choices but has difficulties with certain collision operators and does not generalize to the
relativistic case. Nagakura et al. [15] combine both coordinate choices in a relativistic framework, using a discrete ordinates method,
which requires mapping of numerical data between momentum space coordinate systems. (Recently, this approach has been adopted
also to thermal radiation transport [16].) This approach has yet to be applied to moment models.

Our primary goal is to model neutrino transport in large-scale core-collapse supernova simulations, which require the inclusion
of a wide range of neutrino-matter interactions — with various kinematic forms (e.g., [17-19,7,20]) — which tend to dominate
the overall computational cost. Therefore, we opt for relative simplicity in the collision term, adopt momentum-space coordinates
associated with the comoving frame, and focus our effort here on the discretization of the phase-space advection problem.

Because of the high computational cost associated with solving kinetic equations numerically in full dimensionality with sufficient
phase-space resolution, dimension-reduction techniques are frequently employed. One commonly used method is to define and solve
for a sequence of moments, instead of f directly. Specifically, we employ spherical-polar momentum-space coordinates (e, 9, @)
and integrate the distribution function against angular basis functions (depending on momentum-space angles w = (9, ¢)) to obtain
spectral, angular moments (depending on particle energy &, and x and ) representing number densities, number fluxes, etc. The
hierarchy of moment equations is obtained by taking corresponding moments of the kinetic equation. In this study, we consider a
so-called two-moment model, where we solve for the zeroth (scalar) and first (vector) moments. The resulting system of moment
equations, accurate to O(v/c), describes the evolution of the moments due to advection in phase-space (the left-hand side) and
collisions with the background fluid (the right-hand side). Due to the choice of comoving-frame momentum coordinates, the left-
hand side contains velocity-dependent terms that account for spatial advection, Doppler shift, and angular aberration. Moreover, the
moment equations contain higher-order moments (rank-two and rank-three tensors) that must be expressed in terms of the lower-
order moments to close the system of equations. Specifically, we consider an approximate, algebraic moment closure originating from
the maximum-entropy closure proposed by Minerbo [21] (see also [22,4]). Related two-moment models have recently been used to
model neutrino transport in core-collapse supernova simulations (e.g., [4,5]).

In this paper, we consider a number-conservative two-moment model obtained by taking the flat spacetime, O(v/c) limit of
general-relativistic moment models, e.g., from [23,24,7]. We refer to the model as number-conservative because, in the absence of
collisions, the zeroth moment equation is conservative for the correct O(v/c) Eulerian-frame number density. The model is closely
related to the two-moment model promoted by Lowrie et al. [1]: With the assumption of one-dimensional, planar geometry, we
obtain their equations by multiplying our equations with the particle energy e. This two-moment model supports wave speeds that
are bounded by the speed of light. It is also consistent, to O(v/c), with conservation laws for Eulerian-frame energy and momentum.
Key to this consistency is retention of certain O(v/c) terms in the time derivative of the moment equations, which are often omitted (e.g.,
[25,4,5]). However, retention of these terms increases the computational complexity of the algorithm because the evolved moments
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become nonlinear functions of the primitive (comoving-frame) moments needed to evaluate closure relations, which then introduces
nonlinear, iterative solves that contribute to increased computational costs.

We use the DG method [26] to discretize the moment equations. The choice of comoving-frame momentum coordinates results
in advection-type terms along the energy dimension and four-dimensional divergence operators in the left-hand side of the moment
equations. We use the DG method to discretize all four phase-space dimensions. DG methods have advantages for modeling particle
transport because of their ability to capture the asymptotic diffusion limit with coarse meshes [27-29] without modification of
numerical fluxes (as in, e.g., [30]), and we leverage this property here. Moreover, their variational formulation and flexibility with
respect to test functions make them suitable for designing methods that conserve particle number and total energy simultaneously
(e.g., [31,32]), which can be more difficult to achieve with, e.g., finite-difference or finite-volume methods. We use IMEX time
stepping [33,34] to integrate the ordinary differential equations resulting from the semi-discretization of the moment equations by
the DG method. Following our prior works [35,36], we integrate the phase-space advection problem explicitly and the collision
term implicitly. However, different from our prior works, due to the additional O(v/c) terms in the time derivatives of the moment
equations, the implicit part is nonlinear, even for the simplified collision term we consider here, and requires an iterative solution
procedure, which we formulate in this paper.

Given appropriate initial and boundary conditions, the solution to moment models with maximum-entropy closure is known to
be realizable; i.e., the moment solution is consistent with a kinetic distribution f that satisfies required physical bounds [37,38].
For particle systems obeying Bose-Einstein or Maxwell-Boltzmann statistics, f is nonnegative, whereas for particle systems obeying
Fermi-Dirac statistics, f € [0, 1]. These bounds translate into constraints on the associated moments, and moments satisfying these
constraints are referred to as “realizable” moments. Although moment realizability is preserved by continuous moment models, solving
moment models numerically can result in unrealizable moments, which leads to ill-posedness of the closure procedure and can give
unphysical results when coupling moment models to other physical models, such as fluid models. Therefore, maintaining moment
realizability has been a key challenge in the design of numerical schemes for solving moment equations and has been explored in
existing work from different perspectives, including development of realizability-preserving spatio-temporal discretizations [39,40,
35], design of realizability-enforcing limiters [35], and relaxation of the realizability constraints via regularization [38]. While these
existing approaches provide some essential components to construct a realizability-preserving scheme for the O(v/c) two-moment
model considered in this work, they focus on models without any relativistic corrections and do not fully address the challenges of
preserving moment realizability when relativistic corrections are included.

The realizability-preserving numerical scheme proposed in this paper consists of the following key components. First, for time
integration, we adopt a strong stability-preserving (SSP) IMEX method, which treats the advection terms explicitly and the collision
term implicitly. This choice avoids excessive time-step restrictions in the highly collisional regime and gives explicit stage updates
that can be expressed as a convex combination of multiple forward Euler steps, which is necessary for preserving realizability. Second,
the DG method is equipped with tailored numerical fluxes, which, together with the SSP IMEX time integration method, maintains
nonnegative cell-averaged number densities in the explicit update under a time-step restriction that takes the form of a hyperbolic-
type Courant-Friedrichs-Lewy (CFL) condition. Third, the realizability-enforcing limiter proposed in [35] is used to recover pointwise
realizable moments after each stage of the IMEX method. As discussed above, the moment closure procedure requires an iterative
solver for nonlinear equations that convert evolved (conserved) moments to the primitive moments. To preserve realizability in this
conversion process, we formulate the nonlinear equation as a fixed-point problem and apply an iterative solver analogous to the
modified Richardson iteration (e.g., [41,42]) to ensure realizability in each iteration. We prove the global convergence property
of this iterative solver in the O(v/c) regime. The convergence analysis is applicable to the maximum-entropy closure as well as its
algebraic approximation. Finally, the nonlinear systems arising from the implicit step of the IMEX method can also be formulated
as a fixed-point problem and solved in a similar fashion. The realizability-preserving and convergence analyses both carry through
with minor modifications. With these components in hand, we prove that the proposed DG-IMEX scheme for solving the O(v/c)
two-moment model indeed preserves moment realizability.

The two-moment model we consider is number conservative and, in the continuum limit, consistent to O(v/c) with phase-space
conservation laws for Eulerian-frame energy and momentum. Because the Eulerian-frame energy is not a primary evolved quantity of
the model, but is instead obtained from a nontrivial combination of the evolved quantities, similar consistency with this conservation
law is not guaranteed at the discrete level. In the context of finite-difference methods, Liebendorfer et al. [43] proposed a consistent
discretization by carefully matching specific numerical flux terms in the finite-difference representation of the general-relativistic
Boltzmann equation (see also [44] for an approach in the case of moment models). For the semi-discrete DG scheme proposed here,
the numerical fluxes are tailored to maintain moment realizability, which limits the flexibility of following this procedure. However,
the flexibility provided by the approximation spaces of the DG method can be helpful in this respect. For example, by testing with
the particle energy &, which is represented exactly by the DG approximation space with linear functions in the energy dimension, we
obtain the two-moment model promoted in [1]. We further analyze the simultaneous Eulerian-frame number and energy conservation
properties of the semi-discrete DG scheme, and point out that our DG approximation of the background velocity, which is allowed
to be discontinuous, can impact the ability to achieve consistency with Eulerian-frame energy conservation to O(v/c). Moreover,
we design a “spectral redistribution” that corrects for Eulerian-frame energy conservation violations introduced by the realizability-
enforcing limiter mentioned above. Through numerical experiments, we observe that Eulerian-frame energy conservation violations
grow as (v/c)?, indicating the desired consistency for an O(v/c) method.

The paper is organized as follows. The mathematical formulation of the two-moment model is presented in Section 2, while
the closure procedure and wave propagation speeds supported by the resulting moment model are presented and discussed in
Section 3. Section 4 provides an overview of the numerical method, including the DG phase-space discretization, IMEX time discretiza-
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tion, and iterative solvers for the nonlinear systems arising from the conserved-to-primitive conversion problem and time-implicit
evaluation of the collision term. Section 5, where the realizability-preserving property of the method is established, contains the
main technical results of the paper. The simultaneous conservation of Eulerian-frame number and energy of the DG method is dis-
cussed in Section 6, where the spectral redistribution that corrects for Eulerian-frame energy conservation violations introduced by
the realizability-enforcing limiter is also presented. The algorithms have been implemented in the toolkit for high-order neutrino
radiation-hydrodynamics (THORNADO') and have been ported to utilize graphics processing units (GPUs). Our GPU programming
model and implementation strategy is briefly discussed in Section 7. Results from numerical experiments demonstrating the robust-
ness and accuracy of our method are presented in Section 8, where we also present GPU and multi-core performance results and
highlight the relative computational cost of algorithmic components. The kinetic equation from which our two-moment model can
be easily derived is provided in Appendix A. Some technical proofs are given in Appendix B.
For the remainder of this paper we employ units in which the speed of light is unity (¢ = 1).

2. Mathematical model

We consider a kinetic model where we solve for angular moments of the distribution function f : (®,¢€,x,t) € SIXRYXR3XRT —
R*, which gives the number of particles propagating in the direction w € S := {w = (8,9) | 9 € [0, 7], € [0,27) }, with energy
£ € R*, at position x € R and time ¢ € R*. We define angular moments of f as

{D, ]2‘7(”,(2”"}(5,3:,1):ﬁ/f(a),s,x,t){l,fi, el R ) do, €]
s2

where ¢/(w) is the ith component of a unit vector parallel to the particle three-momentum p = e ¢, and dw = sin9d9dp. We take
p= ( b, p3)T to be the particle three-momentum, and ¢ and w the particle energy and direction in a spherical-polar momentum-
space coordinate system associated with an observer instantaneously moving with the fluid three-velocity v (the comoving observer).
This choice of momentum-space coordinates is commonly used to model particles interacting with a moving material, as it simplifies
the particle-material interaction (collision) terms (see, e.g., [12,2]). For simplicity, we will assume that the components of the three-
velocity v’ are given functions of position x, independent of time ¢. In Eq. (1), D and I’ are the comoving-frame, spectral particle
density and flux density components, respectively.

Moment models that incorporate moving fluid effects are derived in the framework of relativistic kinetic theory [45], and the
moment model considered here is obtained from taking angular moments of the O(v) kinetic equation derived by Munier & Weaver [46,
471, which we provide for convenience in Appendix A. In this limit, the zeroth-moment equation is given by

a,(1)+u"z,.)+a,.(f"+u‘z))—Eizag(é?("ka,.uk):;((ﬂo—@), ©)

where 0, = d/dt, d; = 0/dx', and d, = d/de. We use the Einstein summation convention, where repeated Latin indices run from
1 to 3. In flat spacetime, assuming Cartesian spatial coordinates, we can raise and lower indices on vectors and tensors with the
Kronecker tensor; e.g., I; = 6;; J. On the right-hand side of Eq. (2), y > 0 is the absorption opacity, and 9 is the zeroth moment of
an equilibrium distribution f,. The corresponding first-moment equation is given by

oI, +0' %K) +0, (K +0 1)) - ;—265(83(2"“61-0")

+Iia,-vj—Qikj6,-v"=—KI,-, ®

where k = y + ¢ is the sum of the absorption opacity and the opacity due to elastic and isotropic scattering (¢ > 0).

The two-moment model given by Egs. (2) and (3) correspond to the moment equations for number transport given by Just et
al. [4]; their Equations (9a) and (9b). (See also Eq. (125) in [48] for the number-density equation.) The velocity-dependent terms
in the spatial and energy derivatives in Egs. (2) and (3) account for spatial advection and Doppler shift between adjacent comoving
observers, respectively, while the fourth and fifth terms on the left-hand side of Eq. (3) account for angular aberration between
adjacent comoving observers (e.g., [43]). We point out that the velocity-dependent terms inside the time derivatives in Egs. (2) and
(3) were dropped in [4]. By retaining these terms, Eq. (2) evolves the O(v) Eulerian-frame number density, and, as emphasized by
Lowrie et al. [1], wave speeds remain bounded by the speed of light and the model is consistent with the correct O(v) Eulerian-frame
energy and momentum equations. To elaborate on the latter, we define the “conserved” moments that are evolved in Egs. (2) and (3)
as

N:=D+v'I; and G, :=I;+V%;,, )

respectively. Here, N is the correct O(v) Eulerian-frame number density, and, in the absence of sources on the right-hand side, Eq. (2)
is a phase-space conservation law. The Eulerian-frame energy and momentum densities are related to N and G, by

E=e(N+U G)=€e(D+ 20' I,)+0(1?) (5)

! www.github.com/endeve/thornado.
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and

_ _ i 2
Pj—e(§j+UjN)—e(Ij+v 7(,»j+vjl))+0(v ), 6)

respectively. The following proposition gives the energy and momentum conservation properties of the two-moment model in
Egs. (2)-(3).

Proposition 1. The two-moment model given by Egs. (2)—(3) is, up to O(v), consistent with phase-space conservation laws for the energy
density & and momentum density ;.

Proof. By multiplying Egs. (2) and (3) with appropriate factors and summing up the resulting equations, the evolution equations for
the energy and momentum densities can be derived, respectively, as

o1 . .
d,8+6i¢”—8—265(647(’,(6,-01‘):5)((@0—2))—eKv’Ij ()]
and
S .
0P +0; S - 6—266(84(3’“6,-0") =—exI;+ev; x(Dy—D). ®)

Here, all O(v?) terms are dropped, and the momentum flux density is denoted as S := & (K" + I' v/ 4+ v/ 7/). In the absence of
sources on the right-hand side, Eqgs. (7) and (8) become phase-space conservation laws for & and P, respectively. []

To close the two-moment model (2)-(3), the higher-order moments %%/ and Q7% must be specified. We will use an algebraic
closure, which we discuss in more detail in Section 3. To this end, we write the second-order moments as

K7 =k D, ©)
where the symmetric variable Eddington tensor components are given by (e.g., [49])
W=%[u—wwﬁ+ow—nﬁw} (10)

where A’ = 7' /T and I = /I,1'. The expression given by Eq. (10) satisfies the trace condition k' =6 jkij =1 (cf. Eq. (1)), and the
Eddington factor can be obtained from

Jo (BN do

w=Ahk/= 1)
t /SZ deO
Similarly, the third-order moments can be written as
Qijk — qijk Z), (12)
where we define the symmetric “heat-flux” tensor (e.g., [4]),
dﬂzé[m—gmﬁ%ﬂ+msm+waﬁ)+@c—3mﬁmﬁk, (13)

where h = I/D is the flux factor. The expression in Eq. (13) satisfies the trace condition & q/k = q[j =T /D, and the “heat-flux”
factor can be obtained from
- f@;Y do
g:mﬁmkwkzéi——L———. (14)
Js2 fdo
Egs (2) and (3) are closed by specifying the Eddington and heat-flux factors in terms of the “primitive” moments M = (D, I )T ;ie.,
v =w(M)and { ={(M).

Assuming a closure for the higher-order tensors, we define the vector of evolved moments,

N D+V I;
UM, v)= = ], 15
Mo [g,] []j+”l7(ij] (1)
the phase-space fluxes,
. I'+0v' D K
i _ . . 3 —_ 3 . k
F'(U,v)= ,K,j +0' T, ] and F¢(U,v) [Qlkj ] 0;v", (16)
and the sources,
_ 0 _[x(Dy-D)
S(U,v)= [Qikj 6iuk _7i ain ] and cU) = [ —K'Ij B 17

5
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so we can write the two-moment model in the compact form,

o+ 2 (7)) + 5 (T U)) = SUv) + ). as)
ox! £2 0e
Note that the collision term C does not depend explicitly on the three-velocity v. This is a consequence of choosing comoving-frame,
momentum-space coordinates.
The moment closure is defined in terms of the primitive moments M, while we will evolve the “conserved” moments U =

(N ey )T. The relation between the conserved and primitive moments can be written as

U=L M, V)M, (19)
where
1 ol vt 3
vk keyM) 1.0 0
L M,v)= (20)
kM) 0 1 0
vk kisbM) 0 0 1

When solving Eq. (18) numerically, it is necessary to convert between primitive and conserved moments. Computing the conserved
moments from the primitive moments is straightforward, but obtaining the primitive moments from the conserved moments is non-
trivial because, for a given nontrivial velocity v, there is no closed-form expression for M in terms of U, due to the nonlinear
dependence k; i (M). Thus, the primitive moments must be obtained through an iterative procedure, which we discuss in more detail
later, where we will pay particular attention to maintaining physically-realizable moments throughout the iteration process. One is
faced with a similar problem, e.g., when solving the relativistic Euler and magnetohydrodynamics equations (e.g., [50]).

3. Moment closure

We use the maximum-entropy closure of Minerbo [21] to close the two-moment model. We let the admissible set of kinetic
distribution functions be

®:={f|f>0 and 4i/fda»o , (21)
T
§2

which is then used to define moment realizability as below.

Definition 1. The moments M = (D, I)T are realizable if they can be obtained from a distribution function f(w) € R. The set of all
realizable moments R is

R:={M=(®,0) | D>0and yM)=D-T20}, 22)
where the function y(M) is concave.

The Minerbo closure is based on the maximum-entropy principle, assuming an entropy functional of the form s[f]= f Inf — f.
The functional form of the distribution maximizing this entropy functional is, in this case, the Maxwell-Boltzmann distribution,

JSue(w) =exp (a+ﬂ(ﬁifi)), 23)

where a and f are determined from the constraints,

D:ﬁ/fME(w)dw and ﬁJ":I:ﬁ/fME(w)(ﬁiﬂ)dw. (24)
s? s?

(Note that fy € R.) Letting ;7' = u, we can write fy as a function of y and perform a change of variable to write the integrals in
Eq. (24) in terms of u, which allows us to evaluate the constraints in Eq. (24) analytically (cf. [21]) and leads to

D=e¢"sinh(p)/f and I =e"(p cosh(p)—sinh(p))/p>. (25)

The flux factor can then be written solely as a function of f; i.e., h = coth(f) — 1/ =: L(f), where L(p) is the Langevin function.
Thus, for a given &, we can obtain f(h) = L~!(h). Note that L(f) € (=1, 1), so that solutions for f only exist for h < 1 (i.e., for M in
the interior of R). Using the maximum-entropy distribution in Eq. (23), direct calculations give, for i € [0, 1),

w(h)=l—% and  ¢(h) = coth(B(h)) — 3y(h)/B(h). 26)
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Fig. 1. The left plot shows the values of the Eddington factor, y, the heat-flux factor, ¢, and their polynomial approximations, y, and {,, versus the flux factor, A.
The right plot illustrates the relative errors, sy = (v —y,)/w and 6{ = ({ — {,)/¢, versus h.

When h =1 (i.e., when M is on the boundary of R), it is known [51] that, for the two-moment case considered here, the underlying
kinetic distribution is a weighted Dirac delta function. In this case, the moment closure is given by the associated Eddington and
heat-flux factors w (1) = (1) = 1. Instead of inverting the Langevin function for g, the Eddington and heat-flux factors, y and ¢, can
be accurately approximated by polynomials in 4. For y, the following polynomial approximation leads to a relative approximation

error, 8y = (v —y,)/y, within 1% [22]:
1, 2 2_ 43 4

=+—=(3h"=h"+3h"). 27
3% 75 ) @7)
For ¢, the following approximation, given by [4],

w,(h) =

C(h)=h(45+10h—12n* —12h* + 38 h* — 121° + 18 h®) /75, (28)

has a relative approximation error, 6¢ :=({ —¢,)/{, lower than 3%. In Fig. 1, we plot the Eddington factor, v, the heat-flux factor,
¢, and their polynomial approximations, y, and ¢,, and report the relative approximation error versus the flux factor, 4. It can be
seen from Fig. 1 that y, and {, are quite accurate polynomial approximations to the Eddington and heat-flux factors. Thus, the
approximate closure is used in the numerical tests for the two-moment model reported in Section 8, in which the two-moment model
is closed by plugging the algebraic expressions given in Egs. (27) and (28) into the Eddington and heat-flux tensors in Egs. (10) and
(13), respectively.

Remark 1. In this work, we focus on the Minerbo closure, which is based on the Maxwell-Boltzmann entropy s[f]= f Inf — f.
The results can be extended to two-moment models with maximum-entropy closures based on the Bose-Einstein entropy s[f] =
fInf—(+ f)n(l + f) with maximum entropy distribution fy; = [exp(—a — B(A,£")) — 117! For particle systems obeying Bose—
Einstein or Maxwell-Boltzmann statistics, the admissible set R and the realizable set R in this work are appropriate. For Fermi-Dirac
particles, e.g., neutrinos, the entropy functional is s[f]= f Inf + (1 — f)In(1 — f), with bounds 0 < f < 1 and maximum entropy
distribution fy = [exp(—a — f (f;7)) + 117! [22]. In the low-occupancy limit, f < 1, this simplifies to the Maxwell-Boltzmann case
considered here. However, the extension of this work to systems obeying Fermi-Dirac statistics, where f is also bounded from above,
is non-trivial and deferred to future work.

Next we explore the wave propagation speeds of the moment system in Eq. (18) with the approximate Minerbo closure introduced
above. To calculate the wave speed, we compute the maximum magnitude of the eigenvalues of the spatial-flux Jacobians with respect
to the conserved moments, (9,,5"), i = 1,2, 3. Specifically, we compute the spatial-flux Jacobian by

i i -1
<5£>=<ai)(ﬂ) , 29)
ou oM\ oM
where
1 v
6’L()
— ) = ) ) 30
(53, [uk[(iﬁg)znk,.k] 5,.j+u’<(§k7'j)z>] (30)
and
v 5'1 5[2 513
oK' Dtk akfl D ; ok! D oK'y D
<a,f,» (5a)o+, (G7)o+e (57) (5#)
= i . i i i (31)
P) ) *y ("k_z ""_z) ("k_z
M (,;D>9+k'2 Ml)@ (aﬂ D+ M\)Z)
akf3 K akf3 ak"3 oK', ;
(aD>D+ 3 (m)” (F)D (ﬁ)z’”
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Fig. 2. Figures on both panels show the value of 4, the maximum magnitude of the spatial-flux Jacobian eigenvalues in various configurations. Fig. 2a plots the
computed values of 4., = max(4(d,F "Yatve[0,1]and h€[0,1] in a simplified one-dimensional case considered in Proposition 2. The result verifies the claim
Amax < 1 in Proposition 2. Fig. 2b shows that, in the three-dimensional case, the maximum wave speed of the two-moment model Eq. (18) scales as 1 + O(1?). Here,

the maximum wave speed is given by 4,,,, := ‘r:nle_12x3 31,}27’%(’1‘"1 2)» Where /1:1 ax = Max(4(dq,F")). (For interpretation of the colors in the figure(s), the reader is referred to

the web version of this article.)

follow from the definitions given in Eqgs. (15) and (16), respectively. With this expression, we are able to demonstrate the following
proposition, which states that the maximum wave speed is bounded above by the speed of light in a one-dimensional setting.

Proposition 2. Suppose v = (v,0,0) and I =(Z,0,0), with |[v| <1, |T| <D, and D > 0. Let A,y :=max (|/1(a,u9-"1)|) denote the maxi-
mum magnitude of the spatial-flux Jacobian eigenvalues. Then A,, < 1.

Proof. In this setting, the spatial-flux Jacobian reduces to a 2-by-2 matrix, because the entries associated with the x> and x> axes
are all zeros. In addition, the only nonzero component of the Eddington tensor is k;;, which takes the values of the (approximate)

ok!
Eddington factor y,. Thus, the partial derivatives ao% and 711 become % and %, respectively. Evaluating these partial derivatives
using the chain rule then leads to
<6‘F1 ) 1 v — vy, + vV +hy, 1—0? (32)
oU ) 12y, +o(l+ o | (1=, —hy!)  v—uvy, +1+ohy! |

where ! denotes the derivative of the approximate Eddington factor, y,, in Eq. (27) with respect to the flux factor, 4. To prove the
claim, we need to show that the eigenvalues of (0, 1y are in [—1, 1]. Since v, and u/a’ are both one-dimensional polynomials in 4,
the proof of the claim is straightforward but tedious. Here we omit the detailed analysis and show in Fig. 2a the computed values of
Amax for v €[0,1] and A € [0, 1], which illustrates that 4,,,, is bounded from above by one. []

This result is an extension of the wave speed analysis in [1, Section 6.2], in which it is assumed that the Eddington factor is
independent of the flux factor; i.e., that y, =0.

Remark 2. In the three-dimensional case, the magnitude of the eigenvalues of the spatial-flux Jacobian are bounded above by 1 +
O(v?), which we provide verification of in Fig. 2b. Although the upper bound can exceed unity, which implies that the wave speed of
the two-moment model in Eq. (18) can become unphysical, it shows that including the velocity-dependent term in the time derivatives
in Egs. (2) and (3) improves the maximum wave speed estimation from 1 + O(v) (see, e.g., discussions in [1]) to 1 + O(v?). Note that
in the design of the numerical flux discussed in Section 4.1, we use unity as the estimate for the maximum wave speed, which appears
to be valid in the regimes for which the O(v) model is applicable. In particular, unphysical wave speeds are not observed for v < 0.25,
as shown in Fig. 2b, for which we do not yet have a theoretical explanation.

4. Numerical scheme
4.1. Discontinuous Galerkin phase-space discretization

We use the DG method to discretize Eq. (18) in phase-space. To this end we divide the phase-space domain D = D, X D, into a
disjoint union 7~ of open elements K = K, X K, so that D = Uk, K. Here, D, is the energy domain and D, is the d,-dimensional
spatial domain, and

Kx={x: xieK; :=(x£,xh)|i=1,..4,dx} and K, :=(g,ep), (33)

where xi (xil) is the low (high) boundary of the spatial element in the ith spatial dimension, and ¢;, (ey) is the low (high) boundary
of the energy element. We also define 7(¢) = > and denote the volume of a phase-space element by
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dx

K| = / tdedx, where dx=]]ax" (34)
K i=

The length of an element in the ith dimension is |K’ | = x - x , and |K, | = ey — £1,. We also define the phase-space surface element
=(X j#,-K,/c) x K, and the spatial coordinates orthogonal to the ith spatial dimension X', so that as a set x = { x', %' }. Finally, we
let z = (¢, x) denote the phase-space coordinate, and define dz = dedx, dz' = dedX', and let, again as a set, 2’ = {¢,X'}.
On each element K, we let the approximation space for the DG method be

VEK)={ @, @4lx €QK).VK T }, (35)

where Q¥(K) is the phase-space tensor product of one-dimensional polynomials of maximal degree k. We will denote the ap-
proximation space on spatial elements as \/}’; (K,), which is defined as in Eq. (35), where Q*(K,) is the spatial tensor product of
one-dimensional polynomials of maximal degree k. We will use \/}':(K ) to approximate the fluid three-velocity v = (v!, v?, v®), which
will be assumed to be a given function of x.

The semi-discrete DG problem is then to find U}, € \/;l‘(K), which approximates U in Eq. (18), such that

(0 U o4) g =B Up. vy 01 )  + (CUL, @1 ) > (36)

for all test functions ¢, € \/}’l‘ (K), v, € \/,’,‘ (K,), and all K € 7. In Eq. (36), we have defined the inner product

(ah,bh)K=/ahbh1dz, ap. by, € VF(K) (37)
K

and the phase-space advection operator

By (Up 0, 0y ) ¢ =B (Up U 0y ) o + B3 (U vy 0 ) o + (SU UYL @) (38)

where the contribution from position space fluxes is

BZ(whavh,(l’h>K / Uy vp) o4y 0 (Wh,vh)(PM i ]szi

Mm

(T (Up. 1), 0,01 ) (39)

i=1

and the contribution from energy space fluxes is

B (Upvpop) /[e F (U v4) @pleyy — € sff(wh,v,,)(mq]

+ (eF (Upvy) 0,04 ) - (40)

In Eq. (39), ¥ i(ﬂ s vh) is a numerical flux approximating the flux on the surface I~([, which is evaluated using the global Lax—
Friedrichs (LF) flux

FHUpvp) | = Fe (UL 2D, UL, 2D, (7, X)), 4D
where x'F =limg_+ x' ¥ 6 and where we write the global LF flux function as
Fha (U, Uy, D) = (¢'(wa, D)+ FH (U, 0) — o (UL[D']—U[0'])), (42)

where o' is the largest (absolute) eigenvalue of the flux Jacobian d%'/dU over the entire domain, for which we simply set o' = 1.2
The components of the fluid three-velocity at the element interface is computed as the average

o(x', %) = %(vh(xi’_,ic')+vh(xi’+,5c’)). (43)

Note that the three-velocity components can be discontinuous across element interfaces.

Rgmark 3. In the flux function in Eq. (42), we have defined the dissipative term to be proportional to ('llb[ﬁi] -Uu a[i'"] ), where
D= (5i Lpl 512 52, 513 p3 )T, as opposed to the standard LF flux where the dissipative term is proportional to (U,[D] — U ,[D]). We

2 With this choice, at the expense of potentially increased numerical dissipation when the flux factor is small (see Fig. 2a), computation of flux Jacobian eigenvalues
are avoided, and the realizability analysis is simplified.
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have found this to be necessary in order to improve the realizability-preserving property of the scheme in the multi-dimensional
setting (see Section 5).

In order to compute the energy space fluxes (U, v;) and the sources S(U,,v;), we need to approximate spatial derivatives
of the three-velocity components within elements. We denote the derivative of the ith velocity component with respect to x/ by
(9; v, € \/;:(K ), and compute this by demanding that

/(6jvi)h(phdx=/[ﬁi(phlx,ﬁ—ﬁi(phlxi]dicj—/U;ldj(phdx (44)
K, I‘(; K,

holds for all ¢, € VS(K,) and all K, and where &/(x/, %/) is computed as in Eq. (43).
The energy space flux 7t (1{ s vh) in Eq. (40) is also computed using an LF-type flux

FE(Upvp) |, = F (Up(e™, %), Uy (™, %), 0,(x)), (45)

where ¥ =lim;_y+ € ¥ §, and we take the LF flux function to be given by
1
Fo(U, Uy vy) = 5 (FE(U, )+ FE(Upvp) —a® (My—M,)), (46)

where af is an estimate of the largest absolute eigenvalue of the flux Jacobian 9% °/dU. To estimate a® we consider the quadratic
form

0wy = (0,0 ¢, 61 =€ AWy e, where A, wy) =300+ 0;0)). “7)

It can be shown that |Q(v,)| < 4,4, where 4, is the largest absolute eigenvalue of the matrix A. (Since A is symmetric, the eigenvalues
are real.) Hence, we set a® = 4.

Remark 4. In the energy space flux function in Eq. (46), the numerical dissipation term is given in terms of the primitive moments
M rather than the conserved moments 2. This choice is motivated by the realizability analysis in Section 5.1.2.

Remark 5. For simplicity we assume that the absorption and scattering opacity (y and o, respectively), appearing in the second term
on the right-hand side of Eq. (36), are constant within each phase-space element K.

In this work, we consider the nodal DG scheme (see, e.g., [52] for an overview), which writes U/, € \/;;(K) as an expansion of
tensor products of one-dimensional Lagrange polynomials of degrees up to k in each element. As in [36], we use the (k + 1)-point
Legendre-Gauss (LG) quadrature points (see, e.g., [53]) as the interpolation points for the Lagrange polynomials. Following the
standard practice (i.e., for Ritz—Galerkin), we choose the test functions ¢, to be identical to the trial functions, which are the tensor
products of Lagrange polynomials used in the expansion of U, and evaluate the inner products (-, -)x using the (k + 1)-point LG
quadrature rule. In the remainder of this paper, we denote the sets of the (k + 1)-point LG quadrature points in an element K on K,
and K! by SK :={¢|,...,6,,,} and SiK = {x"l, ,x;{H }, respectively. Then the set of local DG nodes in element K is denoted as

SK 1= 5K (@, 5K). (49)

With this notation, the semidiscretized Eq. (36) can then be written as

o, U =B(Uy v, ), +C(U), VKET, (49)

where B and C denote the advection and collision operators acting on the collection of nodal values U (¢) := {U,(e,x,t): (€,x) €
SK}. Here the subscript k implies evaluations at points in Sg . This nodal representation will become useful in the following sections.
To simplify the notations therein, we will introduce a few auxiliary point sets in phase-space, which become useful in the realizability
analysis in Sections 5.1.1 and 5.1.2. In element K, let S‘\EK :={&,....¢;} and §lK = {)Ac"l, fc;} denote the sets of quadrature points

given by the lAc—point Legendre-Gauss-Lobatto (LGL) quadrature rule (see, e.g., [53]) on K, and K;, respectively. Here k> % is

chosen so that the quadrature integrates polynomials up to degree k + 2 exactly, which is required in the analysis. In element K, we
define the auxiliary sets Sf® and Si{(@, i=1,....d,,as

SK ._ 3K dx oK SK ._ ¢K dx K SK

Sie =5 ® (®i:lSi ) and S;o =S5 ® (®j:1#i Sj )®S,. , (50)

respectively. We denote the union of these auxiliary sets in element K as

JK ._ OK dx K

Sa =8k u (U, 85) (51)
and further denote the union of the auxiliary sets and the local DG nodes as

oK ._ ¢K (, dK

Sg 1=Sg USg - (52)

10
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Fig. 3. Illustration of the collection of DG nodes SX and the auxiliary phase-space point sets Ky 1K® and S SK® in an element K in a computational domain R X R*. These

sets are defined in Eqgs. (48) and (50), respectively. In this figure, §f® reduces to §f® since here x = x! is considered.

1

An illustration of the local point sets SK, S |K®’ and §f® is given in Fig. 3, in which the case d, = 1 and x = x" is considered. Therefore

§iK® is simply S\IK® 1= SEK ® :S‘\IK, as defined in Eq. (50).
4.2. Time integration

We use IMEX methods to evolve the semi-discrete two-moment model in Eq. (36) forward in time, where the phase-space advection
term is treated explicitly and the collision term is treated implicitly. The general s-stage IMEX scheme can then be written as [33,34]

(U on) = (U 00) ¢
i1

+ALY & B, (U vy 0y ) + AT 2 a; (U, @) . (53)
J=1 j=1
(U on) = (Up0n)
+ At 2 ; By (U, vy 0y )  + At 2 w; (CUD). 0p) ¢ (54)
i=1 i=1
fori=1,...,s,all Ke7,andall g, € \/;;(K). Here the coefficients &; > Uijs Wi, and w; are required to satisfy certain order conditions

for achieving the desired accuracy of the IMEX scheme. In addition, to preserve realizability of the evolved moments, each stage in the
IMEX update needs to be formulated as convex combinations of realizable terms, which results in additional restrictions on the choices
of coefficients. We refer the readers to [35, Section 6] for details on the order and convex-invariant conditions on the coefficients in
the IMEX scheme.

4.3. Iterative solvers for nonlinear systems

In this section, we introduce the iterative solvers for the nonlinear systems that occur in the evolution of the IMEX scheme in
Egs. (53)-(54). In Section 4.3.1, we present the iterative solver for the conversion of conserved moments U to primitive moments
M. This moment conversion is required to evaluate the closures for the higher-order moments %/ and Q¥ at each stage of the IMEX
scheme, since these closures are defined in terms of the primitive moments as discussed in Section 3. In Section 4.3.2, we discuss the
solver for the nonlinear equations arising from the implicit update in the IMEX scheme. Even though the simplified collision term
C(U) in Eq. (17) appears to be linear in terms of the primitive moments, the implicit system is still nonlinear because the IMEX
scheme evolves the conserved moments. This nonlinear system formulation is also extendable to handle systems with collision terms
that include more comprehensive physics; e.g., neutrino-electron scattering and thermal pair processes, as considered in [36].

Under the nodal DG framework (see Eq. (49)), each of these nonlinear systems can be formulated locally at each node in the
phase-space element because there is no coupling between nodes in either the moment conversion or the collision solve. Therefore,
the nonlinear systems considered in this section are written in terms of the nodal moments at a given phase-space node z € SX,
VK € 7, where Sg is the set of DG nodes in element K, as defined in Eq. (48). For convenience, we drop the subscript from the

nodal representation in this section, and note that, such nonlinear systems must be solved at each z € Sg and in each K € 7 to
perform the moment conversion from U to M or the implicit steps in the IMEX scheme.

4.3.1. Moment conversion solver
For a given conserved moment U € R, finding a corresponding primitive moment M € R that satisfies Eq. (19) requires solving
a nonlinear system. A naive approach is to formulate Eq. (19) as a fixed-point problem

M=<D>=< VI +N )::(i(ﬂ(M). (55)

I ~'k; D+,

11
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However, when standard fixed-point iteration, i.e., Picard iteration (see, e.g., [54, Section 1.8]), is applied to solve Eq. (55), this
formulation does not guarantee that the resulting moments are realizable at each iteration, which, in turn, may result in failures to
convergence on problems in this form. To address these issues, we adopt the idea from Richardson iteration, see, e.g., [41] and [42,
Section 13.2.1], for solving linear systems and reformulate the fixed-point problem in Eq. (55) as

M_<D>_<D> (PN Y o (56)
“\7,)7\g I+vkp-g, ) T

where 1 € (0,1] is a constant. Here we choose A = (1 + v)~!, where v := |v| = y/v;V, to guarantee the realizability-preserving and
convergence properties of the Picard iteration method; i.e.,

MET =g, (MK, (57)

The realizability-preserving and convergence properties of Eq. (57) are stated and proved in Section 5.3.

4.3.2. Collision solver
The implicit steps in Eq. (53) require solving nonlinear systems to find the updated conserved moments. Similar to the implicit
systems considered in [36], these systems take the form

U=UY + At CU), (58)

where U® denotes the known conserved moments from the explicit steps, U denotes the unknown updated conserved moments
driven by the implicit collision term C(U) defined in Eq. (17), and At, denotes the effective time step size for the implicit system.
Since the sources are expressed in terms of primitive moments, we solve Eq. (58) as a nonlinear fixed-point problem on the unknown
primitive moments and use the primitive moment solution to compute the collision term C(), which is then used to update the
conserved moments U in Eq. (58). As in the moment conversion case discussed in Section 4.3.1, we apply the idea from Richardson
iteration to Eq. (58) and formulate it as a fixed-point problem in terms of the primitive moments; i.e.,

I Ny VO —
D D D+ 0T, —NW = Aty (Dy— D) 5
j j Ij+Uk,-jZ)—§j A
where N®) and g denote the number density and number flux components of the given conserved moment U™, respectively, and
the constant A € (0, 1]. Although, this formulation is consistent with the one considered in Section 4.3.1 when there are no collisions

(¥ =k =0), it cannot guarantee that the realizability of moments is preserved when collisions are taken into account. To address this
issue, we follow the approach taken in [36] and reformulate the fixed-point problem as

(A= DD+ AM=0'T; + N® + Atcy Dy)
D):A( v cX 0>=:Q(M),

M:<[_ _ i ()
j (1= DI;+A-v'k;D+G")

(60)

where A :=diag(u,, pu,.) with p, =(1 + A At, 2" and p, = (1 + AAtc )", Applying Picard iteration to this fixed-point problem
then leads to the iterative scheme

MU = Q(MIFDy (61)

In Section 5.4, we prove the realizability-preserving and convergence properties of this iterative solver with A= (1 +v)~!.
4.4. Flowcharts for the DG-IMEX method

The proposed DG-IMEX scheme is summarized in the flowchart in Fig. 4, in which the left chart shows the procedure of one
forward-backward Euler step, and each of the three processes in one time step is described in one of the three charts on the right-
hand side. This flowchart can be extended to more general IMEX time integration schemes. The advection and collision updates are
given in Egs. (62a) and (62c), respectively. In the advection update, conversion between conserved moment U and primitive moment
M discussed in Section 4.3.1 is performed to allow for closure evaluation, which is needed for evaluating the flux of the moment
system. The collision update invokes the moment conversion in Section 4.3.1 and the implicit collusion solver in Section 4.3.2. The
steps for enforcing realizability and improving conservation properties are given later in Algorithms 1 and 2, respectively.

5. Realizability-preserving property

In this section, we show that, by imposing a proper time-step restriction and a realizability-enforcing limiter, the DG scheme with
IMEX time integration given in Section 4 preserves the realizability of both conserved and primitive moments. To this end, we focus
on the analysis of a forward-backward Euler method for its simplicity. The theoretical results can be extended to more general IMEX
methods that are strong stability-preserving (SSP) with the size of time steps dependent only on the explicit part, such as the IMEX
scheme implemented in the numerical tests reported in Section 8. Specifically, we analyze the realizability-preserving property of the
following numerical scheme.

12
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Fig. 4. DG-IMEX flowcharts. The left chart shows the procedure of one forward-backward Euler step in the proposed numerical scheme. Each of the three processes—
advection update, collision update, and realizability enforcement and conservation improvement—is described in one of the three charts on the right-hand side.

~n+'/2
(U on) ¢ = (U @) + M1 BY (U004 ) 4 (62a)
1 A~ 1/
utt = RealizabilityLimiter(’uT/ ) (62b)
~ n+1 n+l/ ~ n+1
(U, on) = (U 04) ( + AL (CAL )iy o (620)
A~ n+l
(LIZH = Realizabi]_ityLimiter("Ll::+ ). (62d)

Here, RealizabilityLimiter() denotes the realizability-enforcing limiter proposed in [35], the details of which is given in Sec-
tion 5.2 for completeness.

Loosely speaking, the realizability-preserving property of the scheme (62a)-(62d) requires that, if the current moments U} are
realizable, then the updated moments U/ ZH remain realizable. In the following paragraphs, we summarize the realizability-preserving
properties proved in this section, where more detailed realizability results and conditions are described using the sets of phase-space
points defined in Section 4.1.

A key assumption in the realizability analysis is the exact closure assumption.

Assumption 1 (Exact closures). The moment closures for closing the higher order moments %/ and Q" k'in Eq. (62a) are exact, i.e.,
given lower order primitive moments (9, 7'), the moments (X, Q/¥) are computed such that (D, 7', K/, @/*) satisfy Eq. (1) for
some nonnegative distribution f.

We note that Assumption 1 holds when the exact Minerbo closure is used, i.e., when the Eddington and heat-flux factors are
given in Eq. (26) (as opposed to the approximation given in Egs. (27)-(28)). Evaluating (either the exact or approximate) Eddington
factor and heat-flux factor uses the flux factor h(= 7 /D) of the primitive moments M = (D, I )T. Since the numerical scheme
Egs. (62a)-(62d) evolves the conserved moments U, evaluating moment closures requires the conversion between conserved and
primitive moments. In other words, given U (or M), the solver needs to compute the associated M (or U) that satisfies Eq. (19).

Under Assumption 1, we state the main theoretical result of the realizability-preserving analysis for the scheme Egs. (62a)—(62d)
in Theorem 1, where this scheme is shown to preserve realizability of moments U}, on the point set §g defined in Eq. (52), for all
elements K € 7.

Theorem 1 (Realizability preservation). Suppose (i) Assumption 1 holds, (ii) v, := |v,| <1 for all K € 7, and (iii) the time step At in
Eq. (62a) satisfies the hyperbolic-type time-step restriction

At <min {AfT" AL with
A = min min(1 —v;,) € K| and Af™ :=}(‘n€1¥(1 —v,) C|K, | /ey

where C' and C¢, which are independent of the size of elements in the discretization, are given in Egs. (80) and (93), respectively. Then the
scheme (62a)-(62d) is realizability-preserving, i.e., ‘L{;',“ eRon S g, VK € T, provided that ’LI;‘l eRon S g, VKeT.

Theorem 1 is a direct consequence of the following Propositions 3, 4, 5, and 6, which provide the realizability-preserving properties
of the explicit update (Eq. (62a)), the realizability-enforcing limiter (Eq. (62b)), the moment conversion (Eq. (19)), and the implicit
update (Eq. (62c)), respectively. In these propositions, the notion of cell-averaged moments will come in handy. Given U”, the
cell-averaged moments U g := (Ng,Gg) are defined as

Uy = (Uy) /K] (64)
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Proposition 3 (Explicit advection update). Suppose (i) Assumption 1 holds, (ii) v, <1 for all K €7, and (iii) At in Eq. (62a) satisfies the

restriction (63). Let 'll = (N Vias é;( ” ) denote the element average of the moment‘L{ ( as defined in Eq. (64)) updated by Eq. (62a)
from U}, Then, it is guaranteed that, VK € T, N"+/ >0, provided U} € R on SK VK € 7. Further, when a reduced one-dimensional

planar geometry® is considered, it is guaranteed that, VK € T, W"K+ ” € R when an additional time-step restriction (101) is satisfied.

Proposition 4 (Realizability-enforcing llmlter) Suppose N 'k > 0 on element K, applying the reallzablllty enforcing limiter given in Algo-
rithm 1 (see Section 5.2) to the moments u 1, on K leads to realizable moments U, € R on S Ky S SK in K.

Proposition 5 (Moment conversion). Suppose that Assumption 1 holds and that v;, < 1 on all K € T, then the conversion between conserved
and primitive moments following the relation in Eq. (19) preserves realizability, i.e., for a pair of conserved and primitive moments (U, M)
satisfying Eq. (19), U € R if and only if M € R. Further, given U € R, the iterative solver (57) in Section 4.3.1 converges to the unique
M € R that satisfies Eq. (19).

n+'/2

Proposition 6 (Implicit collision solve). Suppose Assumption 1 holds and Uh <londl KeT.LetU, "~ €Ron Sg fordll K € T, then

solving Eq. (62c) with the iterative solvers considered in Section 4.3 gives at h E R on Sg foral K eT.

These propositions form a basis for the proof of Theorem 1. Specifically, Proposition 3 guarantees that the updated moments
I
71 w from Eq. (62a) have a nonnegative cell-averaged density N ' for each K € 7. It follows from Proposition 4 that the limited

n+l/>

moments ‘ll are realizable on S g for all K € 7. Solving Eq. (62c) on each nodal point in Sg for all K € 7 gives the updated

moment U, n » Which is guaranteed to be realizable on SK VK €T, by Proposition 6. Applying the realizability-enforcing limiter

again to (Z{ZH on every K € 7 leads to 112“, which is realizable on S‘g , VK € T, again from Proposition 4.

In Sections 5.1, 5.2, 5.3, and 5.4, we prove Propositions 3, 4, 5, and 6, respectively. These results together lead to the main
realizability-preserving property of the numerical scheme Egs. (62a)-(62c) given in Theorem 1, under the exact closure assumption,
Assumption 1. In Section 5.5, we extend the realizability-preserving and convergence results in Propositions 5 and 6 to the case of
evaluating the closure with the approximate Eddington factor y, in Eq. (27), which is often used in practice to reduce computational
cost.

5.1. Explicit advection update

In this section, we prove Proposition 3 by deriving the time-step restriction (63) under which the updated cell-averaged number
ot +1/2
density Ny
Eq. (101).
Since constant functions are in the approximation space \/,’:(K), we start with deriving the update formula for cell-averaged
moments by setting ¢, =1 in Eq. (62a), which leads to

> 0. In a one-dimensional planar geometry, we show that ’Ll € R under an additional time-step restriction given in

~ntlf At
Uy "=Uy +m3h(fuz,vh)K
=y { U+ A gx (4 p,) brre{w+ AL g (U, v,) }
K 7x |K| h h’ K e |K| h’ K
S n At S n
{wK+ Sk o) g} ©65)
- fo{ n+lfo, x ﬂ+/2 +y5,i‘l’1’:"/?,5’
where we have defined y*,y%,yS > 0, satisfying y* + y¢ 4+ yS = 1. In the following subsections, we show that, when WZ €Ron §g
forall K e T, ‘LI rhif and 'l/\ln e are realizable under time-step restrictions given in Eq. (63) (Sections 5.1.1 and 5.1.2) and that
A~ n+l),
N?l/ *$ > 0 (Section 5.1.3) for all K € 7. Further, we show in Section 5.1.3 that 'll';/ S is realizable in one-dimensional, planar

A~ n+l/)
geometry under an additional time-step restriction given in Eq. (101). Since the realizable set R is convex and 'lan / is written as a

n+'/,x An+‘/25 n+'/,8

convex combination of 'll s, Uy and U X in Eq. (65), we thus conclude that, under the time-step restrictions in Egs. (63)

and (101), (i) N;': 2 > 0 and (ii) ’L(nKJrl/z € R in a planar geometry.

3 An example of this one-dimensional geometry is the reduced case of the full three-dimensional geometry when the fluxes in two of the three spatial dimensions
are assumed to be zero. See Section 5.1.3 for further discussions.
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5.1.1. Position space fluxes
For transport in position space we follow the approach in [35] and write

~ n+lfa, A
U = + X 2B (UL, ), (Ate=At/y™). (66)
To find sufficient conditions such that ﬂn+ o € R, we define (cf. [35])
@) = —— [ /w" dx' - A—’."(?(w",vm =T (o) )] ©67)
h |K,lc| h ﬂl h Xy h X
Ky
so that
A~ n+l/2,x dx ﬂ . . .
k= Z —— /r' [u}](z)rdZ', (68)
=1 K|/,
K’
where we have defined the set of positive constants {ﬂ’ satlsfymg Z i pi=

If a quadrature rule Q: CO(K ) = R with positive welghts, e.g., the tensor product of one-dimensional LG quadrature, is used to
approximate the integral in Eq. (68), it is sufficient to show that, under the assumptions in Proposition 3, I' [leZ] (z') € R holds for
zi e &8 c K', where §' denotes the set of quadrature points given by Q' . We prove this sufficient condition in the remainder of this
subsection.

Let O' : CO(K’) — R denote the k-point LGL quadrature rule on K’ with points S; SK = { x ’l, ,x;{ = xh} as defined in
Section 4.1 and strictly positive weights {wq}q normalized such that Z —1 w =1. Since k > k+5 , this quadrature integrates 7/12

exactly, and thus we have

/w;(x)dx =0'[ul] = K| Zw up (), (69)
Kl
where, for notational convenience, we have suppressed explicit dependence on %' in writing (L(”(A’ z) = ’L{”(”' ). Similarly,

'llZ(x’ iz =" (x' *) and U" (x' £z =" (x' *), Then, using the quadrature rule in Eq. (69) and the LF flux in Eq. (42), we
can write Eq. (67) as a convex combmatlon

r"[ﬂ”](z')

—Zw X))+ @) [ U "), UL, D(xd) | +wktl>’ [ (), U (i), D | (70)
where

D [ U, Uy 0| =Uy+ 2 Fp (U, U, D), 71)

O [ U, Uy D) = U, — 2, Fip (U, Uy D), (72)

and A" = Ar, /(' iy |KL]). Since Eq. (70) is a convex combination, it is sufficient to show the realizability of each term independently
to obtain I'" ['Ll;'l](ii ) € R. For the first term on the right-hand side of Eq. (70), it is sufficient that fu; (J?f] ) € R, which holds under

the assumption that U} € R on Sg for all K € 7. It remains to find conditions for which <1>"1,¢>;{ € R, which we summarize in the
following lemmas.

Lemma 1. Define
0L (U.D)=UD' |+ F'(U. D), (73)

where rll[f/"] and F (U, D) are defined as in Egs. (15) and (16), respectively, and D= (5” ol 82 92, 83 3 )T as defined in Remark 3.
Suppose that U € R and 0 = || < 1. Then O (U, D) ER.

Proof. The first component of ®ii(‘Ll, ¥) can be written as

ﬁ/(liﬁ")(uﬂ)fdw, 74)
2

while the remaining components can be written as
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ﬁ/(liﬁ")(lif")ffjda), (G =12,3). (75)
s2

Since (1 + ' )(1+7¢") f €R, the result follows. []

Lemma 2. Let <D"1 and Q;A{ be defined as in Egs. (71) and (72), respectively. Assume that the following holds
(@ U, U, R, defined as in Eq. (15) as the moments of distributions f,, f, € R.

(b) The three-velocity in Eq. (43) satisfies 0 = |0| < 1.

(c) The time step At, is chosen such that 1; < -=0).

Then @, [U,. U,,. 0. @} [U,. Uy D] €R

Proof. Define

UD] — AL U]

O (U.D) = T (76)
X
Then, using the LF flux in Eq. (42), we can write
; . S . 1. o . 1. o .
D[ U, U, 0| =1 - 1) O (U, D)+ 3 O (U D)+ 4,0 (U, D), 77)

which is a convex combination for /l; < 1. From assumptions (a) and (b) above, it follows from Lemma 1 that ®"+( Uu,n), @ir( U, v)e
R. It remains to show that @;’)(w 5 0) € R. The first component of (96(7/! »»0) can be written as

[(A=2-)— A A+ D]
(1= 2)

1 / f(w)dw, where f(w)= 7, (78)
4r
S2

while the remaining components can be written as

L/f(a))fj(oo)da), (j=1,2,3). (79)
A
s2

From assumptions (b) and (c), it follows that f € %R, which implies @6(%{ D) € R. The proof for <I>;( [11 Uy, i)] is analogous and is
omitted. []

A~ . . . . .
To this end, the results of Lemma 2 lead to ‘Lan fork € R under the assumptions therein. It is straightforward to verify that these

assumptions are fulfilled for each K € 7 when the assumptions in Proposition 3 hold. In particular, from Eq. (43), it is clear that
0 < 1 is implied by v, < 1. Also, by defining

Cli=y*play, (80)
the time-step restriction in Eq. (63) guarantees /1’;c < (1 —0) for all K € 7. Therefore, we have shown that, under the assumptions of

~
Proposition 3, 7/{"1:/ *eRforall KeT.

5.1.2. Energy space fluxes
For energy space advection, we define
~ nt+l/e

U a4 Bl g (qp
K - K+|K| h( h’vh)

x (D1, =At/r5), (81)

/25

~ nt!
and seek to find sufficient conditions such that ’Ll',l( “eR. We proceed in a fashion similar to that in Section 5.1.1, and define

1 —~ —~
FU0) = T [ /w,, 2de — A, (e3 FE(Upvp) ey — € FE(Upvp) 1y )] (82)
(3 KE
so that
A~ n+l)e 1 / £
= r[U,](x) dx. (83)
K K.l J g

Evaluating the integrals in the energy dimension using the same k-point LGL quadrature rule leads to
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k-1
A2 A A2 - ) -
LU, )0 = Y i, £ U + iy ] OF [ Uy (D) Uy(el). vy | + iy ey O [ U (). Up(e). vy | (84)
q=2

where the integral of the moments is exact when k > % ie,

(85)

('f\>
)

k
/‘llh(e)ezde =0 [u,] = K,| 2

Since I'*[U,](x) is written as a convex combination in Eq. (84), the realizability of each term on the right-hand side gives the
realizability of I'*[U,](x). Since U,(£,) € R for each £, under the assumption that U, € R on Sg for all K € 7, we focus on
proving realizability of ®] and <I>z , which are defined as

q

O [ U, Uy vy | = Uy + i 9;F(ﬂa,wb,uh) (86)
=(1-a®A) 65, (U}, v)) + T fALOL (U, vp) + % af A O (U, v)),
U, Uy v, | = U, — 2y F (ﬂa,ﬂb,vh) (87)
== a® AR Of ; (U, vp) + 5 aezlé o (U,,vy) + = af A5 O (U, v)),
where we used the definition of #; given in Eq. (46) and defined A7 L/H = EL/H At [(;, | K],
Ulvpl = a2, M

L/H

l—afii/H

(U,vy) = and OL(U,v,) =M= aif FE(U,vp). (88)

OL/H

Similar to the approach in Section 5.1.1, the following two lemmas show realizability of ©¢ and G)O L/H

Lemma 3. Let O (U, v},) be given as in Eq. (88). Assume that U € R. Then O € R.

Proof. The first component of ©f can be written as

ﬁ /fi[vh,a“](w) dw, where f, [v,,a"](w)= ( 1+0(y)/a* ) f(w), (89)

s2

and where Q(v),) is the quadratic form in Eq. (47). Similarly, the remaining components of ©¢ can be written as

ﬁ /fi[vh,a“](a}) ?(w)do. (90)

s2
Since |Q(v),)|/a® < 1, it follows that f, [v,,a®](w) € R and @)‘f_r erR. OO

Lemma 4. Consider © ., (U,v},) as defined in Eq. (88). Assume that U, M € R, v, = |v,| < 1, and nf/H =af < (1 =uvy). Then,

0.L/H L/H
0 I /H(TI vy ER
Proof. The first component of ®0 L /H('L(, v,,) can be written as
1 . . (l—vh-t’—nf/H)
. /f[vh, nL/H](co) dw, where f[v,, nL/H](a)) = (1_—’75/11) f(w). 91)
s2
The remaining components of @0 L /H(‘ll, v;,) can be written as
1
yp / flop. 17 (@) € (@) do. (92)

S2
Since v, < 1 and nE/H <1-v,wehave (1-v, ~t’—r]i/H) >(1- Uh)—r]i/H > 0. This, together with f € R, implies that f[v,, nf/H](a)) ER

and @5 (U, €R. [

Analogous to the spatial advection case, the assumptions in Lemma 4 are fulfilled for all K € 7~ under assumptions of Proposition 3,
when

Ct myfating (93)
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is used in the time-step restriction (63). Under these assumptions, nf P =af /li s < (1 =vy) < 1. Therefore <I>‘i and CDE are convex

PNERY N
combinations of realizable terms, and are thus realizable. We have shown that, under the assumptions of Proposition 3, ‘LI;( e eR

forall K €T.

5.1.3. Sources
The last part of the explicit update involves the source term in the number flux equation. We define

~n+1 /2,8

. Arg
Uy " =un+ =2

IK|

=ﬁ/[wg+m33(w",vh)]rdz. (94)
K

(S vy)) (Arg=At/y%)

From the definition of the source term S in Eq. (17), the number density is not affected in the source update. Thus we have /’\\/;':1/ S

N > 0, which, together with the results obtained in Sections 5.1.1 and 5.1.2, concludes the proof of the first claim in Proposition 3.

A~ n+1),8 . o e .. . .
Ideally, one would expect to show that U / € R under time-step restrictions similar to the ones in Sections 5.1.1 and 5.1.2.

Unfortunately, this is not true in the three-dimensional case considered in this paper. In the rest of this section, we will show that (i)
~AntlpS | : 1 . . . . . o . .
realizability of 'LInK / is preserved by the semi-discrete equation, i.e., without time discretization, and (ii) with the forward Euler

~n+',8 . . .
discretization in Eq. (62a), ‘Llrll( / € R in a reduced, one-dimensional planar geometry.

Proposition 7 (Semi-discrete source update). Given a quadrature rule Q : C°(K) — R with positive weights and points given by the set S g,
we show that, for all z€ S g C K, the solution U (z,t) to the semi-discrete equation

0, UL (z,1)=S(UL(z,1),v,(2)) (95)

remains in the realizable set R for all t > t,, provided that U ;(z,1) is realizable.

This semi-discrete equation is consistent with the source update portion in Eq. (18) and results in Eq. (94) after applying forward
Euler discretization and cell-averaging.

Proof. To show that U (z,t) € R for t > t,,, we first observe that since the first component of S(U, v) is zero (see Eq. (17)), the source
update does not affect NV;,. Thus, showing U, (z,t) € R is equivalent to proving that G, (z,1) < N, (z), where G, (z,1) = |G, (z,1)| with
G, the number flux governed by Eq. (95). Due to the continuity of G,(z, 1) in time, it suffices to show that if G,,(z,7) = N,(z) for some
> 1o, then G, (z,1) = Ny(z) for all t > f, i.e., the number flux magnitude does not exceed the number density. Indeed, the number
flux portion of Eq. (95) is given by

i i 1 i i
0,6, =Q kj(d,-vk)h = I'(0,v))p = yp / (f (w)fk(w)fj(w)(a,-uk)h = £ (@)(0;0;)p, ) flo,t)dw. (96)
s2

Suppose G, (z,7) = N, (z) for some 7 > t,, it is known [51] that the distribution function f(w) takes the form of a Dirac delta function,
ie., f(w)=c8(®) for some ¢ >0, @ € S%. Therefore, at t =7, we have G =c (1 + 0¥, (@) ) £/ (®) and

0,Gh; = ﬁ ( f[(cf))fk(@)f,(@)(aivk)h — 2 (@)(0;0))y ) - (97)
Thus,

1 .

Ea,(gh)Z = G,0,Gn;

(98)
2 . X .
= :_7: (14 05@)) £7(@) (' (@)1 (@) (@)L, — £/ (@) 0v)), ) =0,

where the fact #/¢; = 1 is used in the last equality. Eq. (98) indicates that the number flux magnitude does not change once G,,(z,7) =
N;(z) for some 7 > 1, and implies that U, (z,1) ER for t > 1. []

Remark 6. The result in Eq. (98) also explains why the discretized source update (94) cannot guarantee realizability of the updated
moments. Specifically, Eq. (98) suggests that, for moments on the realizable boundary (G, = N},), the continuous source update (95)
moves the moments tangentially with the boundary of the realizable set. Once explicit discretization is applied, e.g., Eq. (94), the
update may result in unrealizable moments, regardless of the time-step size.

Next, we show that, in a one-dimensional planar geometry [2, Section 6.5], the discretized source update Eq. (94) preserves
realizability of the moments when a time-step restriction is satisfied. In the planar geometry, the spatial fluxes are zero in two of the
three spatial dimensions (e.g., 0,2 f = 0,3 f = 0) with the angular direction reduced from w = (9, p) € S2 to y =cos 9 €[—1,1]. In the
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remainder of this subsection, we use x(= x!) to denote the only spatial dimension that has nonzero fluxes, and use a scalar function
v to denote the velocity which varies only in the x direction. Moreover, the primitive moments in the planar geometry are given by

1
{D, I, % Q}E.x,0= %/f(w,e,x,t){], w1, p® Y du, (99)
-1

and the conserved moments are N = D+ v and G =7 + vK. In this case, the semi-discrete source update Eq. (95) reduces to
1
1
ON=0, and 9G=3 / u(u? = 1)0,0), f()dp . (100)
Z1

The following proposition shows that the discretized version of this source update preserves moment realizability under a time step
restriction.

Proposition 8. In the planar geometry, suppose Assumption 1 holds, vj, < 1, and the time step satisfies

1-v 1-v
Ar< %75 k ( ie, AISS% h > (101)

[CEOME (950D

~ 1/, .
Then the discretized source update Eq. (94) gives a realizable cell-averaged moment ‘LI’I': /S forall K € T, provided U, e Rondll K €T.

~An+'/2,8 . . . ~n+1/,8
Proof. In this proof, we show the realizability of U/ h+/ 1= U} + Atg S(UY, vp), which leads to the realizability of U K+ / when
the element integral in Eq. (94) is evaluated using quadrature rules with positive weights in both the spatial and energy dimensions.
An+!/,8 A il Apal . PN
We start with denoting (uff/ =: (NZ+ / Z’S,QT /z,S). In the planar geometry, the number density NZ+ /S and number flux
éZJrl/ *S are both scalar-valued. From Assumption 1 and the definition of the source terms S in Eq. (17), we can write
1
~prips 1
Ry = 3 / (1+opu) f(Wydp, (102)
-1
1
Ant+lp,S 1
G =3 / [(1+ o)+ Ars (1 00), — u@,0) ) | f()du (103)
-1
1
1 —
= 5/(1+Uhﬂ)f(#)[#—Ats(axU)hl4 o ldu,
-1
where f € . Since v, < 1 and p € [-1,1], it is clear that ﬂ/ZJr'/Z’S > 0. We next prove K/ZP/Z’S - |é2+l/z’8| > 0 when Arg satisfies
Eq. (101). By Cauchy-Schwartz inequality,
1 1 R
An+1/,8 1 1—u 2
AR /(1 + vhu)f(ﬂ)dﬂ/(l + o) () [ 1= Bt 0000+ —— | "dp. 109
4 1+v,u
-1 -1

We then show that, under Eq. (101), [;4 — Atg (0, V)1 11+_U”2,4 ]2 <1 for u € [-1,1]. This inequality clearly holds when y = +1 and
h

2

1—
I+opu

1 =0. We thus focus on the case when u € (—1,1) and p # 0. Since Arg > 0 and > 0, the inequality holds when

1+ 1+
Ui @,0), >0, and Arg< ————H
T @0+ 0

It is straightforward to verify that Eq. (101) gives a sufficient condition to the two time-step restrictions above. []

Atg < if (3,0), 1 <0. (105)

5.2. Realizability-enforcing limiter

It has been shown in Proposition 3 that, when starting from realizable moments 2/}, the explicit update in Eq. (62a) is guaranteed

to provide updated cell-averaged moments 'lAanJrl/2 with number density //\\/;:I/ * > 0 for every K under a reasonable time-step restriction.
In this section, we discuss how the realizability-enforcing limiter proposed in [35] is used here in Eq. (62b) to enforce realizability
of moments U, at a point set SX defined in Eq. (52), which covers all DG nodal points as well as the auxiliary points in element K.

In [35], the realizability-enforcing limiter was formulated following the approach considered in [55,56] for constructing bound-
preserving limiters for high-order DG schemes. The limiter enforces moment realizability at each quadrature point in a DG element by
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relaxing unrealizable moments towards the realizable cell-averaged moments. Specifically, this limiter replaces unrealizable moments
with their convex combinations with the cell-averaged moment, which preserves the Eulerian-frame particle number in each element
(but not the energy; see Section 6.2 for further discussions) when the same convex combination factor (92 and 0}’(‘) is applied to all
moments within the element. For completeness, the steps taken in this realizability-enforcing limiter are summarized in Algorithm 1.
We refer to [35] and references therein for detailed discussions.

Algorithm 1: U, = RealizabilityLimiter(‘i\lh).

1 Inputs: Discretized moments 1’\1,‘ with KIK >0forall KeT.
2 Parameter: 0 < < 1.
3 for each element K do

4 | if Uy R then
/* limit number density */
Y N R Y : N : Ny .
5 Ny < O Ny + (1 = 03 )Ny with 0 < min{ fm— 1};
®
/* build intermediate moments */
6 (ilh - (Nh,@h)§
/* limit full moments */
Uy, < 0481, +(1 - 0%) Tl where
8 L 0"‘(‘ —argming {6 €[0,1]: y(@U,(z)+(1-0)Ug)20,Yz € Sg} with y defined in Eq. (22).
9 else
/* replace number densities with the cell average and shrink number fluxes accordingly */
10 U, — (N, G,) with N, = Ny and G, = (1 —5)/?/,(%:';

As seen in Algorithm 1, starting from discretized moment U 1, with positive cell-averaged number density N x» the limiter enforces
realizability of the resulting moments U/, in the point set 55 by limiting toward the cell-averaged moments. The limiter is guaranteed
to provide realizable outputs at the point set when the starting moment has a positive cell-averaged number density, thus Proposition 4
holds.

We note that, when approximate closures are considered, the explicit update may not result in moments with positive cell-averaged
number density (since Assumption 1 does not hold). If a negative cell-averaged number density is observed in element K, we set
the moments in K to be an isotropic moment with close to zero but positive number density and zero number flux. This safeguard
affects the conservation property of the scheme, however, we do not observe a negative cell-averaged number density in any of the
numerical experiments presented in Section 8.

5.3. Conversion between conserved and primitive moments

In this section, we prove Proposition 5 by showing that, under Assumption 1 and assuming v, < 1, (i) the conversion between
conserved and primitive moments preserves realizability and (ii) the iterative solver in Eq. (57) is guaranteed to converge to a unique
M € R that satisfies Eq. (19) given U € R.

In the following two lemmas, we show that the realizability is preserved in the conversion between conserved and primitive
moments.

Lemma 5. Suppose Assumption 1 holds and v < 1. Let U be given as in Eq. (19) with M € R, then U € R.

Proof. Let f € R be the underlying distribution for M € R. Then, from Eq. (19), the components of U can be written as
T_ 1 i T, .1 T
(N.G;)' = s / (140 4(@) f() (1,£,(®)" do = e /f(w) (1.£,(»)" do. (106)
s? s?

Since f €% and v/ ¢; € (—1,1), it follows that f(w) : = ( 140 f,-(w)) f(wyeRandthus U eR. [
Lemma 6. Suppose Assumption 1 holds, v < 1, and U € R. Then there exists some M € R that satisfies Eq. (19).

Proof. Let f € R denote the underlying distribution for ¢ € R. Then the components of U can be written as

(N.G)) = i /f(w)(l,fj(w))‘dw. (107)

s2?

Since f €% and v' ¢; € (-1, 1), it follows that f(w) := ( 1+ 0 ¢, (w) )71 f(w) € M. Taking the moments of f leads to M € R. Using
the relation between f and f it is then straightforward to verify that M satisfies Eq. (19). []
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Lemma 6 shows the existence of realizable primitive moments corresponding to given conserved moments. However, it does
not provide guarantees on the convergence of the iterative solver we use to find the primitive moments. In the remainder of this
subsection, we prove that the iterative solver in Eq. (57) guarantees the convergence to a realizable moment M. To start, in the
following lemma we show that realizability is guaranteed at each iteration of the solver in Eq. (57).

Lemma 7. Let U € R and A < 11: in Eq. (56). Then, the solver in Eq. (57) guarantees that M*+11 = (plk+11 7Ik+INT € R provided that
MK = (DK TlhT e R,

Proof. We write the iterative update in Eq. (57) as

Plle+1] plkl — _A_iplkl N
M=y ) == g Al +4 < >
I 7 = 5vk; DIk G; (108)

~ k]
= (1=-HM  +il.

. . . . . . ~k] . . ~k]
Since the realizable set R is convex and M**! is a convex combination of M~ and U € R, it suffices to show that M € R. We

~ Ik
observe that the entries in M[ ! take the exact same form as the ones on the right-hand side of Eq. (19), except with v replaced by

~ k] . .
—ﬁv. It then follows from Lemma 5 that M € R if ﬁu <l,ie, 1< HI_—U O

It is well-known that, when solving a fixed-point problem defined by a contraction operator, the Picard iteration converges to
the unique fixed point (see, e.g., [54]). We show below in Proposition 9 that the fixed-point operator H, defined in Eq. (56) is a
contraction under mild assumptions on v, which thus guarantees the convergence of the iterative solver in Eq. (57). The proof of
Proposition 9 uses results from the following two technical lemmas.

Lemma 8. For any M € R, [|9,(v'k; D)|| < v.
Proof. See Appendix B.2 for the proof. []
Lemma 9. For any MeR, ||V (v'k;D)|| < 2v.
Proof. See Appendix B.3 for the proof. []

We now state and prove Proposition 9.

Proposition 9. Suppose v < \/5 — 1 and A €(0,1]. Then, Hy, defined in Eq. (56) is a contraction operator, i.e., there exists some L <1
such that

H 4, MD) = H M) < LIMD = MP||, v MO MP er. (109)

Proof. First, for convenience, we denote AD =DM — D@ and AT ;=1 ;1) -7 ;.2). It then follows from the definition of H, and the
triangle inequality that

A
I+ M) = H oy (M) < (1= 4) ” ( 7 )
J

+All L(JZ>AIi<z> o (110)
U(kijD - ,.jZ) )

Thus, it suffices to show that, there exists some L < 1 such that

v AT, <i
Ui(kE;)D(l) _ k,(«jz-)D(z)) =

Lemmas 8 and 9 imply that the gradients of v'k; ;O in the D and 7 directions are bounded. Thus, we have

(i?)”, VMDD M e R, (111)
J

- , _ _
16k, DN = KD < 195"k DINADI + 11V (ki DAL | w2
< ollAD]| +20]|AZ; I,

which leads to
i (1 2
I6i(ki} DO — kD) ? < | AD + 402 | ADN AL, || + 40> | AL 1P

(113)
<G+2V2)|ADIP + 2+ 2V AT I,
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where the second inequality follows from the inequality, 2ab < (\/5 + Da® + (\/5 — )b, with a = \/EvllAZ)H and b= \/EU”A] j I|-
Taking the square of the left-hand side in Eq. (111) and applying the inequality in Eq. (113) gives

v AT
o (kDM — KD @)
ij ij
< B+2VDP(IADIP + 1AL, 11P).

Let L :=1/3+24/2v, the claim then holds when v < (\/3+2\/§)_1 =v2-1. O

Theorem 2. Suppose v < \/E —land 1< ﬁ in Eq. (56). Then, for any given conserved moment U = (N, G)" € R and initial primitive

2

2 2 i (1 2 2)\(12
=0 ||AIj|| + ||U’(k§/_)2)(]) - kgj)D( ))”
(114)

moment MI®) € R, the iterative solver in Eq. (57) converges to the unique realizable primitive moment M that satisfies Eq. (19) as k — .

Proof. This theorem is a direct consequence from the realizability-preserving property of the solver shown in Lemma 7 and the
contraction property of H, proved in Proposition 9. []

The results in Theorem 2 lead to the following corollary on the uniqueness of realizable primitive moments associated with
realizable conserved moments.

Corollary 1. Suppose v < \/5 — 1. For any conserved moment U € R, there exists a unique realizable primitive moment M that satisfies
Eq. (19).

5.4. Implicit collision update

In this section, we prove Proposition 6, which states that, under Assumption 1, the implicit update in Eq. (62c) preserves real-
izability when the iterative solver in Eq. (61) is used. We first show in the following lemma that realizability is preserved in each
iteration when starting from a realizable moment.

Lemma 10. Let U™ = (N®, g T e R, 1 < ﬁ, and k > y >0 in Eq. (60). Then, the solver in Eq. (61) guarantees that MU =
(@1 7I+INT e R provided that MK = (DI, TTHI)T e R,

Proof. We follow the approach in the proof of Lemma 7 and write Eq. (61) as

Ikl — i 7kl N® 4+ Aty D,
1] _ 1 _ =4~ i
MU = (1 A)A<I[k]_LU"k[k]D[k] +AA 4
J 1-47 7ij J

(115)
= 1= DAM* L aa T,

In the proof of Lemma 7, we have shown that Mlkl € R when 1< ﬁ Also, it is clear that fl:l(*) € R because U™ € R, ¥ >0 and

Dy > 0. Since k > y >0, we have p, > u, >0, implying that AM € R for all M € R based on the definition of R in Eq. (22).

Therefore, A M and A 4™ are both realizable, which, together with the convexity of R, completes the proof. []

Similar to the moment conversion problem considered in Section 5.3, we next show in the following proposition that the operator
Q in Eq. (60) is a contraction, which implies convergence of the Picard iteration method in Eq. (61).

Proposition 10. Suppose v < \/5 —1, A€(0,1], and k > y > 0. Then, Q is a contraction operator, i.e., there exists some L < 1 such that

lAM®D) — @MP)|| < LIMD = MO ||, YMD MP eR. (116)

Proof. From the definitions of H4, and Q in Egs. (56) and (60), we observe that

l@MD) —@M?)|| = IACH 1, (MD) — (H'u(M(Z)))ll .
< ”A””Hru(M(l)) — ‘]—{W(M@))”

for all MDY, M@ e R. Since k > ¥ >0and 4> 0, we have 0 <y, < My < 1, i.e,, ||A|| £ 1. The claim is thus a direct consequence of
Proposition 9. []
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Theorem 3. Suppose v < V2 — 1, 4 < Flv’ and k > y >0 in Eq. (60). Then, for any given conserved moment U™ = (N®, )T € R and

initial primitive moment M”! € R, the iterative solver in Eq. (61) converges to a unique realizable primitive moment M as k — co. Further,
the conserved moment U associated to M via Eq. (19) is also realizable and solves the implicit system in Eq. (58).

Proof. The convergence to a unique M € R is given by the realizability-preserving property in Lemma 10 and the contraction
property in Proposition 10. Realizability of U follows from Lemma 5, and the formulation of the fixed-point problem in Eq. (60)
guarantees that U solves the implicit system in Eq. (58). []

5.5. Extension to approximate moment closures

In the earlier sections, we have shown the realizability-preserving property of the numerical scheme (62a)—(62c) under Assump-
tion 1, in which the use of exact moment closures is assumed. As discussed in Sections 2 and 3, the approximate Minerbo closure is
often used in practice to reduce the computational cost, where the approximate Eddington factor y, and heat-flux factor ¢,, defined
respectively in Egs. (27) and (28), are considered. In this section, we show that the realizability-preserving and convergence analyses
for the conserved-to-primitive moment conversion (Eq. (19)) and the implicit update (Eq. (62c)) given in Sections 5.3 and 5.4 can be
extended to the case when the approximate Minerbo closure is used.

When the approximate Eddington factor y, in Eq. (27) is used, we replace Lemma 5 with the following lemma.

Lemma 11. Suppose v < 1. Let U be given as in Eq. (19) with M € R, then U € R.

Proof. Since M = (‘D,I)T € R, we know that D >0 and D — 7 > 0. To show U = (N,g)T € R, we first prove N > 0. By definition,

N=D+VI;2D-vI>D-12>0, (118)

where the Cauchy-Schwartz inequality and the assumption that v < 1 are used. We next prove that N> — G? > 0 with G : = |G|, which
implies N — G > 0. Writing A2 and G? in terms of the primitive moments leads to

N2 =D+ 20 T)D + (V' 1,)?,
=D*(1+20 ih + (V' 7,)*h?) ,

. O (119)
G =T +20 (' kD + (v, KW' k HD? .
=D (W + 2/ V' kjh + v, K7 'k )
Using the definition of k; ! in Eq. (10) we obtain
i i 1 A A
vk, =i o 3 (a- V)0 + By, — l)n,-nj) =y, V' A, (120)
. 1 "
vk Uk = 7 ((1 = y)?0* + (1 +y,) By, — D(v; i")?) . (121)

Plugging these terms into Eq. (119), denoting s := v'#;, and using the assumption that v < 1 leads to a sufficient condition for
N*=G?>0:Vse[-1,1]and Vh €0, 1],

(1-h*- i(l —w,)?) +2(1 —y,)sh+ (R — i(l +w,) 3y, — D)s* >0. (122)

From Lemma 12 (e), we have 1 — y, > 0. Thus, by applying the inequality 2sh > —1 — s2h? to the second term above, it suffices to
show that

1 1
[va =1 = (1= wo)’] + [weh® = 21+ y) By, = D]s* 20, (123)
Since y, — h? - %(1 — 1//3)2 >0 (Lemma 12 (f)) and 5% € [0, 1],
1 1
[va— £ = (1 =) +weh® = 21 +y) By, = D]s* 20, (124)
which then becomes
(W, — A1 —y,)s* 2 0. (125)

With A2 < v, <1 from Lemma 12 (e), the proof is complete. []

Lemma 11 extends Lemma 5 by showing that the mapping from primitive moments to conserved moments via Eq. (19) preserves
realizability even when the approximate Minerbo closure is used. However, there is not an analogous extension of Lemma 6 to
the case of approximate closures. To show that the map from conserved to primitive moments is realizability-preserving with the
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approximate closure, we verify that the analysis from Lemma 7 to Corollary 1 is still valid when the approximate closure is considered.
Specifically, when y is replaced by y,, the result of Lemma 7 can be obtained by invoking Lemma 11 rather than Lemma 5 in the
proof, the results of Lemmas 8 and 9 hold since it is shown in Appendix B.1 that y, also satisfies the required properties of y, and the
remainder of the analysis stays identical to the exact closure case considered in Section 5.3. Therefore, we have shown that, when y
is replaced by y,, the iterative solver in Eq. (57) converges to the unique, realizable primitive moment that satisfies Eq. (19) for the
given conserved moment, which implies that the conserved to primitive moment map from Eq. (19) still preserves realizability when
v< \/E — 1. Further, we also verified that the convergence and realizability-preserving properties of the iterative solver in Eq. (61)
for the implicit system in Eq. (60) given in Theorem 3 also hold in the approximate closure case by applying the same arguments to
the analysis in Section 5.4.

6. Conservation property
6.1. Simultaneous number and energy conservation of the DG scheme

It has been shown in Proposition 1 that the two-moment model in Egs. (2)-(3) conserves the Eulerian-frame energy up to O(v). In
this section, we discuss the simultaneous Eulerian-frame number and energy conservation properties of the two-moment model with
the discontinuous Galerkin phase-space discretization presented in Section 4.1. We are primarily concerned with consistency with
the Eulerian-frame energy equation for the phase-space advection problem. For this reason, we consider the collisionless case.

Eulerian-frame number conservation follows from the first component of the semi-discrete DG scheme in Eq. (36) (treating the
general case with d, = 3),

3 3
(ONw@1) ¢ = —Z/ [(F/i,(ﬂhvvh) (phlle —Fi (Up.vy) (Ph|x£ ] rdz' + Z (Fu(Upvp),0,04) ¢
= i=1

_/[537/’1%/(‘1/[}1,1)11)@;,'5[1—gsﬁ(ﬂh,vh)(phlgL:ldX‘l'<87:K(((Llh,vh),ae(ph)K, (126)
Ky

where 7, /Iv and ¥, respectively, are the first component of the position and energy space fluxes, defined in Eq. (16), and ¥, /lv and

?/‘/\i, are the corresponding numerical fluxes, defined in Eqgs. (41) and (45). Setting ¢, = 1 as the test function in Eq. (126) results in
the equation for the element-integrated Eulerian-frame number density. Note that the volume terms (the second and fourth terms)

on the right-hand side of Eq. (126) vanish when ¢, = 1. Then, because the numerical fluxes ¥, /(, and 7/'/5 are continuous on element
interfaces, summation over all phase-space elements K € D results in cancellation of all interior fluxes, and the resulting rate of
change in the total Eulerian-frame particle number is only due to the flow of particles though the boundary of the domain D. That
is, the DG scheme for the Eulerian-frame particle number is conservative by construction.

As for Eulerian-frame energy conservation, similar to Eq. (7) in Proposition 1, the element-integrated Eulerian-frame energy
equation can be derived by adding the Eulerian-frame number equation in Eq. (126), with ¢, = ¢, and the sum of the three number

flux equations in Eq. (36) with test functions ¢; = EU;l. To accommodate this choice of test functions, the approximation space \/,f

must include the piecewise linear function in the energy dimension, i.e., k > 1. Let §, :=¢ (N, + U;l Ghj) denote the discretized
Eulerian-frame energy density. Then, the resulting equation for the element-integrated Eulerian-frame energy takes the form

(080 ) = (ONp€)  + (atgj.h’w;l )k
3

=% [ty =Ty |raz - [ [ 7 @)l = Tttt |
=1,

x

+

1

+ (eFR (U vp)) (Tgij(wh’vh)vgaiui, ) g +OW), (127)

1

3
K

where we have defined the position space numerical fluxes,

F(Upvy)ly =€ [T (Upvy) + 0 72 (Upvp) ]y 128
s(uy, h)le/L e [TX (Up.vn) +v) gj( h h)]le/L (128)
the energy space numerical fluxes,
Té ((Llh’vh)léH/L =6Ti/(ﬂhvvh)|gH/Ls (129)
and vi = |v,|?. Here, 7 é and 7, é represent the fluxes and the corresponding numerical fluxes for the number flux equation, defined
J J

in Egs. (16) and (41), respectively. The third and fourth term on the right-hand side of Eq. (127), which emanate from the energy
derivative term of the number equation and the spatial derivative of the number flux equations, respectively, can be written as
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3
(esf,f,(fu,,,vh))K+Z(?éj(uh,v,,),ea[u{,) /57(‘ [0,0] = (9,0)),,] 7dz +O(W?), (130)

i=1 K

where (0,0/), is the discretized velocity derivative that satisfies Eq. (44).

Provided (i) the numerical flux in Eq. (128) is uniquely defined on element interfaces and (ii) the first term on the right-hand
side of Eq. (130) vanishes, Eq. (127) is, to O(Ui), a phase-space conservation law for the element-integrated Eulerian-frame energy,
in accordance with Proposition 1. These requirements — which generally require the discrete velocity v, to be continuous across
the elements — are not satisfied exactly by the DG scheme proposed here. Since the components of v, are represented by piecewise
polynomials, which are discontinuous on element boundaries, the violation in Eulerian-frame energy conservation may be larger
than what would be expected from O(Ui) contributions alone. We will investigate the simultaneous conservation of Eulerian-frame
number and energy numerically in Section 8.

6.2. Spectral redistribution

In addition to the potential violations of Eulerian-frame energy conservation, beyond the O(v?) violations inherent to the model,
from discontinuous v, as discussed in Section 6.1, the realizability-enforcing limiter introduced in Section 5.2 can also affect the
conservation of energy. In fact, for small velocities (including v = 0, when the total energy should be preserved to machine precision)
the realizability-enforcing limiter is the dominant source of non-conservation of the Eulerian-frame energy. To improve Eulerian-frame
energy conservation, we propose a “spectral redistribution” scheme that corrects the change of energy induced by the realizability-
enforcing limiter via a redistribution of particles between energy elements through a sweeping procedure. This approach maintains
Eulerian-frame number and energy conservation across all energy elements for a given spatial element, at the expense of local number
conservation in each energy element. The spectral redistribution does not correct for Eulerian-frame energy conservation violations
inherent to the O(v) two-moment model or due to discontinuous v, (see Section 6.1).

To facilitate the discussion, we denote the element integrated Eulerian-frame number and energy by N and E, respectively. Given
evolved moments U, = (N}, G,) on element K, the element-integrated number and energy can be computed by

ISS1
Ng = /Nhe dz :=|K]| Z wNy. and (131)
ISK1
EK=/(N,,+ufg,,J)s3dz =K Y W N + 0 Gy ). (132)
k=1

where Sg denote the set of local DG nodes as defined in Eq. (48), N} and G, denotes the nodal values at points in Sg , and the weights

w? 3

and w,’ are given by the tensor product of the (k + 1)-point one-dimensional LG quadrature rules introduced in Section 4.1,

weighted by £2 and &3, respectively. Let ¥/ hi= RealizabilityLimiter(f 1) be the output of the realizability-enforcing limiter
given a potentially non-realizable solution u n and let (N K,E x) and (ﬁK, E k) denote the element-integrated number and energy,
defined in Eqs (131) and (132), for U » and u > respectively. As discussed in Section 5.2, the reahzablhty enforcmg limiter gives
a solution U , that is realizable on SK while maintaining number conservation in each element; i.e., N K= NK However, in part
because of the additional factor of ¢ in the definition of the element-integrated energy in Eq. (132), the limiter results in energy
changes (i.e., Ex # Ex), which can lead to ¥ gy Ex # Y ger Ex: i-€., a change in the global Eulerian-frame energy.

The proposed spectral redistribution corrects Eulerian-frame energy conservation violations by redistributing particles via a sweep-
ing procedure in the energy dimension to produce U, := SpectralRedistribution(¥/ 1), as detailed in Algorithm 2. Here we
let 7, denote the collection of all spatial elements K, and let 7, = {KE,,,}"N;1 denote the collection of all energy elements K, that
cover the energy domain D,. For a given spatial element K, € 7,, the proposed spectral redistribution scheme sweeps through
elements K = K, x K for all K, € 7, in a user-prescribed order to redistribute particles in a way that the number and energy are
both conserved for the given spatial element K, € 7, i.e.,

z Nk xk, = Z ngxl(,c and Z EKExKx: Z /E\KEXKX’ (133)

K.eT, K. €T, K. €T, K. eT,

which then leads to global number and energy conservation, Y xcrNg = X ke N xand Y per Ex =D ker E K> Dy summing over
all spatial elements.

The details of the sweeping procedure and the spectral redistribution strategy are given in Algorithm 2. Specifically, when the
Eulerian-frame energy conservation violation SE is nonzero, the spectral redistribution scheme redistributes particles between ele-
ments in a pairwise manner to correct E. The pairwise redistribution strategy is detailed in Algorithm 3, where a pair of scaling
coefficients (6;,6,) is computed by solving a linear system that requires the sum of scaled energies to correct 6E while preserving
the sum of particles (see Line 3). When at least one of the coefficients (¢; and 6,) is less than a prescribed threshold 6,;, > —1, a
damping factor y is applied so that 6, > 6,;, and 8, > 6,;,, which preserves moment realizability. (The moment realizability property
is invariant to scaling by a positive scalar.) When the linear system does not have a solution, or when min(6;,6,) < 0,,,;,,, the output
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of Algorithm 3 does not fully correct §E, and the remainder is propagated to the next pair of elements in the sweeping procedure. As
shown in Algorithm 2, beginning on Line 18, a backward sweep will be launched after the forward sweep when |6E| > §; i.e., when
the energy conservation violation is not fully corrected. Here § > 0 is a user-specified tolerance on the energy conservation violation.
In the implementation, we choose to omit the condition in Line 19 and perform the full backward sweep in order to improve the
computational efficiency on GPUs. Moreover, to avoid numerical issues, we restrict the damping factor y in Algorithm 3 such that
the resulting redistributed moment 4/, remains a strictly positive number density; i.e., A, > 0. In the numerical results reported in
Section 8, we choose 6,,;, = —0.5 and permute the energy elements in an ascending order based on the associated energy values. We
observe that the forward and backward sweeping procedure is sufficient for correcting the energy conservation violations introduced
by the realizability-enforcing limiter — i.e., 6E — 0 during the sweeping procedure — and that the additional scaling introduced in
this energy correction process has no noticeable adverse impact on the solution to the two-moment system.

Algorithm 2: U, = SpectralRedistribution(ilh).

1 Inputs: Discretized moments before and after the realizability-enforcing limiter, i.e., u, » and ’Zlh; a permutation of the energy elements, denoted as K, ,,
n=1,...,N,

e

2 Parameter: § (Energy conservation violation tolerance)
3 U, ’ah 5 // Initialize the output moment
4 for each spatial element K, € T, do
5 forn=1,...,N, do
6 Compute (Ng_ x .Ex_xk,) from U, using Egs. (131) and (132);
7 Compute EKi xk, from ’/l\lh using Eq. (132);
8 N, < NK[ XKy E, < EK, XKy En “ ﬁl([,,xl(x;
9 | if X E #Y" E, then
10 6E «E, —E;
/* Forward sweep */
11 forn=1,...,N,—1do
12 SE < SE+E,, —E,.;
13 if |6E| > 6 then
14 0,.0,,,) = ComputeCorrection(N,.E,,N,,,.E, . ,6E);
/* Update corrected moments, numbers, and energies */
15 U, <~(1+0,)U,onK, ,XK,,and U, «(1+0,,)U,onK,, xK;
16 (N,,E)<(1+6,)(N,.E),and (N, ,E,, )< 1+6,,)(N,,.E,.);
17 6E < E, +E,, +6E;
/* Backward sweep */
18 forn=N,-1,...,2do
19 if [6E| > 6 then
20 ,.0,_,) = ComputeCorrection(N,,E,,N,_,E,_,6E);
/* Update corrected moments, numbers, and energies */
21 U, ~(1+60,)U,onK, ,xK,,and U, «(1+6, )U,onK,,  xK,;
22 (N,,E,)) <= (1+6,)(N,.E,),and (N,_,.E,_)) «(1+0,_)(N,_,.E,_));
23 6E«E,+E,_, +6E;
24 else
25 |_ break;

Algorithm 3: (6, 6,) = ComputeCorrection(N, E|,N,, E;, 6E).

1 Inputs: N;,E|,N,,E,,6E
2 Parameter: 0, ; > —1

) 0N, +6,N, =0
3 Compute (0,,6,) by solving 5
0,E, +0,E, = —5E
4 if no solution then
5 | 61,6y < 0,0y

6 if min(6,,6,) < 6, then

emm .
7 v min(6,.6,)’
8 (0,,6,) < (v6,,76,) ; // Limit for realizability

7. Implementation, programming models, and portability

The DG-IMEX method proposed here has been implemented in the toolkit for high-order neutrino radiation hydrodynamics
(THORNADO). Here we briefly discuss some considerations in this process.
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Neutrino transport is only one component (along with, e.g., hydrodynamics, nuclear reaction kinetics, and gravity) of a broader,
multiphysics simulation framework needed to model multiscale astrophysical systems, e.g., core-collapse supernova explosions.
However, the number of evolved degrees of freedom is relatively high compared to other components. For example, simulations
incorporating a two-moment model (four moments), evolving three independent neutrino flavors (six species), with 16 linear ele-
ments (k=1) to discretize the energy dimension evolve 4 X 6 X 16 X (k + 1) = 768 degrees of freedom per spatial point. As such,
spectral neutrino radiation transport represents the bulk of the computational load in such scientific applications. With this in mind,
node-level performance and portability for heterogeneous computing systems are prioritized in THORNADO development as a collec-
tion of modular physics components that can be incorporated into distributed multiphysics simulation codes (e.g., FLASH-X [57]),
which are equipped with native infrastructure for distributed parallelism. In particular, we target frameworks that utilize adaptive
mesh refinement, where simulation data is mapped to smaller grid blocks of relatively even size.

THORNADO uses a combination of compiler directives and optimized linear algebra libraries to accelerate all components of the
DG-IMEX method. All of the solver components — e.g., the computation of numerical fluxes, evaluation of phase-space divergences,
and limiters — are reduced to small, discrete kernels that can be executed either as collapsible, tightly-nested loops over phase-space
dimensions or basic linear algebra operations. In addition to optimizing many key metrics for GPU performance (e.g., occupancy,
register pressure, and memory coalescence), this strategy naturally exposes vector-level parallelism which also benefits performance
on modern, multicore CPUs. This is especially important when invoking iterative solvers, such as those described in Sections 4.3.1
and 4.3.2, across many independent phase-space points. Since iteration counts can vary, assigning an even number of phase-space
points to each thread can lead to severe load imbalance among GPU threads. We address this problem by tracking the convergence
of each point independently, removing them from calculations in each kernel until all points have converged.

Our portability strategy focuses on maintaining a single code-base that can efficiently execute on different hardware architectures
and software environments. THORNADO contains three distinct implementations of compiler directives that are managed with C
preprocessor macros: traditional OpenMP (CPU multi-core), OpenMP offload (GPU), and OpenACC (GPU). We refer to code listings
in [58] for specific examples.

Interfaces to optimized linear algebra routines are also written in a generic way for portability across different libraries. Currently,
THORNADO has linear algebra interfaces supporting several LAPACK and BLAS [59] routines with GPU implementations from NVIDIA,
AMD, Intel, and MAGMA [60]. This approach hides the complexities of managing different interfaces in a single THORNADO module
that can be easily used throughout the code. In addition to the individual routine interfaces, each linear algebra package requires
specific attention to interoperability with the compiler directives to ensure correct synchronization when using multiple execution
streams per device. This is managed during initialization with compiler directives and C preprocessor macros.

We provide timing results and a breakdown of the computational cost associated with key solver components for one of the
numerical examples in Section 8.

8. Numerical tests

In this section, we demonstrate the performance of our implementation of the DG-IMEX method to solve the O(v) two-moment
model. We consider problems with and without collisions. For problems with collisions, we use the IMEX scheme proposed in [35] (see
also [36] for details). For problems without collisions, we use the optimal second- and third-order accurate strong stability-preserving
Runge-Kutta methods from [61], referred to as SSPRK2 and SSPRK3, respectively. For the tests in Sections 8.2 and 8.3, unless stated
otherwise, we set the time step to At =0.3 X |K ;| /(k + 1), where k is the polynomial degree. For the tests in Sections 8.4-8.6, we
enforce the time step restriction given in Theorem 1.

Collisions tend to drive the distribution towards isotropy in the angular dimensions of momentum space (i.e., |Z7| — 0), which
places the comoving-frame moments M safely inside the realizable domain. Therefore, to emphasize the improved robustness resulting
from our analysis, our main focus is on phase-space advection problems without collisions, where the moments evolve close to the
boundary of the realizable domain.

8.1. Moment conversion solver

The solution of the conserved-to-primitive moment conversion problem in Eq. (19) and the implicit system in Eq. (58) contribute
the majority of the computational cost of the realizability-preserving scheme. In this section, we test the iterative solver for solving
the moment conversion problem Eq. (19) with various solver configurations, and the results reported provide guidance for selecting
iterative solver configurations for this critical part of the algorithm.

As discussed in Section 4.3.1, we formulate the moment conversion problem in Eq. (19) as a fixed-point problem on the primitive
moments M = (D, I)T of the form stated in Eq. (56). In Lemma 7, we have shown that the moment realizability is preserved in the
iterative procedure when Eq. (56) is solved with the Picard iteration method in Eq. (57) and 4 < (1 + v) lin Eq. (56). The convergence
of Picard iteration is guaranteed in Theorem 2 with the additional assumption that v < \/5 -1

We first compare the iteration counts required for convergence of the Picard iteration solver and an Anderson acceleration (AA)
solver, using two different choices for 4. The AA technique was first proposed in [62] to accelerate the convergence of fixed-point
iterations by accounting for the past iteration history to compute new iterates. Here we follow the formulation and implementation in
[63,36] and apply the AA solver to the moment conversion problem Eq. (56). In Fig. 5, the iteration counts are reported for the two
iterative solvers applied to solve Eq. (56) at varying fluid speed v := |v| and flux factor & = |7|/D, with A chosen to be the largest
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Fig. 5. Iteration counts for the Picard iteration (top panels) and AA (bottom panels) solvers with modified Richardson iteration parameter A= (1 +v)~' and 1=0.5
(right and left columns, respectively), applied to the moment conversion problems with various velocity v and flux factor 4. The reported iteration counts are the
average over 100 randomly generated moment conversion problems at each (v, h), where the randomness is applied to the directions of v and 7/D. In each panel,
the red vertical line indicates the upper velocity bound for guaranteed convergence, v = \/5 —1.

allowable value, i.e., A= (1 + v)~! and a more conservative value 1= 0.5. The AA solver uses the memory parameter m = 1 (defined
in [36]), so that only information from the previous and current iterate is used. The stopping criteria for both solvers are given as

IME — M= < eo1 ], (134)

where we consider the norms in the L? sense and the tolerance tol = 1078, For each choice of (v, 4) in Fig. 5, the fixed-point
problem is solved for 100 randomly generated U € R (varying the direction of v and 7 /D randomly), and the averaged iteration
counts over these 100 problems are recorded. In each test, the initial guess takes the form M = 4/. The results in Fig. 5 illustrate
that, for both the Picard iteration and the AA solvers, choosing the parameter A to be the largest allowable value (1 + v)~! indeed
reduces the iteration counts from the more conservative choice 4 = 0.5, particularly in the low velocity regime. In addition, it can be
found from Fig. 5 that AA solver consistently outperforms the Picard iteration method, and the advantage of using AA grows as the
velocity increases. We note that the realizability-preserving and convergence properties analyzed in Section 5.3 are only applicable
to the Picard iteration solver, and not to the AA solver.* However, in the numerical results reported in Fig. 5, we have not observed
convergence failure by any of the solvers, even when the velocity is larger than the upper bound (v = \/E —1; plotted as a red vertical
line in each panel in Fig. 5) required in the convergence analysis in Theorem 2.

In Fig. 6, we show results from experimenting with two choices for the initial guess, MO = (N, 0)T and MY =4 = (N, G)T, for
the AA solver with A = (1 + v)~!, which is the best performing configuration shown in Fig. 5. As shown in Fig. 6, initializing with the
conserved moment U generally outperforms the isotropic initial condition (N, 0), except for the case when the flux factor 4 = 0, for
which the isotropic initial condition is exactly the primitive moment. Since we expect moments with 4 =0 to be rarely encountered
in numerical simulations, adopting the AA solver with A = (1 4+ v)~! and initial guess MI°! = ¢/ appears to be the best choice. This
conjecture is confirmed in the performance comparison reported in Section 8.7, where we observe a considerable improvement in
terms of computational time by using the initial guess M = /.

4 The realizability-preserving and convergence properties of the AA solver require additional conditions such as boundedness of extrapolation coefficients, which
we do not enforce in the implementation.
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Fig. 6. Iteration counts for the AA solver with modified Richardson iteration parameters A = (1 +v)~! applied to the moment conversion problems with various velocity
v and flux factor A for two different initial guesses. The reported iteration counts are the average over 100 randomly generated moment conversion problems at each
(v, h).
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Fig. 7. Error in the L? norm versus number of spatial elements N for the Sine Wave Streaming test. Results obtained with second- and third-order schemes (using k = 1
polynomials and SSPRK2 time stepping and k = 2 polynomials and SSPRK3 time stepping, respectively), along with dotted reference lines proportional to 1/ N**!, are
plotted using black and red lines, respectively.

8.2. Sine wave streaming

The first test we consider that evolves the two-moment system models free-streaming radiation through a background with a
spatially (and temporally) constant velocity field in the x!-direction. That is, we set y = ¢ =0, while v = [1,0,0]T, with v =0.1. The
purpose of this test is to verify (i) the correct radiation propagation speed in this idealized setting, and (ii) the expected order of
accuracy of the implemented method. We consider a periodic one-dimensional unit spatial domain D,; = [0, 1]. The initial number
density and flux are set to D(x!,0) = Dy(x') = 0.5+0.49 xsin2zx') and ' (x!,0) = Dy (x!), respectively. Then, the flux factoris h =1,
and the analytic solution is given by D(x',1) = 7'(x!,f) = Dy(x' —1); i.e., the initial profile propagates with unit speed, independent
of v. (As noted by [1], dropping the velocity-dependent terms in the time derivatives of Egs. (2) and (3), as is done in [4,5], the
propagation speed becomes 1 + v for this test, which is unphysical.) Since the background velocity is constant, there is no coupling
in the energy dimension. Therefore, this test is performed with a single energy. We run this test until r = 1, when the initial profile
has crossed the grid once before returning to its initial position.

In Fig. 7, we plot the error in the L? norm versus the number of spatial elements for the second-order scheme, using linear
polynomials (k = 1) and SSPRK2 time stepping, and the third-order scheme, using quadratic polynomials (k = 2) and SSPRK3 time
stepping. The results confirm the expected convergence rate to the exact solution.

8.3. Gaussian diffusion

The next test we consider, adopted from [4], models the diffusion of particles through a medium moving with constant velocity
in the x'-direction. We consider a purely scattering medium and set ¢ = 3.2 x 10° and y =0, and let v = [v,0,0]T, with v =0.1. We
let the spatial domain be periodic, D1 = [0, 3], with initial conditions Z)O(xl) = exp[—(x1 - xé)2 /(4tykp)] and T é(xl) = —kp0d,1 Dy,
where kp = (30)7!, and we set x(l] =1 and ¢, = 5. Then, the evolution of the number density is approximately governed by the
advection-diffusion equation

0,0+ 0, (Dv—Kkp0,D) =0, (135)

whose analytical solution is given by [4]
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Fig. 8. Results for the Gaussian diffusion test. The left panel shows the numerical solution (open circles) versus the shifted coordinate x' — vt for various times,
compared with the analytic solution (solid lines) to the advection-diffusion equation in Eq. (135). The right panel shows the error in the L? norm versus the number
of elements N. The error is computed with respect to a high-resolution reference run with N = 8192. Convergence results are shown for standard and reduced CFL
number, using the first-order SSP-IMEX scheme from [35] (solid black and red, respectively; see text for details), and a second-order IMEX scheme from [64] with
standard CFL number (dotted blue). The dotted and dashed black reference lines are proportional to N~ and N3, respectively.

t
Z)(xl,t) i exp{

(1 = o) = x1)?
to+1 B }

4(ty + kp (136)

Since there is no coupling in the energy dimension (v is constant), we perform this test with a single energy. We use quadratic
elements (k =2) and the IMEX time stepping scheme from [35], integrating the collision term implicitly. For this test, the time step
is set to At = Ccpp. X |Ki |, where Cp is specified below. The purpose of this test is to investigate the performance of the DG-IMEX
scheme in a regime where both advection and diffusion contribute to the evolution of the number density. For 7 > 0, the Gaussian
profile is advected with the flow, while the amplitude decreases and the width increases due to diffusion.

The left panel in Fig. 8 shows the number density versus x! — vz for various times as the Gaussian profile propagates once across
the periodic domain and returns to its initial position at # = 30. At this time the amplitude is reduced by a factor /5/35 =~ 0.378. For
this simulation, the spatial domain is discretized using 96 elements, so that the radio of the element width to the mean-free path is
|K; |6 = 10%. The numerical solution (open circles) agrees well with the expression in Eq. (136) (solid lines).

The right panel in Fig. 8 shows the error in the L? norm at ¢ = 5 versus the number of spatial elements N. Since the expression
given by Eq. (136) is not an exact solution to the O(v) two-moment model in the limit of high scattering opacity, we compare the
numerical results to a high-resolution reference solution, computed with 8192 elements. (We have confirmed that for fixed N and
t, and varying v, the difference between the numerical solution and the expression in Eq. (136) increases as O(v?).) The solid black
curve with squares shows the error obtained with the standard CFL number Ccg = CgFL =0.3/(k + 1). For smaller N, the error
falls off as N3 (see dashed black reference line), consistent with a third-order convergence rate, while for larger N the convergence
rate transitions to first-order (see dotted black reference line). The reason for this change in convergence rate is because the IMEX
scheme, taken from [35], is formally only first-order accurate. Spatial discretization errors dominate for small N, but since these
errors decrease with the third-order rate, temporal errors become dominant for large N. To verify this, we also plot convergence
results obtained after reducing the time step by a factor of 25, Ccgp, 1= 8FL /25; see solid red curve with squares. For this case, the
error decreases with the third-order rate for all N. We also show the error obtained with a second-order IMEX scheme (IMEXRKCB2
from [64]), using the standard CFL number. Due to better temporal accuracy, the error decreases with the third-order rate, but the
scheme does not satisfy the convex-invariant conditions delineated in [35], and can therefore not be guaranteed to maintain moment
realizability by our analysis.

8.4. Streaming Doppler shift

This test, adopted from [25] (see also [4,5]), models the propagation of free-streaming radiation along the x'-direction through a
background with a spatially varying velocity field. Because the two-moment model adopts momentum-space coordinates associated
with a comoving observer, the radiation energy spectra will be Doppler shifted. We consider a one-dimensional spatial domain
D, =[0,10]. Again, we set y = o =0, while the velocity field is set to v = (v,0,0)T, where

0, x! €10,2)
U X sin?[27(x! =2)/6], x' €[2,3.5)
v =1 v x1 €[35,65) . (137)
U X Sin2[27(x! = 2)/6], x! €[6.5,8)
0, x! €[8,10]
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Fig. 9. Steady state solutions (t = 20) for the streaming Doppler shift problem for various vy, € {0.0,0.1,0.2,0.4}. In the top panels, we plot spectra at x' =5 (De?
versus ¢; left) and the RMS energy, as defined in Eq. (139), versus position x! (right). In these panels, solid lines represent the analytic (A) solution from special
relativistic considerations, given by Eq. (138), while dotted lines represent the numerical (N) results. In all panels, black, red, blue, and magenta curves represent runs
with v, set to 0.0, 0.1, 0.2, and 0.4, respectively. In the bottom left panel, the Eulerian-frame (solid lines) and comoving-frame (dotted lines) number densities are
plotted versus position. In the bottom right panel, the Eulerian-frame (solid lines) and comoving-frame (dotted lines) energy densities are plotted versus position.

and where we will vary v,,,,. We set the energy domain to D, = [0,50]. In this test, we discretize the spatial and energy domains
into 128 and 32 elements, respectively, and use quadratic elements (k = 2) and SSPRK3 time stepping. In the computational domain,
the moments are initially set to D =1 x 10% and 7' =0 for all (x!,¢) € D1 X D,. At the inner spatial boundary, we impose an
incoming, forward-peaked radiation field with a Fermi-Dirac spectrum; i.e., we set D(g, x! =0) = 1/[exp(¢/3 —3)+ 1] and T Le,x! =
0) =0.999x D(e, x! = 0), so that the flux factor & ~ 1. (We impose outflow boundary conditions at x! =10.) Then, for ¢ > 0, a radiation
front propagates through the computational domain, and a steady state is established for # > 10, where the spectrum is Doppler-shifted
according to the velocity field. From special relativistic considerations, similar to [4], the analytical spectral number density in the
steady state can be written as

52

Dy=—o 138
AT exp(se/3-3)+1 (138)

where s = 1/(1 + v)/(1 — v). The purpose of this test is to (i) compare steady state numerical solutions with the prediction from special
relativity given by Eq. (138), and (ii) investigate the simultaneous Eulerian-frame number and energy conservation properties of the
method as the initial conditions are evolved to steady state. To reach an approximate steady state, we run all models until ¢ = 20.

8.4.1. General solution characteristics

Fig. 9 displays steady state solution characteristics for models where we have varied v, € {0.0,0.1,0.2,0.4}. From the top left
panel, we see that the O(v) spectra (dotted) — which for v,,,, > 0 are red-shifted relative to the case with v_,, =0 — agree well
with the analytic, special relativistic results (solid) for the lower values of v,,,,, while the difference between the O(v) and the special
relativistic results are larger when v,,,,, = 0.4, which is to be expected since O(v?) terms are no longer negligible. The top right panel
shows the RMS energy, defined as

ERMS = /De5de//2)s3d5, (139)
DE DE

versus position, computed from the numerical, O(v) solution and the analytic, special relativistic solution in Eq. (138). Indeed, at
x! =5, the relative difference in egyg between the O(v) and the special relativistic result for v, = 0.1 is 4.8 x 1073, while it is
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2.0x 1072 and 9.1 x 1072 for v
as O(v?).

The bottom panels of Fig. 9 show the Eulerian- and comoving-frame number densities (N and D, respectively; left), and the
Eulerian- and comoving-frame energy densities (E and J, respectively; right) versus position. Here,

=0.2 and v,,,, = 0.4, respectively. That is, the relative error in the RMS energy increases roughly

max max

N,D,E,J\=4x N, D, &, De Ye2de, (140)
{ } { }
D

€

where N and & are defined in Egs. (4) and (5), respectively. Relative to where v =0, both D and J are lower in the region where
v > 0, which is expected from the redshifted spectra displayed in the top left panel in Fig. 9. The Eulerian-frame quantities, N and
E, are practically unaffected by the velocity field, and remain relatively constant throughout the spatial domain.

8.4.2. Simultaneous number and energy conservation

Next, we investigate the simultaneous number and energy conservation properties of the scheme as a function of time for ¢ € [0, 20].
Here, a main challenge stems from the fact that, since the flux factor # = 1, the moments evolve close to the boundary of the
realizable set R. With high-order polynomials (k > 1), the solution can become non-realizable in one or more quadrature points in
some elements, which then triggers the realizability-enforcing limiter discussed in Section 5.2. The realizability-enforcing limiter
preserves the Eulerian-frame particle number, but not the Eulerian-frame energy, which is the reason for introducing the “spectral
redistribution” scheme in Section 6.2. Here, we demonstrate the performance of the spectral redistribution, and its effect on the
simultaneous number and energy conservation properties of the method. Recall from Proposition 1 that the O(v) two-moment model
is conservative for the Eulerian-frame energy only to O(v?).

In the context of the current test, the Eulerian-frame number density satisfies a conservation law of the form

O,N +9,Fy, =0. (141)

Integration over space D, and time [#(,?] gives

t
/[N(xl,z)—N(xl,O)]dx‘+/[F}V|x]=w—F]1,|x,=0]d1=0, (142)
Dx‘ 0

.
AN () ANew )

where AN;, () and AN,,,(t) represent the change in the total number of particles, from ?,, to #, interior and exterior to the domain
D1, respectively. Since there is no creation or destruction of particles, the sum vanishes. We can obtain a similar expression for the
Eulerian-frame energy (with E replacing N in Eq. (142)), but for the O(v) two-moment model considered here, by Proposition 1, one
would in general expect

AEint + AEexl = 0(02)! (143)

at the continuous level. At the discrete level, with consistent discretization of the left-hand side of the two-moment model, Eulerian-
frame energy violations of O(v?) should be considered optimal. (Recall the discussion on this issue specific to the DG scheme from
Section 6.1.) For this test, given our chosen spatial resolution and use of quadratic elements, velocity jumps across elements are small,
and we expect to observe near optimal Eulerian-frame energy conservation properties. However, the acceptable level of Eulerian-
frame energy nonconservation is application dependent, and should be considered on a case-by-case basis.

Fig. 10 plots the number and energy balance versus time for a run with v, = 0.2. Initially, there are essentially no particles in
the computational domain D,, and the flux at the outer boundary is zero. For 7 > 0, particles enter the domain through the inner
boundary, and AN, begins to increase linearly with time, while AN, decreases at the same rate, and the sum AN, + AN
remains zero to machine precision (see also Fig. 11). Around ¢ = 10, the particles that entered the domain at = 0 reach the outer
boundary, establishing a balance between particles entering and leaving the domain, and the system reaches a steady state where
both AN, and AN,,, remain unchanged. The evolution observed for the Eulerian-frame energy quantities (AE,,, and AE_) is
similar to that for the particle number, and, on the scale of the ordinate on the right panel in Fig. 10, the sum AE_ + AE,,, remains
close to zero.

Fig. 11 shows select results from runs with v,,, € {0.05,0.1,0.2,0.3,0.4} and provides further details on the simultaneous number
and energy conservation properties of the scheme when applied to the streaming Doppler shift problem. For comparison, we have
also run all the models with the spectral redistribution turned off. The relative change in the total number of particles (top left panel)
is at the level of machine precision for all values of v, (with and without the spectral redistribution), which is expected since the
two-moment model is formulated in number conservative form.

As mentioned earlier, the moments evolve close to the boundary of the realizable set in this test, and the realizability-enforcing
limiter is frequently invoked to enforce pointwise realizability in all elements. From the lower left panel in Fig. 11, we observe that the
minimum value of the limiter parameter H'IL(‘ (solid lines) varies between 0 and 0.1 for ¢ < 10, while the average value of 6}(‘ (dashed
lines) grows from about 0.8 to 1 during this time. For # < 10, a discontinuity in the moments, driven by the inner boundary condition,
propagates through the domain and is mainly responsible for triggering the realizability-enforcing limiter. Recall that 0;’ =0 implies
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Fig. 11. Results from the streaming Doppler shift problem for models with various values of v,,,,. In the upper left panel the relative change in the Eulerian-frame
particle number, defined as (AN, + AN, )/AN;, (t = 20), is plotted versus time. Similarly, in the upper right panel, the relative change in the Eulerian-frame energy,
defined as (AE;, + AE,,)/AE,,(t = 20), is plotted. In these panels, solid lines represent results obtained with the fiducial algorithm with the spectral redistribution
on, while dotted lines represent results obtained with the spectral redistribution turned off. In the lower left panel, the minimum (solid) and mean (dashed) value of
the limiter parameter 011(’ (see Algorithm 1) are plotted versus time for the fiducial models with the spectral redistribution on. Results with v,,, set to 0.1, 0.2, and
0.3 are plotted with red, blue, and magenta curves, respectively. In the lower right panel, the relative change in the Eulerian-frame energy at ¢ = 20 is plotted versus

Upnax for models where the spectral redistribution is on (solid lines) and off (dotted lines) (the dashed black reference line is proportional to Uf“ax).

full limiting where all the moments within an element are set to their respective cell average, while 0;‘(’ = 1 implies no limiting. After
t =~ 10, the average 0}(1 value hovers around unity, but a few elements still require significant limiting when ¢ > 10, especially for the
Umax = 0.4 model, with the minimum 9}’(‘ still dropping down close to zero. Closer inspection reveals that a few elements around the
location of the velocity gradients (x! € [2,3.5) and x' € [6.5, 8)) require limiting beyond ¢ = 10.

The relative change in the Eulerian-frame energy is plotted in the top right panel of Fig. 11, which reveals a significant improvement
in conservation for the fiducial models with the spectral redistribution turned on (solid lines), when compared to models without the
spectral redistribution (dotted lines). (We compute the relative change in number and energy by normalizing by interior values at

33



M. Paul Laiu, E. Endeve, J. Austin Harris et al. Journal of Computational Physics 520 (2025) 113477

%107

—©-H =3x107|] ,H=3x10"

0 ——H=1x102 H=1x1072
——H =1x1073 VH=1x1073
V, H=13x10"?
H=1x107
H=1x10"°
2 -0.5 S 6.8
-0. Zh .
6.6
-t 64 X .............q
0.9 1 1.1 0.9 1 1.1
$1 Il

Fig. 12. Results from the transparent shock problem for v, = —0.1 and various values of the shock width parameter H, defined in Eq. (144). In the left panel, velocity
profiles are plotted versus position for H =3 x 1072, 10=2, and 10~3 (black, red, and blue curves, respectively). In the right panel, the numerical and analytic (special
relativistic) comoving-frame number densities (solid lines with markers and dashed lines, respectively), and the numerical Eulerian-frame number densities (dotted
lines with markers) are plotted versus position. For the results displayed in the right panel, the line colors correspond to the velocity profile with the matching color
plotted in the left panel.

t =20, when the system is in steady state, because the initial interior values are close to zero.) For the models without the spectral
redistribution, the relative change in total energy immediately jumps to about 1x 1073, and continues to grow for later times, while it
remains relatively constant for the fiducial models. This implies that the realizability-enforcing limiter is the main driver of Eulerian-
frame energy nonconservation for this test, and not the inherent nonconservation properties of the continuum O(v) two-moment
model. (Velocity jumps across elements are small, and we infer from our results that their contribution to energy nonconservation is
negligible.) The relative change in the Eulerian-frame energy at ¢ = 20 is plotted versus v,,,, in the lower right panel of Fig. 11. For the
models with the spectral redistribution turned off, the relative change is essentially independent of v,,,,, while Eulerian-frame energy
violations grow as v; . for the fiducial models. Note that the spectral redistribution only recovers energy conservation violations
caused by the realizability-enforcing limiter. Energy conservation violations caused by the use of the O(v) two-moment model are
unaffected by the spectral redistribution. Since we observe the ufnax scaling when using the spectral redistribution, we posit that the
DG discretization maintains consistency with the continuum model on this aspect.

8.5. Transparent shock

In this test, we investigate the performance of the method when the background velocity gradient is varied. We consider a one-
dimensional spatial domain D, = [0,2], set the opacities y = ¢ =0, and the velocity field v = (v,0,0)T, where

v(x') = %vmaxx [1+tanh ((x' = 1)/H)]. (144)

We will vary both the velocity magnitude v,,,, and gradient, parameterized by the length scale H. The energy domain is again
D, =[0,50]. We discretize the spatial and energy domains using 80 and 32 elements, respectively, and use quadratic elements (k = 2)
and SSPRK3 time stepping. Then, Ax! =0.025, and Ax!/H =5/6, 2.5, and 25, for H =3 X 1072, 1072, and 1073, respectively. We
use the same boundary conditions as in the Doppler shift test, and the moments are initially set to D=1 x 1078 and 7! =0 for all
(x',€) € D1 x D,. With the given initial and boundary conditions, the equations are integrated until # = 3, when an approximate
steady state has been established.

Fig. 12 shows velocity profiles and comoving-frame and Eulerian-frame number densities versus position around the ‘shock’
(x! €[0.9,1.1]) for the different values of H for the case with Umax = —0.1. (The markers indicate locations of LG quadrature points
in each spatial element.) For H = 3 x 1072, the shock is resolved by the spatial grid, for H = 1072 it is under-resolved, while for
H =103, the velocity profile is discontinuous.

The comoving-frame number densities increase across the velocity gradient because of the Doppler effect, increasing the particle
energy measured by the comoving observer, who is moving towards the inner boundary. Beyond the shock, the values for the
computed comoving-frame number densities (solid lines) are about 0.5% higher than the analytic values obtained using Eq. (138)
(dashed lines), and this fact is independent of the value of H. The Eulerian-frame number densities, which should remain unaffected
by the presence of the background velocity, are essentially constant across the shock. These results indicate that the method is able
to capture Doppler shifts correctly, even when velocity gradients are large.

In Fig. 13, the left panel displays the relative change in the Eulerian-frame energy, defined by the left-hand side of Eq. (143),
versus |vp.«| at t =3, for various values of H. The right panel displays the relative error in £gy;g. Both panels display results obtained
with and without the spectral redistribution. (The relative change in the Eulerian-frame particle number, not shown, is at the level
of machine precision for all models.) Considering the results obtained with the spectral redistribution active, in the left panel we
observe that, for a given value of H, the relative change in the total energy increases with increasing |v,,,, |, roughly proportional to
|Umax |- Also, for a given value of |v,,,, |, the relative change in total energy increases with decreasing shock width H. For the models
with the spectral redistribution turned off, the behavior is different in a large region of the (v, H)-space. With H =3 x 1072
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Fig. 13. Results for the transparent shock problem, plotted versus |v,,,. |. The left panel displays the relative change in the Eulerian-frame energy at t = 3 for models
where the spectral redistribution is on (solid lines) and off (dotted lines). The right panel displays the absolute relative difference in eyyg with respect to the exact
solution from special relativity at x' = 2. In both panels, black, red, and blue curves correspond to H =3 x 1072, 10-2, and 1073, respectively, and the dashed references

. . 2
line are proportional to |v,,,.|*.

(dotted black line), the relative change in the Eulerian-frame energy at ¢ = 3 is around 2 X 1073; independent of Upmax- This can
be attributed to the realizability-enforcing limiter. For the models with H = 1072 (dotted red line), the energy change is roughly
constant until |v,,,.| =0.1, when the relative energy change begins to increase with |v,,,,| in @ manner similar to the models with
the spectral redistribution activated (solid red line). The models with the steepest velocity gradient (H = 1073; dotted blue line)
follow the corresponding models with active spectral redistribution, and the relative change in the Eulerian-frame energy increases
as |V |? for all |, |. From this we conclude that the spectral redistribution can help to recover the O(v?) Eulerian-frame energy
conservation property of the O(v) two-moment model for small velocities and velocity gradients. The relative error in egyg, which
increases as |v,,, |? for all models, is essentially unaffected by the spectral redistribution.

8.6. Transparent vortex

The final test, inspired by the test in Section 4.2.3 of [4], considers evolution in a two-dimensional spatial domain D, X D> =
[-5,5] X [-5,5]. We set the opacities y = ¢ =0, and the velocity field is given by v = [v!,v?,0]7, where

o' (x!, %) = —vpe x¥ exp [ (1 - 17)/2], (145a)
(xxP) = v x! exp[(1-1r)/2], (145b)
and r = 1/(x1)? + (x2)2. The energy domain is D, = [0,50], and we discretize the spatial and energy domains using 48 x 48 and

32 elements, respectively. We use quadratic elements (k = 2) and SSPRK3 time stepping. The upper left panel in Fig. 14 shows the
velocity field for the case with v,,,, = 0.1. The main purpose of this test is to investigate the robustness of the method in configurations
where the radiation field propagates through a spatially variable velocity field with various relative angles between the radiation flux
and velocity vectors. The moments are initially set to D = 1x 1078 and 7! = 72 =0 for all (x',x%,€) € D,1 X D,» X D,. At the inner x!
boundary, we impose an incoming, radiation field with a Fermi-Dirac spectrum: We set D(e, x!'=-5,x%)=0.05 /lexp(e/3 =3)+ 1],
I, x! = =5,x%) = 0.95 x D(¢e, x! = =5,x2), and 72(e,x! = =5,x2) =0, so that the flux factor is 4 = 0.95. With these initial and
boundary conditions, the moment equations are integrated until a steady state is reached (¢ = 20).

In the upper right panel in Fig. 14, the solid lines represent numerical energy spectra at spatial locations indicated with solid
markers of matching color in upper left panel. At the location of the black marker the velocity is close to zero, and thus the black line
represents the spectrum of the incoming radiation. The red and blue markers are located where v = (v;,4,0,0)T and v = (=v,,, 0,0)T,
respectively, and the spectra at these locations are, respectively, red- and blue-shifted relative to the spectrum sampled at the location
of the black marker. Analytic spectra at the locations of the black, red, and blue markers are plotted with dotted lines, which indicate
good agreement between numerical and analytical solutions across all energies. At the locations of the black, red, and blue markers,
we find that eg)g is approximately 15.6, 14.2, and 17.2, respectively. At the location of the magenta marker, which is placed on the
opposite side of the vortex (relative to the black marker), the velocity is again close to zero, and it is expected that the spectrum at
this location agrees with the spectrum at the location of the black marker. Comparing the solid black and magenta lines in the upper
right panel, we observe that the spectral number density is consistently higher at the location of the magenta marker (by a constant
factor of about 1.07). Comparing gy at the two locations, we find that the relative difference is less than 1074,

The lower left panel in Fig. 14 plots the relative change in the Eulerian-frame energy versus time for models with v, €
{0.01,0.03,0.1}. Results obtained with the spectral redistribution on are plotted with solid lines, while dotted lines correspond to
results with the spectral redistribution turned off. For all models, the relative change in the Eulerian-frame energy is less than 1074,
For the models with v,, = 0.1, the relative change reaches the largest amplitudes for ¢ € [4,7], when a radiation front, driven by the
boundary condition at x! = —5, propagates through the vortex. The model with the spectral redistribution makes a better recovery
than the corresponding model with the spectral redistribution turned off. For smaller v,,,, the relative change in the Eulerian-frame
energy is clearly much smaller when the spectral redistribution is active. These results demonstrate the contribution to Eulerian-frame
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Fig. 14. Results for the transparent vortex problem. In the upper left panel, the magnitude of the velocity, for the case with v,,,, = 0.1, is displayed in grayscale
with velocity vectors overlaid. The black, magenta, red, and blue markers indicate spatial positions for which we plot numerical energy spectra in solid lines in the
upper right panel, with line colors corresponding to the marker colors in the upper left panel. The dotted lines are analytic spectra obtained from special relativistic
considerations using the local three-velocity. In the lower left panel, the relative change in Eulerian-frame energy is plotted versus time for models with v, in
Eq. (145) set to 0.01 (black lines), 0.03 (red lines), and 0.1 (blue lines). Results obtained with and without the spectral redistribution are plotted using solid and dotted
lines, respectively. The lower right panel plots the relative difference between the incoming and outgoing particle fluxes in the x!-direction.

energy nonconservation caused by the realizability-enforcing limiter. For both suites of models (spectral redistribution on or off), the
relative change in the Eulerian-frame number (not shown) is at the level of machine precision for all models.

The lower right panel in Fig. 14, similar to Figure 6 (b) in [4], shows, for ¢ = 20, the relative difference between the energy
integrated x'-component of the number flux densities evaluated at the inner and outer boundaries of D, i, defined as |1'(5,x?) —
IY(=5,x%)| /1 1(=5, x2). As discussed by Just et al. [4], this quantity should vanish for exact calculations, while errors of O(v?) are to
be expected for the O(v) two-moment model. Comparing with their results, the curves plotted in our figure share similar features.
Moreover, for v, = 0.01, the maximum relative difference is 6.15 x 1074, for v, = 0.03 it is 4.87 x 1073, while it is 5.68 x 1072 for
Umax = 0.1; i.e., the maximum error grows as Uﬁmx.

Despite the growing (with v,,,,) relative difference between the number fluxes at the inner and outer boundaries in the x!-
direction, we point out that, due to number conservation, the integrated number fluxes through the inner and outer boundaries balance
each other. That is, in the steady state at 1 =20, /) 1 1(=5,x)dx* = [, 1 1(5,x%) dx?. However, the distribution of particles along

max

the x2-direction becomes nonuniform in the wake of the vortex, while a uniform distribution is expected as |v| — 0. We illustrate
this further in Fig. 15. The left panel shows that, within the vortex (r < 2), the comoving-frame number density is higher than the
reference value Dy for x?> > 0, and lower than D, for x> < 0, which is consistent with the Doppler shift of the spectra in the respective
regions. In the wake of the vortex, the comoving-frame number density is relatively higher in the region centered around x? =0,
while it is lower further away (compare red and blue regions for x! > 2 in the left panel in Fig. 15). The Eulerian-frame number
density is relatively unaffected by the vortex for x! < 0, but exhibits a spatial distribution similar to the comoving-frame number
density in the wake. In contrast, the spatial distribution of the RMS energy is more consistent with expectations: Within the vortex,
£RMS > €rMs.0 fOT x% > 0, while egys < £rms.o for x% < 0. Moreover, the RMS energy returns to the reference value in the wake of the
vortex, with almost uniform distribution along the x2-direction. We do not have a complete theoretical explanation for the spatial
distribution of the number densities in the wake of the vortex, but suspect that the two-moment approximation and the associated
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Fig. 15. Results for the transparent vortex problem at ¢ = 20 for a model with v,,,, = 0.1. The left panel shows the relative deviation in comoving-frame number density
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from Dy = D(x' = =5,x?), (D — Dy)/ D,, with vectors of the comoving-frame number flux (I' — I, I*)T overlaid, where I; = I'(x' = —5,x?) is the first component
of the comoving-frame number flux density at the inner boundary in the x!-direction, which is subtracted to better illustrate the flow, since |I?| < |I'| generally
holds. Similarly, the middle panel shows the corresponding relative deviation in the Eulerian-frame number density (N — N,)/ N, with vectors of the Eulerian-frame
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number flux (Fy — F, . F})". The right panel shows the relative deviation in the RMS energy, (egmso — £rms)/Erms.0» Where epys o = epus (X! = =5,x).

closure, which assumes that the radiation field is axisymmetric about a preferred direction in momentum space [49], is insufficient
for capturing relativistic aberration effects.

8.7. Performance evaluation

To demonstrate the GPU functionality and performance characteristics of the DG-IMEX method as implemented in THORNADO,
we consider the Streaming Doppler Shift test, described in Section 8.4, with v, = 0.1. To more accurately capture a production
workload, the tests are performed in three spatial dimensions, with the number of elements similar to what would be used for a
single process invoking THORNADO in a multiphysics simulation. The benchmark is run in two configurations, using tensor product
polynomials of degree k =1 and k = 2, respectively. The SSPRK2 time stepper is used for both configurations. For k = 1, we use 16
energy elements and 96 x 3 X 3 spatial elements, while 12 energy elements and 64 X 2 X 2 spatial elements are used for k =2 — thus
keeping the total number of spatial degrees of freedom the same. Our goal is to provide a high-level demonstration of performance
characteristics and the relative cost of main algorithmic components, while we defer a rigorous performance analysis to future work.

The tests are performed on a single node of the Summit computer at the Oak Ridge Leadership Computing Facility (OLCF). Each
Summit node has 2 IBM POWER9 CPUs and 6 NVIDIA V100 GPUs, but here we limit our benchmarks to a single CPU or GPU. For
the CPU runs, we use seven cores with one thread per core as this is the number of cores that would be available to one process if we
divide the resources equally with one GPU per process. All runs use version 22.5 of the NVIDIA nvfortran compiler with standard
-02 optimizations. Optimized linear algebra libraries are provided by IBM ESSL (v6.3.0) on the CPU and NVIDIA cuBLAS (v11.0.3)
on the GPU. For the GPU runs, all computations are done on the GPU using OpenACC and libraries; the CPU process is only used to
launch kernels and manage data transfer. In both cases, the salient metric is wall-time per time step (lower is better).

Fig. 16 shows a breakdown of the relative cost associated with evaluating the major components of the explicit phase-space
advection operator. The polynomial degree has little effect on the absolute wall-time, especially for the GPU runs. For the CPU runs,
the relative cost of linear algebra (MatMul) is somewhat higher when k = 2. As can be seen comparing the right and left panels,
the initial guess in the conserved-to-primitive calculation can have a non-trivial impact on the total wall-time by reducing the total
number of solver iterations. We measure a total speedup factor of 8-10 for the V100 relative to the multi-core CPU runs on the
POWERO. Notably, the relative cost for linear algebra and limiters becomes negligible when using the GPU, and the majority of the
computational cost is shifted to the iterative conserved-to-primitive calculations. We speculate that one approach to further improve
the performance would be to combine the calculation of all of the primitive moments on the quadrature set §g , defined in Eq. (52),
into a single kernel, rather than to calculate them separately for each evaluation of # i and ¢, defined in Eqs. (39)—(40), which
results in some duplicate evaluations. While these savings may be significant for the phase-space advection problem considered here,
refactoring will be considered in the context of a more physics-complete implementation. With more realistic collision terms included,
the relative cost of the explicit phase-space advection part is expected to be small (see, e.g., [58,36]).

9. Summary and conclusions

We have proposed and analyzed a realizability-preserving numerical method for evolving a spectral two-moment model for neutral
particles interacting with a moving background fluid. This number-conservative moment model is based on comoving-frame momen-
tum coordinates, includes special relativistic corrections to O(v), and, as a result, contains velocity-dependent terms accounting for
spatial advection, Doppler shift, and angular aberration. The nonlinear two-moment model solves for comoving-frame angular mo-
ments, representing number density and components of the number flux density, and is closed by expressing higher-order moments
(rank-two and rank-three tensors) in terms of the evolved moments using the maximum entropy closure (both exact and approximate)
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Fig. 16. Breakdown of normalized wall-time for components of the Streaming Doppler Shift test problem as implemented in THORNADO. The left panel uses an initial
guess of M = (N,0)7 in the conserved-to-primitive calculation, and the right panel uses M) = 2 = (N, G)T. Absolute wall-clock times per time step are shown
above each bar. F1lux captures the calculation of fluxes #' and ¥° in Egs. (39)-(40). MatMul represents the matrix-matrix multiplications used throughout the explicit
operator, e.g., to evaluate polynomials U, in quadrature points on all elements. Primitive captures the iterative conserved-to-primitive calculation described in
Section 4.3.1. Limiters includes the application of the realizability-enforcing limiter described Section 5.2 and the spectral redistribution described in Section 6.2.
Other is used to capture all remaining wall-time spent in the explicit step.

due to Minerbo [21]. The two-moment model is closely related to that promoted in [1], predicts wave speeds bounded by the speed
of light (Proposition 2), and is consistent, to O(v), with Eulerian-frame energy and momentum conservation (Proposition 1).

The numerical method is based on the DG method to discretize phase-space, and IMEX time stepping, where the phase-space
advection part is integrated with explicit methods, and the collision term is integrated with implicit methods. The discretized spatial
and energy derivative terms in the moment equations have been equipped with tailored numerical fluxes, which in the case of exact
moment closure (Assumption 1) allow us to derive explicit time-step restrictions that guarantee realizable cell-averaged moments due
to these terms, and AV > 0 overall. Unfortunately, a corresponding time-step restriction was not found for the source terms associated
with phase-space advection in the number flux equation to guarantee the second moment realizability condition, in the sense of cell
averages, for the evolved moments (i.e., |G| < NV) in the general multidimensional case. However, an analysis in the semi-discrete
setting revealed that the moments evolve tangentially to the boundary of the realizable domain when |G| = N, and we found a
sufficient time-step restriction to guarantee realizable cell averages in the one-dimensional, planar geometry case. Given a positive
cell-averaged number density, a realizability-enforcing limiter is proposed to recover pointwise moment realizability in each element.
Specific properties of the IMEX scheme (i.e., convex-invariance, as defined in [35]) extend the applicability of our results beyond the
forward-backward Euler sequence analyzed in detail.

Retention of specific O(v) terms in the time derivative of the two-moment system, motivated by the desire to maintain wave
speeds bounded by the speed of light and consistency with Eulerian-frame energy and momentum conservation equations, results in
increased computational complexity of the numerical scheme in two (related) ways. First, since the evolved moments are nonlinear
functions of the primitive moments used to close the moment equations, a nonlinear system must be solved to recover primitive
moments from evolved moments. Second, because the collision operators are formulated in terms of primitive moments, the implicit
collision update requires the solution of a similar nonlinear system. For both cases, solution methods have been formulated as fixed-
point problems, and we have proposed tailored fixed-point operators in Egs. (56) and (60), for the primitive recovery and implicit
collision solve, respectively. The fixed-point operators are designed to preserve moment realizability in each iteration (subject to
mild conditions on the step size), and we have proven convergence for cases with exact and approximate moment closures, subject
to the additional constraint |v| < \/5 — 1, which is mild when considering the applicability of the O(v) model. Numerically, we did
not observe convergence failures for the primitive recovery problem, even when violating the condition on the velocity, or when
combining the algorithm with Anderson acceleration, which our analysis here did not consider.

The proposed algorithm has been implemented and tested against a series of benchmark problems. Using two problems with a
constant background velocity — in the streaming and diffusion regimes, respectively — we demonstrate the expected rate of error
convergence in the L? norm. Additional tests with spatially varying (smooth and discontinuous) background velocity fields — the
Streaming Doppler Shift, Transparent Shock, and Transparent Vortex tests — were used to document the robustness of the proposed
algorithm, and qualitative accuracy with respect to special relativistic considerations (e.g., correct Doppler shifts) for sufficiently
small background velocities. In these tests, the moments evolve close to the boundary of the realizable domain, and the realizability-
enforcing limiter is frequently triggered to recover pointwise realizability from (guaranteed) realizable cell averages. Without this
recovery procedure, the algorithm fails invariably on these challenging problems.

We have analyzed the simultaneous Eulerian-frame number and energy conservation properties of the proposed method. While
the DG method provides flexibility in the approximation spaces to capture conservation properties beyond those inherent to the model
formulation (i.e., number conservation in the present setting), the approximation of the background velocity by piecewise polynomials
from the DG approximation space, which accommodates discontinuities, can result in Eulerian-frame energy conservation errors that
exceed the O(v?) scaling predicted by the continuum model. However, we found that the realizability-enforcing limiter is the main
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contributor to Eulerian-frame energy conservation violations when the background velocity field is smooth and its magnitude is within
the range of applicability of an O(v) model. For this reason, a spectral redistribution scheme is proposed to recover conservation
violations introduced by the realizability-enforcing limiter. This redistribution scheme trades (spectrally) local number conservation
for number and energy conservation after integration over the phase-space energy dimension, and has no observed negative impact
on solution accuracy, while improving Eulerian-frame energy conservation properties of the method. With the spectral redistribution
active, we observe that energy conservation violations scale as O(v?), in accordance with the continuum model. We emphasize that
the spectral redistribution introduces a rescaling of the moments, which does not impact moment realizability. However, the proposed
strategy to promote Eulerian-frame energy conservation is not feasible without the realizability-preserving property.

Our goal is to apply the proposed algorithm to model neutrino transport in core-collapse supernova simulations. Several extensions
are needed to achieve this goal. First, the collision term must be extended to include a complete set of neutrino weak interactions, and
the model extended to include coupling to dynamical equations for the background fluid. Second, because neutrinos are fermions, for
which the Pauli exclusion principle implies an upper bound on the phase-space density and associated bounds on the moments, the
analysis should be extended to apply to moment closures based on Fermi-Dirac statistics. Third, because special and general relativistic
effects contribute to the dynamics in nontrivial ways, further development and analysis is required to design realizability-preserving
methods for fully relativistic moment models. In the context of the relativistic number-conservative two-moment model, consistency
with the Eulerian-frame energy equation is exact at the continuum level, but it will be challenging to replicate this property at the
discrete level. Within the framework of our approach, the realizability-enforcing limiter will be necessary in some situations also in
the relativistic case, and, since this limiter is not inherently energy conservative, we anticipate the need for a spectral redistribution
scheme in this case as well. We believe the methodologies developed in this paper can be helpful in these endeavors, and hope to
present progress on addressing these challenges in future work.
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Appendix A. Boltzmann equation in the O(v) limit

In this appendix we provide the kinetic equation from which the moment equations presented in Section 2 can be derived in
a straightforward manner. A derivation from first principles, which leverages the framework of relativistic kinetic theory, is too
elaborate to include here. We refer the interested reader to, e.g., [45,2,46,47,65-67], and references therein. For our purpose, we
consider the comprehensive work of Munier & Weaver [46,47], which provides an explicit listing of the kinetic equation for neutral
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particle transport in the O(v) limit.> Specifically, assuming Cartesian spatial coordinates and a time independent three-velocity,
Eq. (142) in [47] for the distribution function f(w,&, x,?) takes the form

420+ + o+ [35 - L2 (8 p) | ek ou+ L [eieiek o0 - cia | =cun, A1)

£2 0e
where {x'} and t are Eulerian space and time coordinates, respectively, while ¢ and w = {8, ¢} are spherical-polar momentum
coordinates associated with the inertial frame whose Eulerian-frame three-velocity instantaneously coincides with the fluid three-
velocity with components /. In Eq. (A.1) the Cartesian components of the propagation direction vector in the comoving frame,
{£1,£2,£3}, can be parameterized in terms of spherical-polar momentum space angles as {cos 9, sin 9 cos ¢, sin 9sin @}.
On the right-hand side of Eq. (A.1), we adopt the simplified collision term

CH=x(fo—S)+o(D-f), (A.2)

where fj, v, and ¢ are the equilibrium distribution, absorption opacity, and scattering opacity, respectively (all assumed to be
independent of 9 and ¢), and D is the zeroth moment defined in Eq. (1).

Straightforward manipulations, noting that, to O(v), {#'} are independent of {x'} and d¢"/d¢’ = éij, brings Eq. (A.1) into con-
servative form
9

1 2
£2 0e

(U +0e)f)+0,((& +v)f) - (e3ffifk6ivk)+ﬁ(f(f"f"fldkv’—fjajui))=C(f). (A.3)

Eq. (A.3) provides an easy path to the angular moment equations presented in Section 2. Taking the zeroth moment of Eq. (A.3),
noting that ﬁ f§2 6[ ] /0¢ dw = 0 [47], results in Eq. (2). Similarly, multiplying Eq. (A.3) by # ; and integrating over angles results
in Eq. (3).

Alternatively, the moment equations can be derived from the general relativistic, number-conservative two-moment model pre-
sented in Section 4.7.3 in [7], after taking the limit of flat spacetime and specializing to Cartesian spatial coordinates (i.e., setting
the lapse function a — 1, the shift vector components * — 0, and the components of the spatial metric y; ; = 6;;), and retaining
velocity-dependent terms to O(v).

Appendix B. Technical proofs
B.1. Various bounds for the exact and approximate Eddington factors

In the following lemma, we list several bounds on functions dependent on the exact or approximate Eddington factors (y or y,).
These bounds are used in the proofs of Lemmas 8 and 9 in Appendix B.2 and Appendix B.3, respectively, as well of the proof of
Lemma 11 in Section 5.5.

Lemma 12. Let y be the Eddington factor in the exact Minerbo closure as given in Eq. (26) and let
¢ :=3w—1-3y'h and ¢, :=@y—1h™". (B.1)

Then, the following bounds hold when h € [0, 1].

(@) —4<¢, <0, (© 3W)* =3y dy + 3 20,
() ¢3—w'$, 20, () 94 = W'+ (') > 0.

Moreover, let y, be the approximate Eddington factor defined in Eq. (27) and let

bay i=3w,—1=3y/h and ¢,, =Gy, - Dh™". (B.2)

Then the bounds (a)-(d) hold when (v, ¢, ¢,) are replaced by (y,, $, 1, P, 2)- In addition, the following two bounds hold for the approximate
Eddington factor when h € [0, 1).

@ v, —h = 1(1 =y, 20, O W<y, <.

Since both y and y, are one-dimensional functions defined between 0 and 1, the proof of the bounds are straightforward but
are rather tedious. Instead of giving rigorous proofs for these bounds, we plot the functions of interest in Fig. B.17, from which the
bounds can be visually verified.

5 Note that Munier & Weaver list their equation in terms of the specific intensity I « &7 f, while we prefer to work with the distribution function f.

40



M. Paul Laiu, E. Endeve, J. Austin Harris et al. Journal of Computational Physics 520 (2025) 113477

0] ez - 4 :
015 —— ¢ —¢'én — 3 =3 da+ 63
—1 @29 — Vida2 3 3(Y4)? = 3¢sbaz + 93,
J— o 0.10 )
Pa1
-3 0.05 1 /
__1 .......................................................... O 00 ...................... ‘ ................................ U ————mﬂ-’-—-'--‘:-.--;;-------‘ ........... ‘ ...........
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10
h h h
(b) (c)

4 > ,

0.20 s = h* = 3(1 =)
3

0.15
2 0.10
1 0.05
0— OOO .....................................................

00 02 04 06 08 10
h
(d) (e) (f)

Fig. B.17. Verification of the bounds (a)-(f) in Lemma 12 in the cases when the exact Eddington factor y and approximate y, are considered.
B.2. Proof of Lemma 8

Proof of Lemma 8. Using the definition of the closure terms k; j in Eq. (10), we have from chain rule that

i i 1ias ~ oy oh 1 FN
UIaD(kijD)= v <5 [3}1,-]1/- - 61'/'] E%D-i_ E [(1 - l[/)é,-j + (31// - l)ninj])
i 1 A A ’ 1 A A
= of (=33, = 6w+ 3 [(1 = w8, + Gw = D] ) (B.3)
1 1 1 1, . 1 1
= 5(31//— 1 —3![/,1’!)(1.)’",»}’1/- - §Uj) + EUJ- = §¢1<U }’lil’lj - EUJ-) + §Uj N

where ¢, := 3y — 1 —3y’h) as defined in Eq. (B.1). Since [|0,(v'k;;D)||> = Y (v"aD(k,-jD))z, summing up the squares leads to

; 1 i 1N 1, e 1N 1
105"k D)II* = Zd’% 2 <”‘”i”j - §”f> + 30t (U'”i"j - §Uj> + v’y

J
AV T A
= =+ i — - 4= . B.
<12+3 'a;))” + % 9+9 v'y; (B.4)
2
It follows from Lemma 12 (a) that ¢, (h) € [—4,0] for h € [0, 1]. Therefore, <% + %) = % (¢, +4) =0 and we have
) o P9 1 . 1 )
2 1 1 1 1 2
0,k D)|I* < <(E + ?) + (g -5t §) vy, = 5 () +1) V', (B.5)

Since ¢, € [-4,0], é (¢ + 1)2 < 1, which concludes the proof. []
B.3. Proof of Lemma 9

Proof of Lemma 9. Using the definition of the closure terms k; 5 in Eq. (10), we have from chain rule that
By -1
2h
To show ||V ;(v'k; D) < 20, we prove in the following that

u"ajk(k,.jz)):%w’[3sﬁj—uj]ﬁk+ [0y + 56 =25, | (B.6)

IV kD)l <20y, Vy=(y".)%0%)" (B.7)
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where y :=1/y'y;. Let ¢, := Gy — 1)h~! as defined in Eq. (B.1). Then,
9y (ki DY = Ly 354, - ki) + Ly [ A,GF00) + sy, — 254, 0Fa (B.8)
v'or, (k;; D)y =sw 38—y OV hy) 2¢2 Ay o) +sy; —2sA; (V) | - .
Summing up the squares leads to

i i 21 1 1 -
1Y@k D3I = 3 (107, Gy D) = 203557 + 2030F 00 + 322G iy)?
J

(B.9)
1 R 1 o
+ 130 =206 | R0FR7 + 3 [ s — 43] 50K 000 )
Since qb% —y'¢, >0 (Lemma 12 (b)), we apply the inequality —2ab < a® + b*> and obtain
1 n 1 1 N
3w/ = B3] s0F 000480 < 4 [62 = v F 0 +  [03 - v s P0F R ®10)
Therefore,
i 1 1 1 A
1V @, DI < 53555 + 5 262 =0/ 0¥ 0 + S0 PP,
(B.11)

+ [0 =300+ 822 0Fa

Further, since ¢% >0, w2 >0, 2¢% —y’ ¢, >0 (Lemma 12 (b)), and 3(y’)? — 3y’ ¢, + ¢2 > 0 (Lemma 12 (c)), we can take the upper
bounds s? < 0%, (*v;)? < (vy)?, and (¥ )% < y* to obtain

IV 7 (v'k; D)yl < [¢§ -y, + (w’)z](vy)2 - (B.12)

It follows from Lemma 12 (d) that d,(¢; — ', + (w')*) > 0, which implies maxeqo,1 [¢5 — ¥'é> + W')?] = $3(1) — v/ (D, (1) +
(y'(1))? = 4. Thus,

IV 'k D)yl < 4wy, Vy= ("% (B.13)

which proves the claim. []
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