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Atomic nuclei are self-organized, many-body quantum systems bound by strong
nuclear forces within femtometre-scale space. These complex systems manifest a
variety of shapes', traditionally explored using non-invasive spectroscopic
techniques at low energies*’. However, at these energies, their instantaneous shapes
are obscured by long-timescale quantum fluctuations, making direct observation

challenging. Here we introduce the collective-flow-assisted nuclear shape-imaging
method, which images the nuclear global shape by colliding them at ultrarelativistic
speeds and analysing the collective response of outgoing debris. This technique
captures a collision-specific snapshot of the spatial matter distribution within the
nuclei, which, through the hydrodynamic expansion, imprints patterns on the particle
momentum distribution observed in detectors®’. We benchmark this method in
collisions of ground-state uranium-238 nuclei, known for their elongated, axial-
symmetric shape. Our findings show a large deformation with a slight deviation
from axial symmetry in the nuclear ground state, aligning broadly with previous low-
energy experiments. This approach offers anew method for imaging nuclear shapes,
enhances our understanding of the initial conditions in high-energy collisions and
addresses the importantissue of nuclear structure evolution across energy scales.

More than 99.9% of the visible matter in the cosmos residesin the centre
of atoms—the atomic nuclei composed of nucleons (protons and neu-
trons). Our knowledge of their global structure primarily comes from
spectroscopic or scattering experiments*>® at beam energies below
hundreds of MeV per nucleon. These studies show that most nuclei
areellipsoidally deformed, with greater deformationinnuclei distant
frommagicnumbers’ (2,8, 20,28, 50,82 and 126). Investigating nuclear
shape across the Segré chart has been an important area of research
over many decades and is crucial for topics such as nucleosynthesis',
nuclear fission" and neutrinoless double beta decay (0vjB) (ref. 12).

Inacollective model picture, the ellipsoidal shape of anucleus with
mass number A is defined in the intrinsic (body-fixed) frame, in which
itssurface R(6, ¢) is described by*?

R(8, @) = Ry(1+ B,[cosyY, o +sinyY, ). 1

Here R, ~ 1.2A"* fm represents the nuclear radius. The spherical har-
monics in the real basis Y, ,,(6, @), the quadrupole deformation mag-
nitude 8, and the triaxiality parameter y define the nuclear shape. The
y parameter, spanning 0°-60°, controls the ratios of principal radii.
Specifically, y= 0° corresponds to a prolate shape, y = 60° an oblate
shape, and valuesinbetween 0° < y < 60° to a triaxial shape. Although
most nuclei are axially symmetric (prolate or oblate) or have a fluctuat-
ing y value (y-soft), the rigid triaxial shape is uncommon®. Anexample
of an axial-symmetric, prolate-deformed nucleus is shownin Fig. 1a.
Nuclear shapes, even in ground states, are not fixed. They exhibit
zero-point quantum fluctuations involving various collective
and nucleonic degrees of freedom (DOF) at different timescales.

These fluctuations superimpose on each other in the laboratory
frame. In well-deformed nuclei such as 28U, dominant fluctuations
are in the rotational DOF with a timescale of t,,, - I/h ~10°-10* fm/c
(1fm/c=3x10*s =3 yoctoseconds)™, where / denotes the moment
ofinertia (Fig.1b). Consequently, measurement processesin spectro-
scopic methods, lasting orders of magnitude longer than z,,,, capture
a coherent superposition of wavefunctions in all orientations. Their
shapes are usually inferred by comparing spectroscopic data (Fig. 1c)
with model calculations™', Traditional electron-nucleus scattering
experiments, although faster than z,,,, probe mainly localized regions
of the nucleus, giving an orientation-averaged spherical image after
accumulating many events, in which the impact of deformation mani-
fests as abroadening of the charge distribution’>%,

New shape-imaging method

Todirectly observe the global shape of the nuclei, ameasurement must
(1) be much quicker than 7, and (2) provide access to the many-body
nucleondistribution in each nucleus. High-energy nuclear collisions, an
utterly destructive process, remarkably fulfil these criteria. Conducted
at the Relativistic Heavy-lon Collider (RHIC) and the Large Hadron
Collider (LHC) with centre-of-mass energies per nucleon pair (vsyy)
reaching up to 5,000 GeV, these collisions completely obliterate the
nuclei, temporarily forming a quark-gluon plasma (QGP)—ahot, dense
matter of interacting quarks and gluons®’. The nuclear shape influ-
ences the geometry of QGP and its collective expansion, imprinting
itself on the momentum distribution of the produced particles. In an
ironic twist, this effectively realizes Richard Feynman’s analogy of the
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Fig.1|Methods for determining the nuclear shapeinlow and high energies.
a, Cartoon of awell-deformed prolate-shaped nucleus. b, Quantum fluctuations
over Euler angles for this nucleus and associated overall timescale. ¢, Quantum
mechanical manifestation of the deformation in terms of the first rotational
band of2*®U.d, Aligning the two nucleiin the head-on body-body configuration
(top) and tip-tip configuration (bottom). e, High-energy collision of two
Lorentz-contracted nuclei and resulting 3D profile of the initially produced
quark-gluon plasma (QGP), inwhich the arrows indicate the pressure gradients.

seemingly impossible task of ‘figuring out a pocket watch by smashing
twotogether and observing the flying debris’. The collective response
plays a key part.

Our shape-imaging technique focuses on head-on (near-zeroimpact
parameter) collisions of prolate-deformed nuclei (Fig. 1d-g). The initial
configurations lie between two extremes: body-body (top) and tip-tip
(bottom) collisions (Fig.1d). Before impact, Lorentz contraction flat-
tens the ground-state nuclei into pancake-like shapes by a factor of
I= %m/mo >100, where m, = 0.94 GeVis the nucleon mass (Fig. 1e).
The initial impact, lasting .,,, = 2Ro/I" < 0.1 fm/c, acts as an exposure
time. The shape and size of the overlap region, reflecting the initially
produced QGP, directly mirror those of the colliding nuclei projected
on the transverse (xy) plane (Fig. 1e). Body-body collisions create a
larger, elongated QGP, which undergoes pressure-gradient-driven
expansion (indicated by arrows) until about 10 fm/c (ref. 7), resulting
inaninverted, asymmetric distribution (Fig. 1f). By contrast, tip—tip
collisions form acompact, circular QGP, driving a more rapid but sym-
metric expansion (Fig. If). Inthe final stage, the QGP freezes into thou-
sands of particles, captured as tracks in detectors, whose angular
distributions reflect the initial QGP shape (Fig. 1g). This flow-assisted
imaging is similar to the Coulomb explosion imaging in molecule
structure analysis” 2, in which the spatial arrangement of atoms, ion-
ized by an X-ray laser or through a passage in thin foils, is deduced
from their mutual Coulomb-repulsion-driven expansion. However,
the expansion duration in high-energy collisions is 10°-10° times
shorter.
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f, The 3D profile of the QGP at the end of the hydrodynamic expansion before it
freezes outinto particles, in which the arrows indicate the velocities of fluid
cells.g, Charged particle tracks measured in the detector. The timescales
shownare inunits of fm/c—the time for light to travel 1 femtometre. The body-
body configuration haslarge eccentricity €, and small gradientd , leading to
large elliptic flow v, and smaller average transverse momentum [p;] and vice
versa for tip-tip configuration (see main text).

The concept that the dynamics of QGP can be used to image the geo-
metrical properties of its initial condition was widely recognized. This
understanding has facilitated the determination of the impact para-
meter and fluctuations in nucleon positions’, as well as the neutron
skin of the colliding nuclei??, by measuring higher-order harmonic
flows. However, our study took a further step toimage the shape of the
colliding nuclei through theirimpact on the initial condition.

Energy evolution of shapes

A pertinent question is how the shapes observed in high-energy col-
liders compare with those derived from low-energy experiments. For
well-deformed nuclei such as 28U, we expect them to align at a basic
level. However, there are other correlations (such as clustering and
short-range correlations) that manifest atincreasingly faster timescales
from1,000 to afew fm/c. Moreover, high-energy collisions also probe
nuclear structure at sub-nucleonic levels, such as quark and gluon
correlations, as well as modifications caused by dense gluon fields?.
As aresult, the deformations observed at high energy may differ from
those at low energy, motivating us to examine nuclear phenomena
across energy scales and discover new phenomena.

Observables
In Fig, 1e, the initial shape of QGP is quantified by the eccentricity,

2y iy 2
82=%, calculated from the nucleon distribution in the
X



xy-plane, perpendicular to the beam direction. The hydrodynamic
expansion, reacting to ¢,, results in particle anisotropy, described as
dN/d¢ « 1+2v,cos(2¢) aligned with the impact parameter along
the x-axis. This phenomenon, known as elliptic flow (v,) (ref. 24), is
shown in Fig. 1g. Moreover, the compactness of the QGP, indicated
by theinverse area of the overlap d, = 1/./(x2)(y?) (ref. 25), influences
the radial expansion or radial flow, captured in the event-wise
average transverse momentum ([p;]). Akey discovery at RHIC was the
behaviour of QGP as a nearly perfect, inviscid fluid?*?¥, effectively trans-
forminginitial geometry into final state anisotropies. Hydrodynamic
models have confirmed linear response relations: v, « &, (ref. 28) and
Opre< 6d, (ref.29), where 6p, = [p;1-<[p;]> and 6d, =d, - (d,) denote
event-wise deviations from mean values.

In head-on collisions with spherical nuclei, non-zero €, and 6d, can
be generated by the random fluctuations in the position of nucleons
in the overlap region. In non-head-on collisions, apart from these
stochastic elements, the overlap region also has an average elliptical
shape. This average shape significantly contributes to &,, known as
reaction plane eccentricity £5° (ref. 30) but haslittle effect on the radial
quantity éd, .

Prolate deformation further modifies ¢,and d,. Body-body collisions
inthis contextyield high&,and lowd, values and vice versafor tip-tip
collisions. Thisleads to enhanced, anti-correlated event-by-event fluc-
tuationsing,andd, (ref. 31), measurable through observables such as
(v3), {(6p,;)*) and (v76p,) (ref.32) that are linearly related to the
moments of the initial condition (¢2), ((6d,)?) and (¢$6d,). These
observables, linked to two- and three-body nucleon distributions in
theintrinsic frame (Methods), were found to have asimple parametric
dependence on shape parameters®:

W) =ar+b,B;,
(6p)» = ay+ by B, )
(v36p,) = az— by B;cos(3y).

The positive coefficients a, and b, capture the collision geometry
and QGP properties. The b, values are nearly independent of the impact
parameter, whereas a, values are minimized in head-on collisions,
making these collisions ideal for constraining nuclear shape. Our study
offers the first quantitative and simultaneous determination of §,and
yusing all three observables in equation (2).

Nuclear shapes from low-energy data

Our measurements use data from high-energy 28U + 238U and
7Au +7Au collisions. These species have contrasting shapes: mildly
oblate " Au (close to magic numbers with Z=79 protons and N=118
neutrons) and highly prolate 2®U (an open shell nucleus with 92 protons
and 146 neutrons). This comparison helps us to deduce the shape of
28, A state-of-the-art beyond the mean-field model, which reproduces
thebulk of experimental dataon'’Au, predicts deformation values of
Bonu = 0.12-0.14 and y,,, = 43° (ref. 34). The deformation of 28U, inferred
from measured transition rates within rotational spectra, is estimated
tobe f,,=0.287 + 0.007 (ref. 35).

Experimental estimates of the Uranium triaxiality have been derived
fromenergy levels and transition dataunder arigid-rotor assumption,
suggesting y, = 6°-8° (ref. 36). An important issue concerns the
softness of y: whether the nuclei have rigid triaxial shape or fluctua-
tions of y around its mean value®. This issue is complicated by
possible changes of y when nuclei are excited®. Our three-body observ-
able (u225pT) in equation (2) is sensitive only to the mean of the tri-
axiality, not its fluctuations®. Nevertheless, measuring B,, and y
could validate our imaging method and investigate its ground-
state triaxiality.
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Fig.2|Correlationbetween elliptic flow and radial flow. a, <u22)
versus8p/{[p]>in 0-0.5% most central Au+Auand U + U collisions.

b, p,= (uzzé‘pT)/((uzzx ((6pT)2) )across centrality, quantifying the strength

of v,-6p; correlation. The elliptic-shaped overlapsin the transverse plane for
various centralities are also shown.

Experimental setup and results

Ouranalysis uses U + Udatafrom2012and Au + Audatafrom2010 and
2011 atVsyy =193 GeVand 200 GeV, respectively, using the STAR detec-
tor at RHIC. Each collision produces up to 2,000 charged particles in
the STAR time-projection chamber (TPC)*°, covering the polar angle
range |60 - 90°| < 50° and full ¢ range. The TPC tracks these particles
and determinestheir p;. Collision events are categorized by centrality,
defined asthe percentage of the total inelastic cross-section, with lower
percentagesindicatingalarger number of created particles. We calcu-
late (v5),{(6p,)*yand (v76p, )by established methods* using tracks in
0.2 <p;<3GeV/c. Theresults incorporate the uncertainties arising
from track selection, reconstruction efficiency, background events
and correlations unrelated to flow (Methods).

Todirectly observe the shape-size correlationshownin Fig. 1e,f, we
analyse the 0-0.5% most central collisions and correlate (v with
event-wise 6p values (Fig. 2a). A pronounced anticorrelationinU + U
collisions aligns with the expectation®: events with small §p; are
enriched with body-body collisions and large 6p; are enriched with
tip-tip collisions. This effect is striking, as (v#)in U + U is twice that of
Au + Au at the lowest 6p;, yet similar at the highest 6p.

We quantify this correlation using normalized covariance
p= (vfﬁpT)/((uzz). /((6pT)2)) (Fig. 2b).In Au + Au collisions, p, is rela-
tively constant, withaminor decrease in the central region because of
centrality smearing*?. This smearing can be reduced by averaging over
awider, say 0-5% centrality range*?. By contrast, p,in U + U collisions
decreases steadily, turning negative at about 7% centrality, reflecting
the large prolate deformation of 2?2U. The deformation has the great-
est impact on central collisions but also influences other centrality
ranges.

Observables in a collision system are strongly influenced by
QGP properties during hydrodynamic evolution. By taking ratios
between the two systems, these final state effects are largely mitiga-
ted: Ry = {0y o/ {Opusaw (Methods). Figure 3a-c shows ratios for the
three observables. R, > and Rspp? increase by up to 60% in central
collisions, requiring a large 3,,, whereas Ry26p+ decreases by up to
threefold across centralities, demanding a large ,, and a small y,,.
Theratiosinthe 0-5% most central range, having the greatest sensiti-
vity to 28U shape, are shown as hatch bands in Fig. 3d-f.

The dataare compared with the state-of-the-art IP-Glasma + MUSIC
hydrodynamic model***, which combines the fluctuating initial energy
density distributions, relativistic viscous hydrodynamics and hadronic
transport. Thismodel, successfulin describing flow observables at both
RHIC and the LHC*, parameterizes nuclear shapes with a deformed
Woods-Saxon profile,

p(r,6,®) =<[1+exp(r-R(6,¢))/al™. 3)
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Fig. 3| Constraining the shape of **U. a—c, Ratios of (v7) (a), ((6pT) y(b)and
(u2 6pT) (c) betweenU +Uand Au + Au collisions as a function of centrality.
Thedataare compared with the IP-Glasma + MUSIC hydrodynamic model
calculationassuming 8,, = 0.28 (red) and 8,, = 0.25 (blue), the shaded bands
of which denote the model uncertainties (Methods). d-f, Ratio valuesin 0-5%
most central collisions (hatch bands) for (w7) (d), ((8p)?) (e) and (w76p ) (F) are

The parameters for Au are fixed to an oblate shape with ,,, = 0.14 and
Vau = 45° (ref. 34), whereas those for U are varied. The model also con-
sidersfinal state effects by adjusting QGP viscosities and initial condi-
tion uncertainties, including variationsin nuclear radius R,, skina, 8,4,
Yasand higher-order shapes (Extended Data Table 1). These variations
areincluded in the model uncertainties. The mass numbers of Auand
U, differing by only 20%, result in almost completely cancelling final
state effects, leaving model uncertainties mainly from initial condi-
tions. In Fig. 3a-c, calculations for 8,, = 0.28 match central data for
Rsppy2 aNd R, 25, , but overestimate R, in 0-30% centrality. This
overestlmatlon stems fromthe Ilmltatlons ofthe modelin describing

&,P-induced v, components, which are strongly affected by variations
in the impact parameter and other structural parameters such as
nuclear radius and skin* and possible longitudinal flow decorrela-
tions*¢. Thus, the R,,Zz comparisonis expectedtosetonly alowerbound
for B,y in this model.

In Fig. 3d-f, we contrast the 0-5% central data against predictions
for varying f,, and yy. Calculated R, 2 and Rspp? change linearly with
Bzu' whereas R viopy follows a BZUcos(fiyU) trend aligning remarkably
withequation (2). Theintersections between dataand model delineate
preferred B, ,ranges, yielding/}ZU(R(ﬁp y2) =0.294 + 0.021and alower
llmltvalueﬁzu(R 2)=0.234 + 0.014. ForR v 26pr ,thefavoured 8, range
varieswithy,. These preferred ranges are shown inFig.3g. A combined
analysis of constraints from Rpp)? and RU226pT is performed, yielding
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compared with model calculations asa function ofﬁzuor ﬁZU for four yU values.
Thecoloured quadrilaterals delineate the allowed ranges ofﬂzuor ﬂzu from
thisdata-model comparison. g, The constrained ranges of (8,,y,) from three
observables separately, and the confidence contours obtained by combining
((6pT) yand(v; 6pT) (solid lines). The constraint from R 03 isviewedasalower
limitand henceis not used (see main text).

Pry=0.297 £ 0.015and y, =
see Methods).

The dataare also compared with Trajectum?®, another hydrodynamic
model with a differentimplementation of the initial condition and QGP
evolution. Trajectum derives constraints on the initial and final state
parameters of the QGP based onaBayesian analysis of the LHC data that
arethen extrapolated to the RHIC energies. These constraints were not
tuned to the RHIC databut are nevertheless useful in estimating the the-
oretical uncertainties. Therelevant constraints are 8,, = 0.275 + 0.017
and y, =15.5° + 7.8°. A combination of constraints from the two models
yields ,,=0.286 + 0.025 and y, = 8.7° + 4.5° (Methods).

Theextracted B, valueisinline with low-energy estimates®, imply-
ing other sources of nucleon, quark and gluon correlations in**U are
less impactful compared with its large deformation, as supported by
recent model studies?. Meanwhile, the smally, value excludes alarge
triaxiality of uranium and indicates an average value remarkably con-
sistent with the low-energy estimate based on a similar rigid-rotor
assumption. This marks the first extraction of nuclear ground-state
triaxiality without involving transitions to excited states.

8.5° +4.8° (mean and 1standard deviation,

Applications

The flow-assisted nuclear shape imaging is a promising tool for explor-
ing the structure of atomic nucleiin their ground state. The strength



of this method lies in capturing a fast snapshot of nucleon spatial
distribution, applicable to any collision species. This contrasts with
nuclear spectroscopy, inwhich complexity varies with the position of
thenucleus onthe Segré chart. This approachis effective for discerning
shape differences between species with similar mass numbers, ide-
ally isobar pairs. Many applications are possible, with a few examples
given here:

1. Odd-massnuclides: for odd-mass nuclei, whereeither Nor Zis odd,
the nuclear shapes should be similar to adjacent even-even nuclei.
Asthe transition data are more complex’?, the ground-state shapes
are usually inferred from the data measured by laser spectroscopy
method®. The high-energy approach is suitable for both odd-mass
nucleiand even-evennuclei, hence eliminating a possible source of
bias in low-energy experiments.

2. Octupole and hexadecapole deformations: these lesscommon and
generally weaker deformations* can be probed through measure-
ment of higher-order flow harmonics (triangular and quadrangular
flows).

3. Dynamic deformations in soft nuclei: this method could distinguish
between average deformation and transient shape fluctuations
using measurements of multi-particle correlations®. For example,
the sixth-particle correlator (v$) has direct sensitivity to the fluc-
tuations of y. This information was obtained in rare cases at low
energy*®*. Our technique, sensitive only to the ground state, also
sidesteps the complexities of disentangling shape variations during
transitions to excited states.

4. Ovpf decay: the decay rate hinges on nuclear matrix elements (NME),
significantly affected by the shapes of the initial and final species—a
pair of isobars with the same mass number. Present NME uncertain-
ties, partly stemming frominadequate knowledge of nuclear shapes,
pose a main challenge in experimental design'. This method, tai-
lored forisobars, allows for precisely determining shape differences
between these species. This could reduce NME uncertainties, and
hence aid in experiments searching for v decay and enhance our
understanding of neutrino properties.

It would be remiss not to mention that our approach also holds
promise in advancing the study of QGP, particularly its dynamics
and transport properties, which have been limited by a poor under-
standing of QGP initial conditions®’ (Fig. 1e). By contrasting flow
observables in similarly massed but structurally different species,
our technique effectively eliminates final state effects, thereby iso-
lating initial condition variations seeded by shape differences. This
canexplain the mechanisms of initial condition formation and conse-
quently help toimprove QGP transport property extraction through
Bayesian inferences**? and lead to breakthroughs in high-energy
nuclear physics.

Collective-flow-assisted nuclear shapeimagingis adiscovery tool for
exploring nuclear structure and high-energy nuclear collision physics.
Futureresearch could leverage colliders to conduct experiments with
selected isobaric or isobar-like pairs. The combination of high- and
low-energy techniques enables interdisciplinary researchin the study
of atomic nucleiacross energy scales.
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Methods

Accessing informationin the intrinsic frame
The nuclear shape in the intrinsic frame is not directly observable in
low-energy experiments. However, in high-energy collisions, the col-
lective flow phenomenon is sensitive to the shape and size of the
nucleondistributionin the overlap region of the transverse plane. This
distribution, denoted as p(r)withr =x + iy, provides adirect link to the
shape characteristics of the two colliding nucleiin their intrinsic frames,
as discussed below.

Theellipticshape of the heavy-ioninitial state is characterized by its
amplitude &, and direction @,, defined by nucleon positions as

IRFZ0)
5, r2o® J,=J o @

When the coordinate system is rotated such that x and y coincide
with the minor and major axes, t theelliptic eccentricity coincides with
the usual definition g, = <y2> 0(2 The parameter ¢, drives the elliptic
flow vy: v, = &,. A

Let us now consider collisions at zero impact parameter, in which,
without loss of generality, the average elliptic geometry vanishes, that
is, (€,» = 0. The second moment of eccentricity over many events is
given by*>**

52 = 82e2iw2

2 ‘lﬂ"l,rz (rl)z(r;)zp(rl, rz)
(€D =(ELD= . v (5)
(J, 1P 4o()

where {p(r)) represents the event-averaged profile, and
p(1, 1) =(6p(r)6p(1,)) = {p(1)p(1)) — (p(r) Xp(r,))
is the usual two-body distribution. Similarly, the third central

moments are related to the three-body distribution, p(r, 1, 15) =
(6p(r)bp(r,)6p(rs)). For example,
Ji

(rl)z(r’i)zlrglp(rl, I, 1)

(J, no(en)’

1Y 13

(8226dl/dl>z_ (6)

2
where we define 6d, /d, = (d, - {d,))/{d,), and the relation Mj 5(‘“’2;) =
r

S, 1e%18p00)
I 112 <p()
The quantities £,and éd, /d, depend not only on the nuclear shape
butalsoontherandom orientations of the projectile and target nuclei,
denoted by Euler angles Q,and Q.. For small quadrupole deformation,
it suffices to consider the leading-order forms™:

isused.

6d

4=t o ¥ By Po(Q0 VB
L
52 = 50 + pz(-opr yp)ﬁzp + Pz(gp, yt)BZE‘

)

Here, the scalar 6,and vector £,represent values for spherical nuclei.
The values of scalar p, and vector p, are directly connected to the
xy-projected one-body distribution p(r). Therefore, they depend on
the orientation of the two nuclei. The fluctuations of 6, (£,) are uncor-
related with p, and the fluctuations of £,are uncorrelated with p,. After
averaging over collisions with different Euler angles and setting 8, = B,,
andy, =y, weobtain

(e =<ed)+ 2,V Y)B}
<(6dl/dl) )= <6d>+ 2<P0(V) >B2 (8)
£36d,/d,) = (€36, + 24P, (V)P (NP,(V)")B; -

Itis found that{p,(y)p3(y)) and (po(y)z)are independent of y, while
Do (NP, (V)P,(Y)™) <~ cos(3y), resulting in expressionsinequation (2).

The event-averaged moments in equation (8) are rotationally invar-
iant and capture the intrinsic many-body distributions of p(r). Note
that the coefficients a, in equation (2) are strong functions of central-
ity that decrease towards central collisions, whereas coefficients b,
vary weakly with centrality. Therefore, the impact of deformation is
always largestin the most central collisions. Ingeneral, it can be shown
that the n-particle correlations reflect the rotational invariant nth cen-
tralmoments of p(r), whichin turn are connected to the nth moments
of the nuclear shape in the intrinsic frame.

Previous experimental attempts on nuclear shapes at high
energy

Theideathat v, can be enhanced by 8, was recognized early* . Stud-
ies at RHIC®® and the LHC®"%*in 28U + 28U and '*Xe + '*Xe collisions
indicated the influence of 8, on v,. Several later theoretical investiga-
tions assessed the extent to which S, can be constrained by v,
alone®%, A challenge with v, is that its Say termin equation (2) is affected
by £,P, which often exceeds the blﬁz term even in central collisions.
Arecent measurement of (v} 6p;) aimed to assess the triaxiality of
129Xe (ref. 42), but the extraction of yy. was hindered by needing pre-
vious knowledge of ,4. and potentially substantial fluctuations in
Vxe (refs. 39,68-71). The combination of several observables in this
study allows for a more quantitative extraction of nuclear shape
parameters.

Eventselection

Inhigh-energy experiments, the polar angle fis usually mapped to the
so-called pseudorapidity variable = —In(tan(6/2). The STAR TPC polar
angle range |6 - 90°| <50° corresponds to || <1.

The collision events are selected by requiring a coincidence of signals
from two vertex position detectors on eachside of the STAR barrel, cov-
eringa pseudorapidity range of 4.4 < |n| < 4.9. Toincrease the statistics
for ultra-central collision (UCC) events, aspecial sample of Au + Au data
in2010 and U + U datais chosen based onthe criteria of high multiplicity
inthe STAR TPC and minimal activity in the zero-degree calorimeters
that cover the beam rapidity’.

In the offline analysis, events are selected to have collision vertices
Z,,Within30 cmofthe TPC centre along the beamline and within2 cm
ofthebeamspotinthetransverse plane. Furthermore, aselection cri-
terion based onthe correlation between the number of TPC tracks and
the number of tracks matched to the time-of-flight detector covering
|n| < 0.9is applied to suppress pileup events (events containing more
than one collision in the TPC)”® and background events.

After applying these selection criteria, the Au + Au dataset has
approximately 528 million minimum-bias events (including 370 mil-
lionin2011) and 120 million UCC events. The U + U dataset comprises
around 300 million minimum-bias events and 5 million UCC events.

Track selection

For this analysis, tracks are selected with |7| <1and the transverse
momentum range 0.2 < p; < 3.0 GeV/c. To ensure good quality, the
selected tracks must have at least 16 fit points out of a maximum of
45, and the ratio of the number of fit points to the number of possible
points must be greater than 0.52. Moreover, to reduce contributions
fromsecondary decays, the distance of the closest approach (DCA) of
the track to the primary collision vertex must be less than 3 cm.

The tracking efficiency in the TPC was evaluated using the standard
STAR Monte Carlo embedding technique™. The efficiencies are nearly
independent of p; for p; > 0.5 GeV/c, with plateau values ranging from
0.72 in the most central Au + Au collisions and from 0.69 in the most
central U + U collisions to 0.92 in the most peripheral collisions. The
efficiency exhibits some p-dependent variation, of the order of 10%
of the plateau values, within the range of 0.2 < p; < 0.5 GeV/c.
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Centrality

The centrality of each collision is determined using ,whichrepre-
sents the number of raw reconstructed tracks in |7]| < O 5, satisfying
pr>0.15GeV/cand having more than 10 fit points. After applying a
correction toaccount for the dependence on the collision vertex posi-
tion and the luminosity, the distribution of N5¢ is compared with a
Monte Carlo Glauber calculation™. This comparison allows for deter-
mining centrality intervals, expressed as a percentage of the total
nucleus—nucleus inelastic cross-section.

rec

Calculation of observables

The (v}, ((6pT) yand (v; 6pT) are calculated using charged tracks as
follows:

iPr,i
lp,] = ZZ wT AP =P Deve
((6 ) _ Zi¢j w,»wj(p-” - ((pT>>)(pTJ - <<pT>>)
pT) ) = . Wi;
iz evt
wd < 2 Wityeos(@, - ) > ¥
U =
’ iz U evt
wibpyy = Zi#j#k Wwcos(2(e, - d)j))(pTrk 4P
29Pr zi?‘j’k Wil Wy evt ‘

The averages are performed first on all multiplets within a single
eventandthen over all eventsin afixed N:¢ bin. The track-wise weights

w;;,account for tracklng efficiency and its n and ¢ dependent varia-
tions. The values of(u2 Yand ((6pT)2> are obtained using the standard
method, inwhich particlesiandjare selected from |p| <1,as well as the
two-subevent method, in which particlesiandjare selected from pseu-
dorapidity ranges of -1<n,<-0.1and 0.1 < ;< 1, respectively. We also
calculate the efficiency-corrected charged particle multiplicity in
In| < 0.5, defined as N, =  w,. This observable is used to evaluate the
systematics.

The covariance (v2 op;) is calculated by averaging over all triplets
labelled by particleindicesi,jand k. The standard cumulant framework
isused to obtain theresults instead of directly calculating all triplets*.
We also calculated (uz Op;yusing the two-subevent method*, in which
particlesiandjare taken fromranges of -1<n,<-0.1and 0.1<7;<1,
whereas particle k is taken from either subevents. Including a pseu-
dorapidity gap between the particle pairs or triplets suppresses the
sho;st-range non-flow correlations arising from resonance decays and
jets”.

. 26)
The calculation of p, = - %D

WwPHEp7)?

(uz) (6p; )%y and (u2 6py)- 'lghese%omponents and p, are shown in
Extended DataFig.1lasa functlon of centrality. In the central region,
enhancements of<u yand <(6pT)2> are observed in U + U relative to
Au + Au collisions, which is consistent with the influence of large
B,u. By contrast, the values of (v; 6pT) are markedly suppressed in
U + U compared with Au + Au collisions across the entire centrality
range shown. This suppression is consistent with the negative contri-
bution expected for strong prolate deformation of U as described in
equation (2).

In this analysis, the default results are obtained using the
two-subevent method. The differences between the standard and
two-subevent methods are used to evaluate the impact of non-flow
correlations discussed below.

relies on the input values of

Influence of non-flow correlations
Animportant background in our measurement is non-flow: correla-
tions among a few particles originated from a common source, such

as resonance decays and jets, which are uncorrelated with the initial
geometry. Two approaches are used to estimate the non-flow contribu-
tions. Non-flow correlations are short-range in 7and canbe suppressed
by the subevent method by requiring a rapidity gap between the pairs
ortriplets of particlesin equation (9). Hence, in the first approach, the
differences between the standard and subevent methods provide an
estimate of the non-flow contribution. However, part of the rapidity
gap dependence of the signal in central collisions may arise from lon-
gitudinal fluctuations in [p;] and v, because of variations in the initial
geometry inn (ref. 42).

The second approach assumes that the clusters causing non-flow
correlations are mutually independent. In this independent-source
scenario, non-flow in n-particle cumulantsis expected to be diluted by
the charged particle multiplicity as1/N% ! (ref. 76). Therefore, non-flow
(nf) contributions in a given centrality can be estimated by
KwDNG], ..

peri

Nch ’

[<(6pT)2)NChi|peri
Nch ’

|:<1}26pT> :| eri
Nch

<1122>nf =

(8D s (10)

<UZZ6pT>nf

wherethe subscript ‘peri’is alabel for the peripheral bin. This procedure
makes two assumptions that are not fully valid: (1) the signal in the
peripheral bin is all non-flow and (2) non-flow in other centralities is
unmodified by final state medium effects. For example, the medium
effects strongly suppress the jet yield and modify the azimuthal struc-
ture of non-flow correlations. Hence, this approach provides only a
qualitative estimate of the non-flow. Moreover, this approach is not
applicable for ((5pT)2), as medium effects are expected to reduce the
momentum differences of non-flow particles as they are out of local
equilibrium.

Extended Data Fig. 2 shows the N;-scaled values of (v3), <(6pT)2>
and (02 op;)asa function of centrality in Au + Au collisions. The req-
uirement of subevent reduces the signalin the most peripheral bin by
50%,40% and 80%, respectively, which can be treated as the amount
of non-flow rejected by the subevent requirement. Therefore, we use
the differences between the standard and subevent methods to esti-
mate the non-flow in the subevent method. These differences vary with
centrality because of the combined effects of medium modification
of non-flow and longitudinal flow decorrelations”. These differences
are propagated to the ratios of these observables between U + U and
Au + Au. They are found to be 1.1%, 3.5% and 11% for R, 2 Rsp)? and
R v26pr ,respectively.

Extended DataFig.2also provides an estimate of non-flow based on
the N -scaling method. We assume that the entire signals in the
80-100% centrality in two-subevent are non-flow, and then use equa-
tion (10) to estimate the fraction of non-flow as a function of centrality.
As mentioned earlier, we use this approach for (v} and (uzz6pT) in
which the medium effects may redistribute non-flow correlations
in azimuthal angle, instead of suppressing them. This approach is
unsuitable for ((6pT)2), for which the medium effects should always
suppress the non-flow contribution. Inthe 0-5% most central collisions,
the estimated non-flow is about 6% for (v7) and only about 1.4% for
(vy 6pT> These differences, when propagated to the ratios, are reduced
forR v which is positive, and increased for R v36p1 ,which is negative.
They amount to about 2.8%for R, ;and 2.5% for Ry25p,

The non-flow systematic uncertainties are taken as the larger of
the two approaches for R, v? and R v26prr whereas for Rppy?s the diff-
erence between standard and subevent methods is used The total
non-flow uncertainties in the 0-5% centrality are 2.8%, 3.5% and 11% for
Ry2 Ry 2 and Ry28p respectively.



Extended Data Fig. 3 contrasts the non-flow systematic uncertain-
ties with other sources of uncertainties (next section) in this analysis.
In the 0-5% centrality, the non-flow uncertainties are comparable or
slightly larger than other sources, whereas they are subdominant in
other centrality ranges.

In the literature, non-flow contributions are sometimes estimated
using the HIJING model’®, which has only non-flow correlations. The
latter were found to follow very closely equation (10) (refs. 79,80). In
our second approach, instead of relying on the HIJING model, we
assume this NV-scaling behaviour but use real peripheral data as the
baseline for non-flow contributions. Our findings indicate that the
HIJING model fails to quantitatively capture the features of non-flow.
Specifically, the HJING model predicts amuch weaker An dependence
for (v}), with only a 13% difference between the standard and
two-subevent methods, whereas the data indicate a 50% decrease®
(fig. 25 in ref. 81 for p + p collisions). Furthermore, we found that the
values of (u226pT) predicted by HIJING are three times larger than the
datain peripheral Au + Au collisions. Therefore, the non-flow estima-
tion based on the HJING model in ref. 80 seems to be exaggerated.
A more recent estimate*¢, based on a transport model incorporating
full medium dynamics and equation (10), yields a non-flow fraction
consistent with STAR data. This study also suggests a potential increase
of the R,z with 4n associated with flow decorrelation effects.

Understanding non-flow correlations as a physical process has always
beenaworkin progress. As our knowledge deepens, the non-flow uncer-
tainties are expected to reduce. Rather than merely contributing to
experimental uncertainties or even being corrected for in the data,
non-flow physics should ultimately be incorporated into hydrodynamic
models. Currently, these models include non-flow effects from reso-
nance decays but lack contributions from jet fragmentation.

Systematic uncertainties

Systematic uncertainties include an estimate of the non-flow contribu-
tions discussed above and other sources accounting for detector effects
and analysis procedure. These other sources are estimated by varying
the track quality selections, the z,,, cuts, examining the influence of
pileup, comparing results from periods with different detector condi-
tions and closure test. The influence of track selection criteriais stud-
ied by varying the number of fit hits on the track from a minimum of
16 to 19 and by varying DCA cut from <3 cmto <2.5cm, resultingin
variations of 1-5% for ((6pT)2). Theimpactson <U22> and (u226pT)are up
to2.5% and 4%, respectively.

The influence of track reconstruction on the collision vertex is
examined by comparing the results for different |z,,,| cuts, with vari-
ations found to be 0.5-3% for all observables. Comparisons between
data-taking periods, particularly normal and reverse magnetic field
runs in Au + Au collisions, show consistency within their statistical
uncertainties. The influence of pileup and background events is
studied by varying the cut on the correlation between N and the
number of hits in the TOF. The influence is found to be 1-3% for (v
and ((6pT)2), and reaches 2-10% for (uzzépT). Comparisons are also
made between the 2010 and 2011 Au + Au datasets, which have differ-
ent active acceptances in the TPC. The results are largely consistent
with the quoted uncertainties, although some differences are
observed, particularly in the central region, in which variations reach
5-10% for (w76p, ).

Aclosure test was conducted, in which the reconstruction efficiency
andits variationsingand ¢ from the datawere used toretain afraction
of the particles generated from a multi-phase transport model®2. Sub-
sequently, a track-by-track weight, as described in equation (9), was
appliedtotheaccepted particles. All observables are calculated using
the accepted particles and compared with those obtained using the
original particles. This procedure allowed us to recover (v2yand <(6pT)2>
withintheir statistical uncertainties. However, a2-3% nonclosure was
observedin (0226pT). Nevertheless, it isimportant to note that such

non-closures largely cancelwhen considering the ratios between U + U
and Au + Au collisions.

Several additional cross-checks were carried out. The track recon-
struction efficiency has about 5% uncertainty because of its reliance
on particle type and occupancy dependence. We repeated the analysis
by varying this efficiency, and the variations in the results were either
less than 1% or consistent within their statistical uncertainties.
The reconstructed p; can differ from the true value because of finite
momentum resolution. This effect was investigated by smearing the
reconstructed p; according to the known resolution, calculating the
observable and comparing the results with the original ones. A dis-
crepancy of approximately 0.5% was observed for ((6pT)2), whereas
other observables remained consistent within their statistical uncer-
tainties. These effects cancel in the ratios between °U + Uand Au + Au
collisions.

The default results are obtained from the two-subevent method.
The total systematic uncertainties, including these sources and
non-flow, are calculated as a function of centrality. The uncertainties
of theratiosbetween U + U and Au + Au are evaluated for each source
and combined in quadrature to form the total systematic uncertainties.
This process results in a partial cancellation of the uncertainties
between the two systems. The uncertainties from different sources
discussed above onthe ratios are shown by the black boxesin Extended
Data Fig. 3. The total systematic uncertainties, including non-flow in
the 0-5% centrality range, amount to 3.9%, 4.4% and 12.5% for R,,Zz,
Rspp2and R, 25, , respectively.

Hydrodynamic model setup and simulation

Extended Data Table1details the Woods-Saxon parameters for Auand
U used in the IP-Glasma + MUSIC model calculations. The nucleon-
nucleon inelastic cross-sections are the standard values 42 mb and
40.6 mbfor Au + Au collisions at 200 GeV and U + U collisions at 193 GeV,
respectively. For U, the nuclear shape in equation (1) is extended to
include a possible small axial hexadecapole deformation 3,:

R(B, @) =Ro(1+ B,[cosyY, o+ sinyY; 1,1+ B,Y, o). 11)

Most low-energy nuclear structure models favour a modest oblate
deformation forAu (ref. 34). We assume 8,,, = 0.14 and y,, = 45° as the
default choice for'”Au, which are varied in the range of 8,,, = 0.12-0.14
andy,, = 37-53°accordingtorefs. 34,67. These calculations reasonably
reproduce many observablesrelated to the ground-state nuclear defor-
mation. For 28U, we scan several 8, values ranging from 0 to 0.34. We
also vary B, from 0 to 0.09 and y, in the range of 0°-20° to examine
the sensitivity of the U + U results to hexadecapole deformation and
triaxiality. For each setting, about 100,000-400,000 events are gen-
erated using the officially available IP-Glasma + MUSIC***, Each event
is oversampled at least 100 times to minimize statistical fluctuations
in the hadronic transport. These calculations were performed using
services provided by the Open Science Grid Consortium®>#¢,

Therole of final state effects is studied by varying the shear and bulk
viscosities simultaneously up and down by 50%. The impacts on (v),
((6p,)% and (v76p,) are shown for Au + Au collisions in Extended
DataFig. 4 (top). The values of these flow observables are changed by
more than a factor of two as a function of centrality. Yet, the ratios
between U + U and Au + Au collisions (Extended Data Fig. 4, bottom)
arerelatively stable. Asmall reduction of R, 2and R 5, ,2are obser-
ved in non-central collisions, when values of viscosities are halved.
However, this change is an overestimate because the calculated flow
observables greatly overestimate the data. So, in the end, half of the
variations of the ratios are included in the model uncertainty.

The main theoretical uncertainties arise from variations in nuclear
structure parameters. Parameters common between two collision
systems, such as the minimum inter-nucleon distancein nucleid,,,, are
not expected to contribute to the uncertainty significantly. However,
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other parameters, including nuclear radius R,, skin aand higher-order
hexadecapole deformation 3, could be different between Auand U and
hence contribute more to the theoretical uncertainty.

Extended Data Table1providesalist of variations of nuclear structure
parameters. Theimpact of these variations on ratios of flow observables
is shown in Extended Data Fig. 5. The ratios of flow observables are
insensitive to these variations in the most central collisions. R, »is par-
ticularly sensitive to skin parameter a. Thisis understandable, asv, has
alarge contribution fromthe reaction plane flow, whichvaries strongly
with the value of a (ref. 45).

Model uncertainties for the ratios are derived by combining the
impact of varying viscosities, together with various sources from
Extended Data Fig. 5. As a consequence, checks that are consistent
with the default calculation within their statistical uncertainties do not
contribute to the model uncertainties. The combined model uncertain-
ties for 1standard deviation are shown in Fig. 3.

A cross-check is conducted for an alternative hydrodynamic code,
the Trajectum model®*®. This model has 20 parameter sets obtained
from a Bayesian analysis of the Pb + Pb data at the LHC but was not
tuned to the RHIC data. For this calculation, we simply repeat the cal-
culationat RHIC energy and calculate the same observables. Although
the description of(u2 yand ((6pT) )is reasonable, several parameter
sets give negative values of(u2 6p;)in mid-central collisions, and are
subsequently not used. The calculationis performed for the remaining
16 parameter sets as a function of centrality, and root mean square
variations among these calculations are assigned as the uncertainty.

Extended Data Fig. 6 shows the ratios of flow observables from
Trajectum and compares them with IP-Glasma + MUSIC. The results
from these two models agree in their uncertainties for R, 2 and
Risppy with Trajectum predictions slightly higher in the UCC région.
ThlS leads to slightly lower values of 8,, than the IP-Glasma model:
Bay=0.228+0.013 for R, 2and B, = 0.276 £ 0.018 for R g,

ForR, v26pr ,however, the Trajectum model tends to systematlcally
underpredlct the data, as well as has much larger uncertainties com-
pared with the IP-Glasma model. In central collisions, this discrepancy
can be improved by using a larger triaxiality parameter value y, ~ 15°.
Overall, the comparison of the Trajectum model with data gives simi-
lar constraints on §,, with comparable uncertainties but a larger y
value with bigger uncertainties (next section).

Assigning uncertainties on B,,and y,

Astandard pseudo-experiment procedure, similar to thatinref. 86, is
used to combine the uncertainties from R 5, )2 and Ry26p; shownin
Fig.3g. We assume that the total uncertainties extracted from the two
observables are independent, and we model the probability density
function as follows:

By, _ﬁ;)z _ By - 'Eb(VU))z
207 205()

P(ﬁzur yU) <exp|— . (12)

Here, E =0.294and g,= 0.021 represent the mean and uncertainty
of B,y extracted from Rpr)2 in Fig. 3g from the IP-Glasma + MUSIC
model. Similarly, ﬁb and ob are the mean and uncertainty of g, from
szzé‘pr and they depend on the parameter y,. We sample a uniform
prior distribution in 8,, and y, to obtain the posterior distribution.
From this posterior distribution, we obtained the mean and 1standard
deviation uncertainty of B,, and y,, B,,=0.297 + 0.015 and
Yu=38.5°+4.8°, as well as the confidence contours shown in Fig. 3g.
This statistical analysis is also performed for R, 2and R, ;5, for the
Trajectum model, yielding constraints of 8,,=0.275 + %0.017 and
Yu=15.5°+7.8°.

Finally, we perform an analysis to combine the constraints of the
IP-Glasma + MUSIC and Trajectum models. Thisis achieved by multiply-
ing the probability density function equation (12) from the two models,
treating their constraints as statistically independent. This approach

yields 8,,=0.286 + 0.012and y, = 8.7° + 4.5°. We noticed that the Trajec-
tum model does not affect the constraints on y, because of the large
uncertainty of the model, but the uncertainty on 8, reduces markedly
because of the comparable precisioninthe two models. Therefore, we
alsoinclude the difference of the extracted j3,, values between the two
models as an additional theoretical uncertainty. The final constraints
given by this procedure are ,,=0.286 + 0.025and y,,= 8.7° + 4. 5°.

Data availability

All raw data for this study were collected using the STAR detector at
Brookhaven National Laboratory and are not available to the public.
Derived datasupporting the findings of this study are publicly available
inthe HEPData repository (https://www.hepdata.net/record/147196)
or from the corresponding author on request.

Code availability

The codesto process raw data collected by the STAR detector are pub-
licly available on GitHub (https://github.com/star-bnl). The codes to
analyse the produced data are not publicly available.
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between U+U and Au+Au collisions. The calculations are done for different Glauber model parameters, and they are compared with the data.
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Extended Data Table 1| Choices of Woods-Saxon parameters in the IP-Glasma+MUSIC model

Species  R(fm)  a(fm) dpin(fm) 65 Ba 7 (®)
97Au  6.62,6.38  0.52 09,04 0.14,0.12 0 53,45, 37

0.55 0,0.15 0,10

238y 6.81,7.07 0.495 09,04 022,025 0.09,0 15,20

0.605 0.28,0.34

The default values are denoted by bold font. At the same time, the rest are variations designed to constrain the values of (B, y,) and derive theoretical uncertainties associated with other
structure parameters.
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